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Pulsed-power driven x-ray radiographic systems are being developed to operate at higher power in an
effort to increase source brightness and penetration power. Essential to the design of these systems is a
thorough understanding of electron power flow in the transmission line that couples the pulsed-power
driver to the load. In this paper, analytic theory and fully relativistic particle-in-cell simulations are used to
model power flow in several experimental transmission-line geometries fielded on Sandia National
Laboratories’ upgraded Radiographic Integrated Test Stand [IEEE Trans. Plasma Sci. 28, 1653
(2000)]. Good agreement with measured electrical currents is demonstrated on a shot-by-shot basis for
simulations which include detailed models accounting for space-charge-limited electron emission, surface
heating, and stimulated particle emission. Resonant cavity modes related to the transmission-line
impedance transitions are also shown to be excited by electron power flow. These modes can drive
oscillations in the output power of the system, degrading radiographic resolution.
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I. INTRODUCTION

Pulsed-power driven flash radiography uses a high in-
tensity pulsed electron beam to generate bremsstrahlung x
rays as a probe for dynamic experiments [1]. Pulsed-power
radiographic systems are typically comprised of a high-
voltage pulse forming section coupled to a coaxial trans-
mission line which is terminated by a diode. The diode
generates the electron beam and focuses it onto the anode
which is constructed of a high-atomic-number material for
efficient conversion of electrons to x rays.

In high-power systems such as Sandia National
Laboratories’ Radiographic Integrated Test Stand (RITS
[2]), electric field stresses in the transmission line exceed
the threshold above which electrons are emitted [3], such
that it no longer operates in a vacuum. In negative-polarity
coaxial lines, the magnetic field generated by the current
prevents electrons from crossing the coaxial gap and the
resulting flow proceeds in a sheath layer between the
electrodes, more or less tightly bound to the cathode sur-
face, toward the diode. The system is thus referred to as a
magnetically insulated transmission line (MITL). Detailed
descriptions of this magnetic cutoff and the relationships
between the cathode boundary and sheath currents in equi-
librium are found in Refs. [4,5].

The electron sheath layer alters the transmission-line
impedance [4,6], and analytic models for equilibrium cur-
rents and impedance are actively being investigated [7].
The equilibrium values may be dynamically altered if the

load impedance is less than the self-limited impedance of
the transmission line. This results in a retrapping wave
propagating back upstream in which sheath electrons are
recaptured on the cathode. In addition, the sheath current is
typically not useful as a radiographic source and hardware
is usually added to divert it to ground upstream from the
diode. Sheath current is, therefore, a particular concern for
MITL operations and understanding its magnitude and
dynamics is essential to the development of high-power
radiographic systems. Particle-in-cell (PIC) codes have
been used to accurately model this power flow in existing
accelerators and to provide extra insight into MITL and
diode physics where diagnostics may be limited.

The importance of power-flow modeling was demon-
strated in the design and commissioning of the RITS
accelerator in its configuration as a three-cell induction
voltage adder (IVA) [8], referred to as RITS-3. On RITS, as
in other high-voltage IVA architectures, the inner conduc-
tor of the coaxial line is cantilevered and must support
itself and the load. These mechanical stresses place a
minimum on the diameter of the inner conductor and,
therefore, a maximum on the line impedance of �100 �
[1,2]. With this constraint, RITS-3 was designed to deliver
150 kA total current at 4 MV. When fielding high-
impedance radiographic diodes which require 20–60 kA,
such as the rod-pinch, the immersed-Bz, and the paraxial
diode, most of the total current needed to be diverted away
from the diode. The dimensions of the diverter hardware
were determined from 2D simulations which used space-
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charge-limited (SCL) electron emission [9] to generate
sheath current in the transmission line [10]. With this
hardware installed, cathode currents measured upstream
and downstream from the diverter agreed well with simu-
lation [10,11].

Electron sheath retrapping was also studied on RITS-3
with comparisons to simulations which include SCL elec-
tron emission [12]. The ratio of anode-to-cathode current,
measured as a function of anode-cathode (A-K) gap width,
was found to rise with load impedance indicating reduced
retrapping. The simulated current ratio and transmission-
line impedance were in excellent agreement with data.

Another aspect previously investigated was the electri-
cal coupling between the RITS IVA cells and the MITL
[13]. This study used 3D simulations with SCL electron
emission enabled along the center conductor. Experi-
mentally, currents are injected from the cells to the MITL
nonuniformly in azimuth. Simulations showed that, while
anode and cathode currents were azimuthally asymmetric
just beyond the last cell, symmetry was established
�1:8 m downstream. Simulated currents were in good
agreement with data in magnitude, pulse rise time, and
azimuthal variation. The RITS IVA cells and MITL were
also modeled in 2D when a higher impedance MITL
needed to be designed to transition to a 5.25-MVend-point
voltage [14]. SCL electron emission was again sufficient to
achieve nominal cathode and sheath currents which scaled
roughly as predicted from parapotential flow theory [4].

The desire for brighter x-ray sources with increased
penetration power and resolution motivated another RITS
upgrade to higher power. This latest upgrade, referred to as
RITS-6 [15], enables the system to reach a peak voltage of
>10 MV. The increased voltages and currents challenge
not only hardware design (pulsed-power delivery, diode
configurations, and sheath current management), but also
software in the range of particle emission models typically

associated with MITL physics. Specifically, the persistent
large electron current loss to a fixed location on the outer
conductor may cause additional particle emission phe-
nomena to become significant. In this paper, this higher-
power regime is modeled with direct comparisons to elec-
trical measurements from the RITS-6 commissioning run,
during which peak voltage was limited to �9 MV. While
IVAs have proven to be robust drivers for a number of
radiographic x-ray diodes such as the rod-pinch, the
immersed-Bz, the paraxial and the self-magnetic pinch
diode, this analysis utilizes a much simpler hollow-beam
or ‘‘large area’’ diode which is a typical choice for evalu-
ating pulsed-power machine performance. The RITS-6
hardware and simulation geometry are described in
Sec. II. Relevant particle emission models are also de-
scribed there. Comparisons of simulation to data are pre-
sented in Sec. III. Electron-sheath-induced cavity
resonances and hardware modifications are discussed in
Sec. IV.

II. EXPERIMENTAL CONFIGURATION

The RITS-6 accelerator is a six-cell IVA designed to
produce currents of 120 kA at voltages in excess of 10 MV
in 70 ns for the high-impedance MITL. A cross section of
RITS-6 showing the six induction cells and the MITL is
shown in Fig. 1(a). Six separate pulses are added in series
through the IVA cells and timed to arrive nearly simulta-
neously to form a single drive pulse for the accelerator.
Each IVA cell is connected to the common transmission
line by an azimuthal transmission line designed to distrib-
ute the pulse as symmetrically as possible around the
center conductor. While the power distribution is azimu-
thally asymmetric in the vicinity of the azimuthal lines, it
was demonstrated in Ref. [16] that the sheath becomes
highly symmetric 1.85 m upstream from the load.

FIG. 1. (Color) (a) Cross section of the RITS-6 induction cell cavities and MITL. (b) Cross sectional view �r; z� of simulation
geometry which begins near the sixth induction cell. The forward-going voltage wave is injected at z � 0. The particle plot in (b)
illustrates the simulated electron flow at 60 ns into the pulse for a 73-� load. Diagnostic locations E, F, and G are marked by arrows.
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The 11.3-m-long vacuum coaxial transmission line is
operated in negative polarity. The anode radius is 19.05 cm
and the cathode steps down in radius at each IVA cell
through values of 13.2, 9.9, 7.5, 5.7, and 4.4 cm to
3.4 cm. This design creates 14:24-� steps in the MITL
operating impedance to deliver 85 � for a matched load.
For the RITS-6 commissioning shot series, which was
designed for studying power flow, the cathode terminates
as a hollow cylinder, referred to as a large-area diode,
rather than a radiographic diode. Anode and cathode cur-
rents are measured with B-dot current monitors at diag-
nostic locations ‘‘E’’, ‘‘F’’, and ‘‘G’’, positioned 57, 185,
and 298 cm downstream from the sixth cell, respectively.
(All B-dot monitors are mounted flush with the conductor
surfaces such that the cathode monitors measure magnetic
field changes at the outer surface of the cathode and the
anode monitors measure field changes at the inner surface
of the anode. The anode current is thus determined from
the combined cathode boundary and sheath currents.)
Diagnostic locations are marked in Fig. 1.

An optional ‘‘dustbin’’ and ‘‘knob’’ may be added as an
extension to the transmission line for low impedance loads
to redirect excess sheath current away from the diode and
to reduce the amount of debris from the electron beam
diode which enters the IVA cell regions [17]. A knob is a
spheroidal field shaper attached to the cathode stalk which
is designed to withstand field stresses of up to 1 MV=cm

and, therefore, be nonemitting under RITS-6 operating
conditions. The dustbin is a larger-radius extension of the
anode structure that accommodates the knob and diode.
Electrically, the dustbin entrance is a sharp impedance
discontinuity and the knob and diode make this entire
region electrically complex in terms of MITL flow [e.g.,
see Fig. 2(b)]. The RITS-6 knob extends 31 cm radially and
46 cm axially, and is centered 53 cm from the anode end
plate. It is enclosed in a 65-cm radius, 155-cm long dust-
bin, illustrated in Fig. 2(a). Similar configurations of the
dustbin and knob were used in RITS-3 experiments and
found to be effective at shunting unwanted sheath current
away from the load and mitigating debris [10,11,13].

A. Simulation geometry

Electrical measurements from both RITS-6 front-end
configurations, the straight MITL [Fig. 1(a)] and the dust-
bin/knob system [Fig. 2(a)] are compared to simulations
performed using the fully relativistic PIC code LSP [18].
For these studies, an EM field solver is used with implicit
time biasing [19] to damp numerical noise. The geometry
is modeled in 2D �r; z� and limited to the final 325 cm of
the system, after the last induction cell. The truncated
geometry does not model the coupling of the IVA cells to
the MITL, but is sufficient to enable study of sheath flow
[10–12]. The transmission line is azimuthally symmetric
after the last cell and the sheath is symmetric to within 11%
at diagnostic location E and symmetric by F [16], enabling
the simulation to be performed in 2D. Simulation geome-

FIG. 2. (Color) (a) Diagram of the anode dustbin and the cath-
ode field-shaper knob fielded on RITS-6. The center conductor
terminates in a hollow cylinder or large-area diode. (b) Cross
sectional view �r; z� of simulation geometry including dustbin
and knob which begins 138 cm downstream from the sixth
induction cell. The forward-going voltage wave is injected at
z � 0. Electron flow is shown 60 ns into the pulse for an 80-�
load. Diagnostic locations F and G correspond to those marked
in Fig. 1. Two additional cathode current probes, labeled ‘‘Ifeed’’
and ‘‘Ibeam,’’ are shown upstream and downstream from the
knob, respectively.
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FIG. 3. (Color) Measured electron dose (black) and simulated
electron fluence (blue and red) along the dustbin outer wall. The
blue curve is from simulation including stimulated emission
from the dustbin wall and knob, while the red curve is from
SCL emission only. The curves are normalized to give a peak
magnitude of one. For reference, the integrated values for the red
and blue curves are the same. The abscissa is the axial distance
from the anode end plate (the final downstream component). The
knob is centered between 40 and 60 cm on this axis.
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tries for both front-end configurations are shown in
Figs. 1(b) and 2(b).

SCL electron emission is modeled along the entire
length of the cathode, excluding the knob, with a field-
stress threshold of 150 kV=cm. The knob is expected to
have a threshold of at least 800 kV=cm after it has been
conditioned. (Here, conditioning includes bead blasting
and oiling the knob surface.) To allow for the possibility
of bipolar flow in the diode, ions may be emitted from the
anode end plate due to surface heating after a local tem-
perature increase of 400�K [20].

Although MITL particle emission is typically fully de-
scribed by SCL and surface heating, data from a thermo-
luminescent dosimeter (TLD) array suggested an
additional emission model was needed. A line array of
TLDs placed along the dustbin outer wall measured the
axial electron dose distribution to be Gaussian with a 9.5-
cm standard deviation, shown in Fig. 3. The dose predic-
tion based on SCL emission alone, also plotted in Fig. 3,
has a narrower distribution. As mentioned in Sec. I, the
large electron current lost to the dustbin outer wall may
cause an additional type of particle emission. For this
reason, a model for stimulated emission of ions from
electron impact on the anode, and subsequent emission
of electrons from ion impact on the cathode, is
investigated.

B. Stimulated emission parameters

The value of the ion yield per incident electron used in
simulation is estimated from measurements taken at the
Relativistic Heavy Ion Collider (RHIC) [21] and the
European Organization for Nuclear Research (CERN)
[22]. The measured yields from RHIC range from 0.05 to
0:02 ions=electron for unbaked stainless steel, where the
drop is attributed to the beam cleaning effect. The ion
species in this measurement were not specified, but were
expected to be H2 and CO. The measured yield from
CERN was approximately 0:01 ions=electron for H2 and
CO from 300-eV electrons impacting scrubbed aluminum
at normal incidence. An increase in yield is expected for
dirty surfaces [23] as well as higher energies and larger
angles of incidence relative to normal [24]. Using these
measured yields as a rough guide, a value of 0.01 ions per
incident electron is used in our model for a conservative
level of particle production.

The trajectory of an ion thus emitted from the dustbin
outer wall is radially inward, where it, in turn, may induce
emission of electrons from the knob. Rothard et al. [25]
demonstrated that the ratio of secondary-electron yield
(�e) to energy loss for any heavy ion species is constant
as a function of specific energy and species for a given
material. The ratio is also constant though slightly larger
for protons. While the RITS-6 knob is constructed of
aluminum or brass, it is also coated with oil which creates
uncertainty when calculating �e using published ratios for

standard materials. A lower bound for �e is taken from
sputter-cleaned aluminum for which the ratio of back-
scattered electrons from ions impacting at normal inci-
dence is �e=�dE=dx� � 0:40 �A=eV for protons and
0:11 �A=eV for heavy ions. Since the cathode surface is
coated with a colloidal graphite lubricant (Aerodag) which
may contaminate the anode surface over time, the predomi-
nant ion species are assumed to be C� and protons. Energy
loss for these ions was calculated using the SRIM 2006
code [26] which provides a full quantum mechanical treat-
ment of ion-atom collisions. The energy loss for 10 MeV
C� and protons in aluminum was calculated to be 121.1
and 0:9 eV= �A, respectively, resulting in yields at normal
incidence of �e � 13:3 for C� ions and 0.4 for protons.
Molvik et al. [27] determined that �e scales as 1= cos���,
where � is relative to normal incidence. In a RITS-6
simulation, ions emitted from the dustbin wall may impact
the knob at large angles of incidence (typical values on the
sides of the knob are around 60�), so the actual average
yield will be higher than the calculated values. Because of
the uncertainty in �, material, and ion species, a round
number of 50 electrons per ion is used in simulation. As an
additional simplification, all ions are assigned the proton
mass.

The stimulated particle emission described here does not
change the magnitude of either the current lost to the
dustbin or the diode current. Only the distribution along
the dustbin outer wall is altered. Thus the bulk electrical
characteristics are not sensitive to the yields chosen. This
was confirmed for electron yields from 20 to 50 per ion.
The distribution of electron fluence along the dustbin outer
wall from stimulated emission is compared in Fig. 3 to the
measured electron dose distribution and the fluence from
SCL emission alone. The simulation results show that the
distribution from stimulated emission is a better match to
data. Another significant difference in simulations includ-
ing stimulated emission is that the knob becomes an elec-
tron emitter.

III. TRANSMISSION-LINE POWER FLOW

Direct comparisons between simulations and measured
transmission-line currents from RITS-6 are made in this
section. Two shot series were conducted on RITS-6, one
each for the front-end geometries of Figs. 1 and 2, with
each series covering a range of diode A-K gap widths. Both
series are simulated using the geometries and emission
models described in Sec. II. Because the forward-going
pulse varies slightly from shot to shot, it is desirable to use
the pulse data from each shot as input for its corresponding
simulation. Voltages measured at diagnostic position E can
approximate the true forward-going waveforms for these
shot series because the retrapping wave does not arrive at
position E until very late in the pulse.

The transmission-line voltages on RITS-6 are calculated
using Mendel’s pressure balance theory [6,15] and the
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Creedon model [28], which are both functions of the
cathode boundary and anode currents. A common problem
in MITL simulations is accurately modeling the cathode
boundary-to-sheath current ratio before and after the re-
trapping wave has passed. (For a time-resolved measure-
ment of cathode boundary current at a given location, the
retrapping wave appears as a rapid increase in magnitude,
transitioning over a few ns.) This problem is mitigated by
increasing the spatial resolution in a simulation to accu-
rately resolve the complex electron orbits and detailed
density distribution in the sheath. To demonstrate that
simulation results presented here are sufficiently resolved,
the voltage calculated from the Mendel model, using simu-
lation currents at position G, is compared in Fig. 4 to the
voltage calculated from integrating the simulated electric
field across the MITL gap. The load impedance in the
simulation is 73 � and the retrapping wave passes at
roughly 35 ns in Fig. 4. This allows for comparison be-
tween simulation and theory before retrapping, when the
space charge correction is large, and after retrapping, when
the current density along the cathode has increased. The
maximum disagreement between simulation and theory is
5%, which occurs at the time when the retrapping wave is
passing, a transient phase not accurately represented by the
Creedon and Mendel models.

For the shot series on the straight transmission line
(Fig. 1), the A-K gap widths are 5.9, 10.3, and 18.1 cm
and the forward-going voltage peaks at approximately
8.3 MV. The measured voltages at diagnostic position E,
used as the simulated forward-going wave, are plotted in
Fig. 5. The cathode boundary and anode currents recorded
at diagnostic position G from both data and simulation are
shown in Fig. 6. Agreement is good in both the current
magnitudes and the arrival times of the retrapping wave.

Figure 7 illustrates the retrapping of sheath current back
into the cathode with a snapshot of the electron density
along the transmission line early in the simulation of the

5.9-cm A-K gap. The electron sheath becomes more tightly
constrained to the surface of the cathode after the wave has
passed. Retrapping speeds are calculated by comparing the
arrival times of the retrapping wave at different locations
along the MITL. Retrapping speeds for all three simula-
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tions are shown in Fig. 8 as functions of normalized load
impedance. Additional simulations of the Fig. 1(b) geome-
try with four different A-K gap widths were run with peak
forward-going voltages of 10 MV. The retrapping speeds
from these simulations are included in Fig. 8 to help
illustrate the trend of increasing retrapping speed with
decreasing load impedance. This is a similar trend to that
observed in Ref. [14].

The second shot series used the dustbin and knob of
Fig. 2 with A-K gap widths of 6, 10.3, 14, and 18 cm and
peak forward-going voltages reaching 9 MV. The mea-
sured voltages at position E, used as the simulated
forward-going waves of each shot, are plotted in Fig. 9.
Stimulated emission is included in these simulations. The
currents at position F, plotted in Fig. 10, show oscillations
from the dustbin arriving with the retrapping wave. Anode
and cathode currents from simulation and data agree well
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FIG. 7. (Color) Contour plot of electron density in the straight
transmission-line geometry with a 5.9-cm A-K gap. Density
shown is at 30 ns into the pulse. The retrapping wave, located
at z � 225 cm in the figure, originates at the diode and prop-
agates upstream. The spatial resolution is identical in all simu-
lations.
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in magnitude. However, the timing of the arrival of the
retrapping waves is in worse agreement than the results
from the straight transmission line. The cause of this
discrepancy has not been identified. Cathode boundary
currents measured at the upstream surface of the knob
(labeled ‘‘Ifeed’’ in Fig. 2) are compared to simulation in
Fig. 11.

IV. DUSTBIN RESONANCES

The large oscillations evident in the currents of Figs. 10
and 11 were predicted in simulation prior to observation. In
simulations of the Fig. 2 geometry, sheath electrons form
vortices at the entrance to the dustbin which are shunted to
the outer wall in discrete bursts. In the diode region, these
oscillations manifest themselves as temporal and spatial
modulations of the electron beam, which could degrade the
radiographic resolution. The Fourier-transformed currents
and voltages from the simulations show modes in the 100–
300 MHz range which damp out in the first half of the
pulse, and distinct modes at 500 and 700 MHz which
persist.

To determine how this mode structure is established,
resonant frequencies are calculated semianalytically for
an idealized dustbin/knob geometry. These solutions are
then used to help interpret results from simulations of more
realistic geometries which are not analytically tractable.
The solution method described below is a generalization of
a standard mode-matching technique (see, for example,
Chapter 2 of Ref. [29]). For the semianalytic model, the
dustbin cavity is represented by a block geometry (cylin-
drical knob with no diode) divided into the four subregions
shown in Fig. 12. In each subregion, the TM fields
�Er; Ez; B�� are represented by expansions in products of
radial Bessel functions and complex exponentials in the
coordinate z. Upstream and downstream traveling TEM
components are included in upstream regions, and a TEM
wave traveling out of the dustbin and up the transmission
line accounts for energy loss and finite cavity Q. (The Q
factor is proportional to the ratio of stored-to-dissipated
energy per cycle.) Matching conditions on the transverse
components of the fields at the region interfaces provide an
infinite set of homogeneous linear equations for the field
expansion coefficients. Retaining � 100 terms in each
expansion provides adequate convergence and results in a
manageable coefficient matrix. A dispersion relation is
obtained by setting the determinant of the coefficient ma-
trix equal to zero and solving for the complex frequency
roots, ! � !r 	 i�. The mode Q is then given by the
relation Q � !r=2�. Solutions of the dispersion relation
are plotted in Fig. 13(a).

Resonance frequencies are then determined numerically
in a simulation of the idealized geometry using a dipole
current source located in the dustbin (without particle
emission), as depicted in Fig. 12. The frequency of the
dipole is very slowly increased from 40 to 800 MHz and
resonances are recorded in the electric field response at
various points in the dustbin. With the exception of the
very low Q modes at 237 and 272 MHz, distinct features
corresponding to all the other modes in Fig. 13(a) are seen
in the Er and Ez spectra in Fig. 13(b). Of particular interest
are the modes at 410 and 643 MHz which correspond to the
second and third pillbox modes (bounded cylindrical cav-
ity modes) of the diode region. (These modes would be at
405 and 635 MHz for an ideal pillbox. The fundamental at

FIG. 12. (Color) Idealized representation of the RITS-6 dustbin
and knob used in calculations of cavity resonant modes. The four
labeled subregions were used in the semianalytic model. A
dipole current source located at r � 50 and z � 300 cm was
used to obtain numerical solutions using LSP.
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FIG. 11. Comparison of simulated Ifeed currents to data for 6-,
10.3-, 14-, and 18-cm A-K gaps in the dustbin/knob configura-
tion. The probe location is shown in Fig. 2.
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176 MHz does not appear.) As one would expect, these
modes are for the most part confined to the diode region,
and are two of the dominant modes in Fig. 13(b). All other
modes have substantial amplitude in the dustbin region.
Note in particular the very high Q mode at 333 MHz,
which is largest in the dustbin region.

The numerical method is applied to the more realistic
representation of the RITS-6 knob and diode of Fig. 2.
Results are shown in Fig. 13(c). With the rounded knob, the
pillbox modes of the diode region broaden and diminish.
The remaining modes are a result of the dustbin dimen-
sions. Both translating the knob and rounding the dustbin
corners result in changes to the mode frequencies, but do
not reduce the amplitudes.

The alternative approach is to dampen the mechanism
which excited the oscillations. Since Fig. 11 shows oscil-
lations at early times while oscillations appear in Fig. 10

only after the retrapping wave passes, it is believed that the
sheath is exciting modes in the dustbin. To more tightly
constrain sheath current to the cathode surface at the
dustbin entrance, a conical field shaper is attached to the
cathode directly upstream from the knob [30] (illustrated in
Fig. 14). Data have been taken with this new hardware
using the large-area diode with an 18-cm A-K gap.
Currents measured (and simulated) at diagnostic location
F are shown in Fig. 15(a). The cathode current oscillations
after retrapping are greatly reduced in comparison to
Fig. 10. The rise in measured cathode current at 60 ns is
not currently understood. The new hardware blocked the
Ifeed probe for this shot, so cathode current at ‘‘Ibeam’’
[labeled in Fig. 2(b)] is shown in Fig. 15(b) instead.
Oscillations at Ibeam are negligible in comparison with
the Ifeed oscillations in Fig. 11.

FIG. 14. (Color) Diagram of the conical field shaper attached to
the cathode and terminating in the ‘‘knob.’’
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FIG. 15. Currents for the dustbin/knob configuration with the
conical cathode transition of Fig. 14 attached. The load is a
large-area diode with an 18-cm A-K gap. Currents at position F
from simulation and data (RITS-6 shot 104) are compared in plot
(a). Currents from the Ibeam location in Fig. 2(b) and compared in
plot (b).
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FIG. 13. (a) Cavity modes and Q values for the dustbin of
Fig. 2 with an idealized, cylindrical knob from semianalytical
calculations. (b) LSP-calculated field resonances for the same
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geometry of Fig. 2. (d) Fourier transform of the measured RITS-
6 current from shot 57 for two time windows in the pulse,
showing the decay of the modes below 300 MHz. The measure-
ments are restricted to frequencies below 500 MHz.
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Data have also been taken with and without the conical
field shaper using a radiographic diode load. Dose rates
from these shots are shown in Fig. 16 and again demon-
strate reduced oscillations with the new hardware.

An additional resonance was observed in current probes
and dose rate data, independent of the dustbin, near
120 MHz. Unlike the dustbin resonances, this oscillation
was observed early in the pulse inside the IVA cavities for
both Figs. 1 and 2 geometries. In addition, the oscillations
appeared intermittently from shot to shot and most typi-
cally occurred in the downstream cavities.

Full 3D simulations, including the radial feeds for the
IVA cells and the azimuthal transmission lines as shown in
Fig. 1(a), are used calculate the resonance frequencies. For
this geometry, the dipole current source is located in the
vacuum region of the cavity and the electric field response
is recorded at a point 180 degrees from the source. The
spectrum from the transverse component of the electric
field is plotted in Fig. 17. An azimuthally symmetric mode
appears at 118 MHz, consistent with the measured fre-
quency. The mechanism by which this mode is excited is
under investigation.

V. CONCLUSIONS

The commissioning run of the RITS-6 accelerator in-
cluded shots with a large area diode load over a range of
load impedances, intended specifically to study power
flow. Simulations of seven specific shots show good agree-
ment with data in current profiles at various points along
the transmission line. Simulations benefited from new
models of electron-induced ion desorption and ion-induced
electron emission, which were included with SCL and
surface-heating emission to describe the MITL and dustbin
physics. These additions improved agreement between
simulation and data in the spatial profile of the dose
delivered to the dustbin and in the temporal profile of the
cathode current near the knob. We note that numerical
simulations of the lower voltage RITS-3 only required
SCL emission of electrons along the cathode to obtain
good agreement with data [10–13]. Thus, the additional
physics required to model RITS-6 is a result of the increase
in peak voltage from 4 to 9 MV and likely due to an
increase in the shunted current in the dustbin.

Oscillations in the dustbin and IVA cavities have been
studied with the aid of semianalytical models and PIC
simulations. Resonant modes calculated numerically agree
with the oscillation frequencies observed on the RITS-6
current and dose rate monitors. Modes in the dustbin are
shown to be excited by electron power flow, and hardware
has been designed to control this flow to mitigate the
oscillations. Data taken with this hardware installed are
again in good agreement with simulation.

These power-flow modeling techniques are applicable to
other pulsed-power systems that use magnetic insulation of
vacuum lines for power coupling and conditioning, includ-
ing the Z accelerator [31] and future z-pinch drivers [32].
Results from the cavity-resonance studies may be relevant
to other IVA-based systems.
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