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We study the transverse geometric impedance of elliptical cross-section tapers in the low-frequency
‘‘inductive regime.’’ We have followed a dual approach: computer simulations have been carried out using
the finite element electromagnetic code GDFIDL and analytic results for the dipolar and quadrupolar
components of the impedance have been derived extending a perturbation technique introduced by
Stupakov. Our work provides new insight into the behavior of the impedance of axially asymmetric
tapered structures at low frequency. In particular, we clarify the frequency range characterizing the
inductive regime, suggesting new criteria relating the extent of the inductive regime for dipolar and
quadrupolar components of the impedance to the dimensions of the minimal cross section of a tapered
transition.
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I. INTRODUCTION

It is well known that vacuum chamber discontinuities in
particle accelerators lead to strong wakefield interactions
that can cause collective instabilities and other unwanted
effects. Therefore, transitions between segments of the
vacuum chamber having different transverse cross-
sectional geometries must be carefully designed and
smoothly tapered. An important practical question is how
to estimate the impedance of tapers going from one cross
section to another in a given length. In particular, since
small-gap undulators are central to the design of modern
high-brightness synchrotron light sources, the determina-
tion of the transverse impedance of the tapered vacuum
chambers for these devices is of paramount importance.
One must determine how gradual tapers must be to assure
that the desired number of small-gap insertion devices can
be installed in the storage ring before the impedance
budget is exceeded. Similar issues arise in the design of
linear colliders where impedance due to tapered collima-
tors may degrade beam quality.

At present, there is no general analytical formalism to
determine the impedance of tapers for realistic vacuum
chamber geometries. Computer simulations can be used
as a guide, but obtaining reliable results is not always
straightforward, especially for very smooth chambers.
Here, we are concentrating on the parameter range where
tapering is effective in reducing the impedance, which
implies that the tapers are very gradual. Furthermore, we
are interested in cases of large cross-sectional variation, for
example, when the vertical aperture changes by a substan-
tial factor. We concentrate on the transverse impedance of
tapered transitions, as the corresponding longitudinal im-
pedance is usually small in comparison with that due to
other machine components.

The work in this paper draws upon earlier investigations
by Yokoya [1] and Stupakov [2] of the impedance of
structures with large but gradual variation of beam pipe

dimensions. Yokoya [1] discussed the geometric imped-
ance of a slowly tapered circular chamber. Further under-
standing was provided by Stupakov [2] who showed that
Yokoya’s results were valid down to zero frequency.
Stupakov [3] then presented an analysis of a flat tapered
structure with rectangular cross section, and found that the
impedance at low frequency can be significantly larger
than that of a chamber with circular cross section.

Yokoya’s result for the low-frequency transverse dipolar
impedance of an axially symmetric tapered transition is
given by [1]

 Zround
? �k� �

�iZ0

2�

Z 1
�1

dz
r0�z�2

r�z�2
; (1.1)

where k is the wave number of the perturbing field, Z0 is
the free space impedance, r�z� is the radius of the tapered
chamber, and the prime denotes derivative with respect to
the axial coordinate z. If the variation of the radius takes
place over a characteristic distance L, then Yokoya’s ap-
proximation holds under two conditions: (i) rav � L [4],
where rav is the average value of radius over the variation;
and (ii) krminr0 � 1 [1], where rmin is the minimum radius
and r0 is a characteristic value of the boundary derivative.
We have recently extended Stupakov’s [2] formalism to
include higher-order terms in the perturbation expansion
[4], and derived an approximation to the low-frequency
impedance valid for all taper lengths. Our work in Ref. [4]
provides an interpolation between Yokoya’s result
[Eq. (1.1)] valid for a slow taper and the impedance of a
step transition.

Stupakov [3]1 has derived an approximation for the
vertical-dipolar impedance of a flat rectangular chamber
of constant half-width w and varying half-gap h�z� � w,

1It has been recently found that the Ref. [3] result is a factor of
2 too high [5]. In Eq. (1.2) and throughout the paper, we refer to
the corrected result.
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 Zflat
Dy �k� �

�iZ0w
4

Z 1
�1

dz
h0�z�2

h�z�3
: (1.2)

The impedance of the flat chamber [Eq. (1.2)] has a form
similar to Eq. (1.1) for a circular chamber, but is larger by a
big factor�w=hav, where hav is the average height. This is
a strong motivation to go beyond the approximate esti-
mates one would get by replacing the real geometry with
an axially symmetric one. The range of validity for
Eq. (1.2) is not clearly established. If the variation of the
gap takes place over a distance L, then we expect that a
necessary condition at zero frequency is hav � w� L.
Stupakov [6] suggests that the condition kw2 � L is also
necessary. Our present work suggests that, in order for
Eq. (1.2) to hold, it is also necessary that kw < 1, which
is a more restrictive condition for a long taper. We also find
that for structures with significant horizontal-to-vertical
aspect ratio a related condition, �z � 2w=�, describes
characteristic bunch length value below which the vertical
kick factor, �Dy, transitions from inductive (�Dy � ��1

z ) to

intermediate (�Dy � �
��1=2�
z ) behavior.

A flat rectangular geometry is not typically chosen for
accelerator tapers. Elliptical or rounded-corner rectangular
cross sections with aspect ratios of 2–5 are much more
common. Apart from practical relevance, elliptical geome-
try is also convenient for advancing our theoretical under-
standing, since it accommodates circular as well as nearly
flat geometries.

In the present paper we have pursued a dual approach to
the study of the impedance of elliptical tapers. Computer
simulations have been carried out using the finite element
electromagnetic code GDFIDL [7] and analytic perturbation
theory results have been derived using the technique in-
troduced by Stupakov [2]. Some of our preliminary results
have been briefly described in [8].

In the case of a circular cross section, there is a broad
low-frequency inductive regime in which the real part of
the impedance vanishes and the imaginary part is slowly
varying. For an elliptic structure, we have found that over
the full range of aspect ratios [ratio of major (x) to minor
(y) axes] the major-axis dipolar impedance, ZDx, and the
quadrupolar impedance, ZQ, exhibit a broad low-frequency
inductive regime (up to k� 1=bmin, where bmin is the
minor-axis of the elliptical chamber at the minimal cross
section). However, the low-frequency minor-axis dipole
impedance, ZDy, behaves in this simple inductive manner
over a broad frequency range only when the structure is
close to circular in cross section. As the aspect ratio
increases, the inductive region becomes confined to lower
and lower frequencies and for relatively flat structures it
extends roughly up to k� 2=amin, where amin is the major
semiaxis of the elliptical chamber at the minimal cross
section. Correspondingly, we find that first-order perturba-
tion theory provides a very accurate description of the low-
frequency behavior of the major-axis and quadrupolar

impedances. However, for the minor-axis impedance, the
agreement between the first-order perturbation theory and
the GDFIDL calculations becomes less precise as the aspect
ratio increases. Nevertheless, when in the inductive regime,
we can accurately describe all three impedance compo-
nents by simple analytical formulas, derived in this paper.

The paper is organized as follows: In Sec. II, we present
results of GDFIDL calculations of the impedance and wake-
field for elliptic tapers, and clarify the frequency range of
the inductive regime. In Sec. III, we use the perturbation
approach to derive analytic approximations for the imped-
ance at zero frequency. The criterion for the applicability
of this method is not obvious. Although it is based on the
slow variation of the tapered transition, it is not clear
precisely what is the small parameter justifying the neglect
of higher-order terms. Therefore, in Sec. IV, we obtain the
conditions justifying the perturbation expansion, which are
found to be significantly different for the vertical imped-
ance than for the horizontal and quadrupolar when the
aspect ratio is high. In Sec. V, comparing perturbation
results with GDFIDL calculations, we confirm the analysis
of Sec. IV by showing that the lowest-order perturbation
method gives very accurate results for the horizontal and
quadrupolar impedances for all aspect ratios. The behavior
of the vertical-dipole impedance is more complex, and the
accuracy of the first-order approximation becomes worse
for large aspect ratio. In Sec. VI, we summarize our results
and make some concluding remarks. Finally, in the
Appendix we provide more details of our GDFIDL

calculations.

II. GDFIDL CALCULATIONS FOR TAPERS IN THE
INDUCTIVE REGIME

A. Preliminaries

We begin with a qualitative discussion of wakefields and
impedances of tapered structures. Our emphasis in this
paper is on the short-range transverse wakefields (and
consequently broadband transverse impedances), i.e.,
those that act predominantly within a single bunch. As
such, our consideration is inherently bunch length depen-
dent. Since the wakefields and impedances of circular
structures are well known [1], our goal is to clarify the
new features that arise when the circular symmetry is
broken. Of particular interest is the important limit of
‘‘flat structures’’ (here and below this refers to the struc-
tures with large aspect-ratio cross sections).

To avoid misunderstanding, let us first review the defi-
nition of transverse wakefields and impedance. Consider a
point charge q (the drive particle) traveling very close to
the speed of light in the z-direction through a vacuum
enclosure, displaced from the design trajectory by ~rd �
�xd; yd�. A unit test charge travels at a distance s behind the
first on a trajectory parallel to the z-axis but displaced by
~rt � �xt; yt�. The transverse wakefield is given by
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wx;y� ~rd; ~rt; s� �
1

q

Z 1
�1

dz
�
~E
�
~rd; ~rt; z; t �

z� s
c

�

� cẑ	 ~B
�
~rd; ~rt; z; t �

z� s
c

��
x;y
: (2.1)

The transverse impedance is determined by

 Zx;y�~rd; ~rt; k� �
�i
c

Z 1
0
dswx;y� ~rd; ~rt; s�eiks: (2.2)

When the vacuum enclosure has reflection symmetry
about the xz and the yz planes, the transverse wakefield
vanishes for ~rt � ~rd � 0 and the first terms in a Taylor
expansion yield [9]2

 wx�xd; yd; xt; yt; s� � wDx�s�xd � wQ�s�xt; (2.3)

 wy�xd; yd; xt; yt; s� � wDy�s�yd � wQ�s�yt; (2.4)

where wD is the dipole wakefield and wQ is the quadrupo-
lar wakefield. The dipole and quadrupolar impedances are
determined by Fourier transform as in Eq. (2.2):

 Zx�xd; yd; xt; yt; k� � ZDx�k�xd � ZQ�k�xt; (2.5)

 Zy�xd; yd; xt; yt; k� � ZDy�k�yd � ZQ�k�yt: (2.6)

For undulator chambers with small vertical gap, the
vertical-dipole impedance is the largest component.
However, it may be that the undulator is situated in an
insertion having horizontal beta function large compared to
the vertical. In this case, the horizontal impedance can be
important in determining the instability threshold, since it
is the product of the beta function times the transverse
impedance which enters the threshold condition (see e.g.
[10]).

The quadrupolar impedance vanishes for chambers with
circular cross section, but not for axially asymmetric struc-
tures. Understanding the quadrupolar impedance is impor-
tant because: (i) incoherent tune shifts may significantly
affect single particle dynamics of a circular machine, for
example, by pushing it onto a resonance [11]; (ii) Landau
damping due to this tune shift may suppress coherent
instabilities [12]; (iii) quadrupolar impedance can drive
quadrupole beam breakup instability in linacs [13]; (iv) it
is necessary to account for quadrupolar impedance in
machine-based impedance measurements [14–16]; (v)
separation of the dipolar and quadrupolar impedances is
important for bench measurements of impedance using the
stretched wire technique [17].

The geometric quadrupolar impedance can be compa-
rable to the quadrupolar component of the resistive wall
impedance, first derived in [18]. For example, this may be
the case in the light sources that heavily utilize small-gap
undulators. ESRF [10] and SOLEIL [19] report that 30%–
50% of the quadrupolar impedance may come from the
geometry and the rest from the resistive wall. As newer
light sources utilize an even larger number of small-gap
undulators, the effect of the geometric quadrupolar imped-
ance may become even more significant [20].

B. GDFIDL calculations

We illustrate our discussion with calculations performed
using the code GDFIDL for the geometry of Fig. 1, consist-
ing of a uniform pipe with elliptical cross section linearly
tapered to another uniform elliptical pipe with a larger
cross section; the structure is then continued mirror sym-
metrically with respect to the middle of the center pipe. In
our calculations, we fix the minimum and maximum minor
semiaxes to be bmin � 1 cm and bmax � 4:5 cm and the
tapering occurs over a fixed distance 2L � 20 cm.
Dimensions are chosen so that the height variation is large,
bmax=bmin � 4:5, but the tapering in both horizontal and
vertical planes is gradual �bmax � bmin�=2L� 1 and
�amax � amin�=2L� 1. The impedance of the axially sym-
metric limit of this structure is well described by Eq. (1.1),
as was confirmed in [4].

The straight pipe between the transitions is chosen long
enough to assure that for low frequency, we are in the
regime of two noninteracting tapers. In the regime of
interest the wakefield and impedance of the convex struc-
ture is expected to be the same as that of a corresponding
concave structure; a convex geometry (Fig. 1) was chosen
to reduce numerical noise. Details of GDFIDL calculations
as well as some consistency checks are discussed in the
Appendix.

The vertical minor semiaxes (bmin, bmax) and axial di-
mensions (L and nonessential lengths of uniform pipes)
shown in Fig. 1 are fixed for all calculations presented
below. Both the outer and the inner pipes are then varied
from round to approximately flat maintaining the confocal
condition between the two, a2

min � b
2
min � a2

max � b
2
max.

Qualitative conclusions of this section do not actually
require this condition. It is imposed here for convenience

2 L= 20 

z 

y 

x 

b
m
in =1.0 

b
m
ax =4.5 

amin 

amax 

FIG. 1. (Color) Geometry with principal dimensions in cm.

2This reference deals with the special case of long range
resistive wall, where wD and wQ differ only by a numerical
factor but have the same s-dependence. This is not true in
general (see e.g. [18]) and for the geometric taper impedance
we consider in this paper.
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only because we later derive analytical expressions for the
impedance of confocal-elliptical structures.3 With the ver-
tical dimensions fixed, the confocal condition connects the
aspect ratios of the larger and smaller pipes. For simplicity,
we will characterize the degree of flatness of the structure
in terms of the horizontal-to-vertical aspect ratio of the
smaller cross-section pipe amin=bmin, where the structure is
the flattest.

C. Wake potentials

The time-domain electromagnetic code GDFIDL calcu-
lates the wake potentials due to a Gaussian drive bunch of
given length. The wake potentials (W) due to a drive bunch
of finite length are related to the wakefields (w) due to a
point charge by

 Wx;y�s� �
Z 1
�1

ds0 wx;y�s� s0�f�s0�; (2.7)

where f�z� is the unity normalized longitudinal beam
density. Similarly, we can define the dipolar and quadru-
polar wake potentials by

 WDx;Dy;Q�s� �
Z 1
�1

ds0 wDx;Dy;Q�s� s0�f�s0�: (2.8)

By choice of appropriate boundary conditions at the sym-
metry planes of the structure, we can separately calculate
the dipolar and quadrupolar wake potentials defined in
Eq. (2.8). See the Appendix for more detail. Figures 2–4
present the wake potentials resulting from a drive bunch
with rms length of 1 cm.

As we change the geometry from round to almost flat,
the wake potentials exhibit rather different behavior. For
the horizontal and quadrupolar cases, the wake potentials
are approximately proportional to the bunch shape (Figs. 2
and 3), implying purely imaginary impedance that is con-
stant with frequency. In the limit of a round structure, the
quadrupolar wake vanishes as expected, while in the oppo-
site limit of a flat structure, the sum of the quadrupolar and
horizontal wake potentials vanishes, as it must since there
is no total force experienced by a charge displaced hori-
zontally in a flat structure.

For the vertical wake potential the situation is different
as indicated in Fig. 4, where we present the wake potentials
from GDFIDL for aspect ratios up to 64. The wake potentials
for small aspect ratios are roughly Gaussian. However, for
aspect ratio greater than�2, significant ‘‘ringing’’ appears
behind the drive bunch. As the aspect ratio is increased, the
wake potential starts widening significantly beyond the
drive bunch shape, while its peak height saturates.

D. Impedances and the frequency range of the inductive
regime

Insight into the differences in behavior exhibited by the
vertical-dipolar impedance on the one hand and the hori-
zontal and quadrupolar impedances on the other, are easier
to explain in the frequency domain. The horizontal, quad-
rupolar, and vertical impedances vs frequency (obtained in
GDFIDL from the Fourier transformed wake potentials ex-
tending 2 m behind the 1 cm rms long driving Gaussian
bunch) are presented in Figs. 5–7.

We observe that for every aspect ratio there is a fre-
quency range extending from zero frequency upwards
where, to a good accuracy, the real part of impedance
vanishes. The imaginary part is essentially constant in
this frequency range. Since no real part in the transverse
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FIG. 3. (Color) Quadrupolar wake potentials (solid line) and
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FIG. 2. (Color) Dipolar-horizontal wake potentials (solid line)
and beam density (dashed line).

3Note that since we linearly taper both semiaxes, the confocal
condition is violated along the taper; however, this was found to
have virtually no effect on the results.
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impedance implies no energy losses, this regime is called
‘‘inductive.’’ It is this regime that is the main focus of our
paper.

For the quadrupolar and horizontal impedances, the
frequency range over which Re
Z�!�� � 0 and
Im
Z�!�� � const does not significantly change as the
structure gets flatter. In contrast, for the vertical-dipolar
impedance, the frequency range of the inductive regime
narrows as �1=amin as the structure flattens.

This behavior is easy to understand as a consequence of
the fact that wave propagation in a waveguide is only
possible at frequencies above the lowest cutoff frequency,
which (for a tapered waveguide) is in turn determined by
the smallest cross section, see e.g. [21]. Therefore, if a
beam is long enough to not effectively excite those fre-
quencies, it does not strongly interact with the waveguide

modes and cannot lose energy to them. In the context of
tapered accelerator structures, where H-type modes are
relevant for the transverse impedance, this has been em-
phasized by Stupakov [6]. Blednykh [22] has further in-
vestigated the vertical impedance in asymmetric structures
and has demonstrated the existence of narrow-band
‘‘trapped’’ modes in the vicinity of the lowest cutoff fre-
quency. Narrow-band impedance at cutoff is complicated
and it essentially depends on the nontapered parts of the
structure [22], as well as whether it is concave or convex,
and likely many other factors. Here, however, we concen-
trate on the broadband impedance and inductive regime, so
these complexities are not critical. Our conclusion is that
the frequency range of the inductive regime extends from
zero up to the cutoff frequency of the appropriate mode,
which can be identified from the basic considerations to
follow.
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To contribute to dipolar or quadrupolar impedance, a
mode must have the proper symmetry. Additionally, for the
dipolar case, the mode must have an appropriate (horizon-
tal or vertical) electric field direction. These two conditions
plus the requirement of the lowest cutoff frequency
uniquely define the mode in question. Specifically, the
lowest cutoff frequency modes that limit the inductive
impedance range are CH11 (vertical), SH11 (horizontal),
and SH21 (quadrupolar). Cartoon drawings of EM fields
for these modes are shown in Fig. 8 (see e.g. [21]). We have
calculated the cutoff frequencies for these modes for our
geometry using approximate formulas from [23], and
added the resulting values in the dashed line to the imped-
ance Figs. 5–7. Clearly these cutoff frequencies can be
taken as approximate upper boundaries of the inductive
regime.

For reference purposes we also present a separate figure,
Fig. 9, that shows the cutoff wavelength for the aforemen-
tioned elliptical waveguide modes (CH11, SH11, and SH21)
as well as the corresponding rectangular waveguide modes
(H10, H01, and H11). The rectangular example is convenient

as it has simple formulas for the cutoff frequencies, spe-
cifically

 fH10
c �

c
4amin

; (2.9)

 fH01
c �

c
4bmin

; (2.10)

 fH11
c �

c
�����������������������������
1� b2

min=a
2
min

q
4bmin

; (2.11)

where amin and bmin stand for half-width and half-height of
the rectangular cross section.

As expected, the scaling of the cutoff wavelength with
the waveguide dimensions for the corresponding modes of
the elliptical and rectangular cross sections is quite similar
except that elliptical modes are somewhat lower in wave-
length. For the modes relevant to the vertical impedance
(CH11 and H10), the cutoff wavelength grows linearly (ap-
proximately for CH11) with a; the proportionality coeffi-
cient is �3:33 for elliptical vs 4 for rectangular. On the
other hand, at large values of a=b, the cutoff wavelengths
for the modes relevant to the horizontal and quadrupolar
impedances become independent of a=b and asymptoti-
cally approach 4b (for H01 this value is exact at any aspect
ratio).

These observations allow us to (approximately) limit the
upper frequency extent of the inductive regime for the
elliptical cross-section structure by

 fmax � 0:3
c
amin

�vertical� (2.12)

 fmax �
c

4bmin
�horizontal and quadrupolar�: (2.13)

In Eq. (2.13) for the sake of simplicity we are ignoring a
weak aspect-ratio dependence of the cutoff frequency (see
Fig. 9).

It is worth emphasizing that to our knowledge this result
is new, and it is different from what has been suggested
before in two important aspects. First of all, we find that the
scaling with structure dimensions is different for the ver-

CH11 SH11 SH21

FIG. 8. Field patterns (electric—solid line, magnetic—dashed line) for CH11, SH11, and SH21 modes in elliptical waveguide.
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tical impedance as opposed to the horizontal and quadru-
polar. As a result, for large aspect-ratio structures the
inductive range in the vertical is much narrower. Second,
the upper frequency for the vertical impedance given by
Eq. (2.12) is inversely proportional to the structure width
and is independent of the taper length L. This is qualita-
tively different from the condition suggested in [6]
[Eq. (6)] for the vertical-dipolar impedance of the rectan-
gular structure of constant half-width w. In [6] it is stated
that the inductive regime extends up to fmax � �cL=w2.

We should mention that since the arguments presented
here are quite general we expect the conclusions relating
the extent of the inductive impedance to the cutoff fre-
quency of the corresponding mode to hold for any cross-
section shape, not just elliptical. For example, for the
rectangular case, we believe that the inductive regime is
limited from above by the cutoff frequencies given by
Eqs. (2.9), (2.10), and (2.11).

E. Kick factor

Let us now discuss the kick factor, which is a key
quantity characterizing the transverse single bunch dynam-
ics [24]. For a bunch passing through the structure, the kick
factor �u (u � x; y) relates the bunch-centroid deflection
hu0i to the bunch-centroid displacement hui via

 hu0i �
4�Q
Z0cE=e

�uhui; (2.14)

where Q and E are the bunch charge and energy, respec-
tively. In this definition, a positive kick factor corresponds
to a defocusing force. The total kick factors are related to
the dipolar and quadrupolar kick factors by �x � �Dx �
�Q and �y � �Dy � �Q. The kick factors are related to the
transverse impedance or the wake potential by

 �Dx;Dy;Q � �
1

�

Z 1
0
d! j~f�!�j2Im
ZDx;Dy;Q�!��

�
Z 1
�1

dz f�z�WDx;Dy;Q�z�; (2.15)

where f�z� is unity normalized longitudinal beam distri-
bution, ~f�!� is its Fourier transform, andWDx;Dy;Q�z� is the
wake potential due to this distribution. While in the total
beam deflection [Eq. (2.14)] dipolar and quadrupolar kick
factors simply add together, they play different roles in
collective beam dynamics. The dipolar component may
contribute to instability while the quadrupolar part may
provide a stabilizing influence by adding some frequency
spread [9,12].

Performing numerical integration of the right-hand side
(rhs) of Eq. (2.15), we have calculated the vertical-dipolar
kick factor for a 1 cm rms long driving Gaussian bunch
from the GDFIDL wake potentials shown earlier in Fig. 4.
Then, by making use of basic Fourier transform properties,
we obtained the kick factors for longer bunches (starting

again from the same wake potentials due to �z � 1 cm
bunch).

The resulting kick factors are plotted in Fig. 10(a). For
small aspect ratios, the dominant scaling with the bunch
length is �Dy � 1=�z. This is expected as these cases
belong to the inductive regime where the kick factor is
simply given by

 �Dy � �
c

2
����
�
p

�z
Im
ZDy�0��: (2.16)

The cases of large aspect ratios also fall into this regime for
longer bunches, but break out of it when the bunch length
satisfies the condition
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FIG. 10. (Color) (a) Vertical-dipolar kick factor vs bunch length
derived from GDFIDL wake potentials due to a 1 cm rms bunch
(solid line). Threshold values of bunch length from Eq. (2.17)
(color dashed line). (b) Transverse kick factor vs bunch length
derived from ABCI wake potentials due to a 0.3 mm rms bunch in
the axially symmetric structure (solid line). Bunch length from
Eq. (2.17) (blue dashed line).
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 kCH11
c �amin; bmin��z � 1; (2.17)

where kCH11
c �amin; bmin� � 2=amin is the cutoff wave num-

ber for theCH11 mode at the minimum cross section. This
condition is shown in vertical dashed lines of correspond-
ing color in Fig. 10 for each aspect ratio. Note that the
�Dy��z� dependence ‘‘break point’’ locations (where it
deviates from inductive behavior) are given by
Eq. (2.17). This is consistent with Eq. (2.12) and Fig. 9.
We emphasize that the shortest bunch length for which the
kick factor manifests inductive behavior scales inversely
proportional to the structure width, not the width squared
as suggested in [6].

For shorter bunches the kick factor has a weaker depen-
dence on the bunch length than in the inductive regime. In
fact, for the curves in Fig. 10(a) that correspond to the
aspect ratios of 4 and higher, the short bunch scaling is
close to �Dy � �

�1=2
z (this scaling is shown in the dot-

dashed line), which is expected in the so-called ‘‘inter-
mediate regime’’ [6]. In this regime, the kick factor is
expected to be independent of the structure width, which
is consistent with Fig. 10(a). Probing quantitative agree-
ment is somewhat more difficult since, to our knowledge,
there is no analytical expression for the kick factor of an
elliptical taper in the intermediate regime. Estimating the
kick factor at �z � 1 cm by the intermediate regime ex-
pression derived in [6]4 for a constant width rectangular
cross-section taper results in a factor of 1.4 higher kick
factor than what is shown in Fig. 10(a).

Finally, we note that the shorter the bunch the less is the
overall growth in the kick factor as the structure changes
from round (where the kick factor is inductive) to flat
(intermediate). For example, at �z � 1 cm, the kick factor
of a flat structure is about twice the value for the round
structure.

Our discussion so far has been focused on the behavior
of the vertical-dipolar kick factor for structures with large
aspect ratio. A separate comment about the extent of the
inductive behavior of this kick factor for small aspect-ratio
structures is in order. The two lowest aspect-ratio curves in
Fig. 10(a), amin=bmin � 1 and amin=bmin � 2, exhibit in-
ductive behavior for the entire bunch length interval
shown; therefore the bunch length in our GDFIDL calcula-
tions is too long to establish the extent of the inductive
behavior in these cases. On the other hand, for axially
symmetric structures the issue has been resolved through
analytical considerations in [1,3,6] and has been confirmed
by EM calculations [26]. It was found that for round
structures the intermediate regime does not apply and, as
bunches get shorter, the kick factor transitions from the

inductive behavior directly into the ‘‘diffraction regime,’’
where �Dy does not depend on �z. For the axially sym-
metric version of our geometry this is illustrated in
Fig. 10(b), which is calculated similar to Fig. 10(a), except
the initial wake potential is from an ABCI [27] calculation
for a �z � 0:3 mm driving Gaussian bunch. We note that
Eq. (2.17) no longer accurately describes the extent of the
inductive behavior for the kick factor; the condition �z �
bminb0 (related to the krminr0 � 1 condition of [1]) works
much better for an axially symmetric structure. For axially
asymmetric structures with small aspect ratio, it is con-
ceivable that the kick factor behavior transitions between
that shown in Fig. 10(a) to that of a round structure in
Fig. 10(b), i.e., as amin=bmin gets closer to unity, the inter-
mediate range becomes narrower and narrower and disap-
pears completely for a round structure.

Finally, by examining Figs. 5 and 6 we see that the
dipolar-horizontal and quadrupolar impedances behave in
a similar manner to the transverse impedance of a round
structure shown in Fig. 7, exhibiting inductive behavior
over a broad frequency range. Therefore, we expect that
the horizontal-dipolar and quadrupolar kick factors of
asymmetric structures will behave in a similar manner to
the kick factor of a round structure shown in Fig. 10(b).

III. ANALYTIC CALCULATION OF IMPEDANCE
AT ZERO FREQUENCY

In order to find an analytic approximation to the low-
frequency transverse impedance we extend the approach
originally suggested in [2] (for axially symmetric struc-
tures) to elliptical geometry. The main idea in this ap-
proach is that, in the inductive regime, the transverse
impedance is well-approximated by its zero-frequency
value, which is purely imaginary. Therefore, to good ap-
proximation, the problem of finding the transverse imped-
ance reduces to the solution of electrostatic and
magnetostatic problems.

Let us first consider the calculation of the horizontal-
dipolar impedance. To determine the electric (magnetic)
field, we consider two displaced filaments with line charge
(current) 
q, comprising an electric (magnetic) dipole.
Assuming the filaments are displaced in the horizontal
direction by rb � 
�=2, the horizontal-dipolar imped-
ance is given by

 ZDx�0� � �
iZ0

4�q�

Z 1
�1

dz�Ex �Hy�: (3.1)

Similarly, assuming the filaments are displaced vertically
by 
�=2, we get for the vertical-dipolar impedance

 ZDy�0� � �
iZ0

4�q�

Z 1
�1

dz�Ey �Hx�: (3.2)

We emphasize that, for the dipolar impedance equations
above, electric and magnetic fields are evaluated on the
z-axis.

4Equation (16) of [6] misses a factor of 1
2 which is mentioned

in [25]. Our estimate uses the corrected expression. We match
the minimum rectangular and elliptical cross sections as well as
the height variation along both structures.
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The quadrupolar impedance can be calculated in a simi-
lar manner. To determine the electric (magnetic) field, we
consider a filament on the z-axis with line charge (current)
q, and find the electric (magnetic) field at a position dis-
placed transversely from the axis. For simplicity we can
pick either purely horizontal or purely vertical displace-
ment (x0 or y0). Then the quadrupolar impedance is given
by
 

ZQx�0� � �
iZ0

4�qx0

Z 1
�1

dz�Ex �Hy� � ZQ�0�; (3.3a)

ZQy�0� � �
iZ0

4�qy0

Z 1
�1

dz�Ey �Hx� � �ZQ�0�: (3.3b)

Matching boundary conditions for a translation invariant
(uniform) elliptical beam pipe is done most easily in
elliptic cylindrical coordinates ��; �; z� shown in Fig. 11.
The contour surfaces of constant � are confocal-elliptical
cylinders, while those of constant � are confocal hyper-
bolic cylinders. The confocal cylinder � � � forms the
inner beam pipe boundary while the z-axis is directed
along the center of the beam pipe.

The relationship between Cartesian and elliptic coordi-
nates is given by
 

x � A cosh� cos� (3.4a)

y � A sinh� sin� (3.4b)

z � z; (3.4c)

where 2A is the distance between the foci. The major and
minor semiaxes of the elliptical cross section are a �
A cosh� and b � A sinh�. The limiting case of a circular
cross section of radius r is given by A � 2re�� (�! 1).
The opposite limit �! 0 approximates a flat pipe having
half-width A and half-height A�. A convenient measure of
the deviation from circularity is provided by

 � �
a� b
a� b

� e�2�: (3.5)

When the elliptical cross section varies with z, it is
generally impossible to introduce an orthogonal coordinate
system that matches the cross section at each value of z.
However, in the case of confocal variation, we can still use
the orthogonal elliptic coordinate system introduced
above, which matches the beam pipe boundary greatly
simplifying the boundary conditions. Specifically, we as-
sume that � is now a function of z, such that ��z� �
tanh�1
b�z�=a�z��. The parameter A is given by

 A2 � a�z�2 � b�z�2: (3.6)

The requirement for confocal variation is not very restric-
tive. It still allows arbitrary variation in one plane, for
example, arbitrary beam pipe half-height b�z�. The varia-
tion in the other plane is then fixed as soon as a�z� is
specified at any single value of z.

A. Vertical impedance

Let us begin with the calculation of the vertical (dipolar)
impedance ZDy. We introduce the electrostatic potential �
so that the electric field ~E is expressed as ~E � �r�, and
solve the Poisson equation with a vertical electric dipole
source

 r2� � �4�q	�x�
�
	
�
y�

�

2

�
� 	

�
y�

�

2

��
: (3.7)

We look for a solution that goes to zero at the elliptic
metallic boundary and is continuous at the source-free
points. Transforming to elliptic coordinates and assuming
that �� A, we derive the Poisson equation

 

@2�

@�2
�
@2�

@�2 � A
2�sinh2�� sin2��

@2�

@z2

� �4�q	
�
��

�

2A

��
	
�
��

�
2

�
� 	

�
��

3�
2

��
;

(3.8)

with the boundary condition

 �
��z�; �; z� � 0: (3.9)

Since the z-dependence only enters due to the boundary
condition, the solution is a functional of ��z�, and we can
write � � �
�; �;��z��.

For a slowly varying beam pipe, A�0�z� � 1, we can
follow the approach suggested by Stupakov [2], and at-
tempt to solve Eqs. (3.8) and (3.9) by using a perturbation
expansion,

 �
�; �;��z�� � �0
�; �;��z�� ��1
�; �;��z�� � � � � :

(3.10)

Here�0 � �0
�; �;�0� is a solution of Eqs. (3.8) and (3.9)
for a uniform beam pipe with ��z� � �0, constant. It is

y

x

FIG. 11. Elliptic cylindrical coordinates.
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straightforward to show that

 �0
�; �;�0� �
4q�

A

�
sinh� sin�

cosh2�� cos2�

�
X1
n�1

sin
n�
2
e�n�0

sinhn� sinn�
sinhn�0

�
:

(3.11)

The first term is just the potential due to a vertical-dipole
source in free space. The infinite sum consists of �-periodic
solutions of the homogeneous Laplace equation chosen to
match the boundary condition at � � �0. Note that solu-
tions of the Laplace equation of other types such as the
ones proportional to cosn� do not appear due to the sym-
metry of the problem, while the terms coshn� sinn� can-
not show up in �0 due to the requirement that the potential
is a continuous function of � when � � 0. For large �0,
one can drop all but the n � 1 terms in the sum, and the
above expression for �0 correctly reduces to that of a
circular pipe.

Proceeding to the next order in perturbation theory, we
determine �1
�; �;��z�� by substituting Eq. (3.10) into
Eq. (3.8), replacing the �0 argument in �0 with ��z�,
yielding

 

@2�1

@�2
�
@2�1

@�2 � �A
2�sinh2�� sin2��

@2�0
�; �;��z��

@z2 ;

(3.12)

where we have ignored the second derivative @2�1=@z2 on
the right-hand side. After some algebra the solution to
Eq. (3.12) which vanishes at � � ��z� can be written as
 

�1 �
q�A

4

X1
n�1;3;...

sin
�n
2

Dn �Dn�2

n� 1

	 
sinh�n� 2�� sinhn�� sinh�n� 2�� sinhn��

	

�
sinn�

sinhn�
�

sin�n� 2��
sinh�n� 2��

�
; (3.13)

where we have defined

 Dn �
@2

@z2

e�n��z�

sinhn��z�
: (3.14)

Analysis of the magnetostatic problem proceeds in a
similar manner to that followed above for the electrostatic
problem. We introduce a magnetostatic potential  so that
~H � �r , and solve the Poisson equation with a hori-

zontal magnetic dipole source,

 

@2 

@�2
�
@2 

@�2 � A
2�sinh2�� sin2��

@2 

@z2

� �4�q	���
�
	
�
��

�
2
�

�

2A

�
� 	

�
��

�
2
�

�

2A

��

(3.15)

with the boundary condition of zero normal magnetic field
component on the wall

 

�
1

A2�sinh2�� sin2��

@ 
@�
� �0�z�

@ 
@z

�
����z�

� 0: (3.16)

We proceed with the perturbation expansion as de-
scribed previously. The zeroth-order solution  0
�; �;�0�
is that corresponding to ��z� � �0, constant. The boundary
condition above reduces to 
@ 0=@�����0

� 0. It is
straightforward to show that

  0
�; �;�0� �
4q�

A

�
cosh� cos�

cosh2�� cos2�

�
X1
n�1

sin
n�
2
e�n�0

coshn� cosn�
sinhn�0

�
:

(3.17)

To determine the first-order term  1
�; �;��z��, we must
solve

 

@2 1

@�2
�
@2 1

@�2 � �A
2�sinh2�� sin2��

@2 0
�; �;��z��

@z2 ;

(3.18)

with the boundary condition
 �
@ 1

@�
�A2�sinh2��sin2���0�z�

@ 0
�;�;��z��
@z

�
����z�

�0:

(3.19)

This solution can be written as follows:

 

 1 � �
q�A

4

X1
n�1

sin
�n
2

�
Dn �Dn�2

n� 1

�
cosh�n� 2�� cosn�� coshn� cos�n� 2��

�
�n� 2� sinh�n� 2�� coshn� cosn�

n sinhn�
�
n sinhn� cosh�n� 2�� cos�n� 2��

�n� 2� sinh�n� 2��

�

� 4�0�z��In � In�2�

�
cosh�n� 2�� coshn� cosn�

n sinhn�
�

coshn� cosh�n� 2�� cos�n� 2��
�n� 2� sinh�n� 2��

��
; (3.20)

B. PODOBEDOV AND S. KRINSKY Phys. Rev. ST Accel. Beams 10, 074402 (2007)

074402-10



where we defined

 In �
@
@z

e�n��z�

sinhn��z�
� �

n�0�z�

sinh2n��z�
: (3.21)

Note that Dn � @In=@z.
In elliptic coordinates, the vertical impedance, Eq. (3.2),

is determined by

 ZDy�0� �
iZ0

4�Aq�

Z 1
�1

dz
�
@�
@�
�
@ 
@�

�
��0;���=2

: (3.22)

The impedance contributions from the zeroth-order poten-
tials cancel out, correctly implying zero geometric imped-
ance for a uniform pipe. Substituting the first-order
potentials Eqs. (3.13) and (3.20) into Eq. (3.22) and inte-
grating by parts assuming �0�
1� � 0, we find

 ZDy�0� �
iZ0

4�

X1
n�1;3;...

Z 1
�1

dz�0�z�
In � In�2

2�n� 1�

	

�
n cosh�n� 2��

sinhn�
�
�n� 2� coshn�
sinh�n� 2��

�
n sinh�n� 2�� coshn�

sinh2n�

�
�n� 2� sinhn� cosh�n� 2��

sinh2�n� 2��

�
: (3.23)

Using Eq. (3.21), our final result for the vertical-dipolar
impedance can be rewritten in the form

 ZDy�0� �
�iZ0

4�

X
n�1;3;...

Z 1
�1

dz
�0�z�2

2�n� 1�

�
n

sinh2n��z�

�
n� 2

sinh2�n� 2���z�

�
2

sinh2�n� 1���z�:

(3.24)

We first look at the asymptotic limit of an almost circular
pipe, ��z� � 1. Each subsequent term in the sum above is
O�e�2�� smaller than its predecessor, so one can easily
write the impedance in powers of parameter � defined in
Eq. (3.5). Limiting ourselves to the lowest-order correction
we get

 

ZDy�0� � �
iZ0

2�

Z 1
�1

dz�0�z�2
1� 4��z��

for ��z� � 1: (3.25)

Since for a circular pipe r0�z�=r�z� � �0�z�, the dominant
term above is identical to the Yokoya expression Eq. (1.1)
for an axially symmetric taper.

We now examine the opposite asymptotic limit of a flat
pipe, ��z� � 1. In this case

 

ZDy�0� �
�iZ0

4�

X
n�1;3;...

Z 1
�1

dz
�0�z�2

2�n� 1�

	

�
1

n�2 �
1

�n� 2��2

�
2
2�n� 1��: (3.26)

Using the sum,

 

X
n�1;3;...

�
1

n
�

1

n� 2

�
2
�
�2

4
;

we find

 ZDy�0� �
�iZ0�

16

Z 1
�1

dz
�0�z�2

��z�3
: (3.27)

For a flat elliptic pipe the width is almost constant and the
half-height equals A�, so this expression differs from
Stupakov’s result for a flat rectangular pipe, Eq. (1.2),
only by a factor of �=4.

The intermediate region of medium eccentricities can be
estimated from Eq. (3.24) directly by summing the nicely
convergent series in MATHEMATICA [28].

B. Horizontal impedance

The horizontal impedance can be derived similarly to
the vertical. Alternatively, one can make use of the trans-
formation,
 

�! �� i�=2; (3.28a)

A! �iA; (3.28b)

that interchanges the major and minor axes. This implies
the relationship,

 Zx�A; �� � Zy��iA; �� i�=2�: (3.29)

Using the first-order perturbation result (3.24) for the
vertical-dipolar impedance, we find that horizontal-dipolar
impedance is determined by

 ZDx�0� �
�iZ0

4�

X
n�1;3;...

Z 1
�1

dz
�0�z�2

2�n� 1�

�
n

cosh2n��z�

�
n� 2

cosh2�n� 2���z�

�
2

sinh2�n� 1���z�:

(3.30)

In the case of almost circular cross section, ��z� � 1, the
impedance reduces to
 

ZDx�0� � �
iZ0

2�

Z 1
�1

dz�0�z�2
1� 4��z��;

for ��z� � 1: (3.31)

For the opposite case of a flat pipe, approximating the sum
in Eq. (3.30) by an integral, we find

 ZDx�0� �
�iZ0

4�

Z 1
�1

dz
�0�z�2

��z�2
for ��z� � 1; (3.32)
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which is half of the Yokoya result Eq. (1.1) for an axially
symmetric tapered transition with radius equal to the half-
height of the flat structure.

C. Quadrupolar Impedance

Let us now consider the quadrupolar impedance. The
electric potential for a charged filament lying on the axis of
a uniform elliptic chamber with constant ��z� � �0 is
given by

 

�0 � 2q��0 ��� � q
X1
n�1

4

n

�
e�n� � e�n�0

coshn�
coshn�0

�

	 cos
n�
2

cosn�: (3.33)

For the perturbed wall, we must solve the equation (3.12),
with the boundary condition �1
��z�; �;��z�� � 0. In this
manner we determine the first-order electric potential

 

�1 ��q
�
�00 �

B2

4

�
A2

4
�cosh2�� cosh2��

�
1�

cos2�
cosh2�

�
�
qA2

16

X1
n�1

Bn�Bn�2

n� 1

cosh�n� 2��coshn�

� cosh�n� 2��coshn��
�

cosn�
coshn�

�
cos�n� 2��

cosh�n� 2��

�
; (3.34)

where

 Bn �
4

n
@2

@z2

e�n�

coshn�
cos

n�
2
: (3.35)

The magnetic potential for a current filament along the axis of the uniform elliptic chamber with constant ��z� � �0 is
given by

 

 0 � �2q�� q
X1
n�1

4

n

�
e�n� � e�n�0

sinhn�
coshn�0

�
cos

n�
2

sinn�: (3.36)

For the perturbed wall, we must solve the equation (3.18) with the boundary condition (3.19). In this manner we determine
the first-order magnetic potential
 

 1 �
qA2

16

X1
n�1

�
Bn � Bn�2

n� 1

�
sinh�n� 2�� sinn�� sinhn� sin�n� 2���

�n� 2� cosh�n� 2�� sinhn� sinn�
n coshn�

�
n coshn� sinh�n� 2�� sin�n� 2��

�n� 2� cosh�n� 2��

�
� 4�0�Cn � Cn�2�

�
sinh�n� 2�� sinhn� sinn�

n coshn�

�
sinhn� sinh�n� 2�� sin�n� 2��

�n� 2� cosh�n� 2��

��
; (3.37)

where

 Cn �
4

n
@
@z

e�n�

coshn�
cos

n�
2
: (3.38)

Note that Bn � @Cn=@z.
The quadrupolar impedance could be found by

 

ZQx�0� � �
iZ0

4�qx0A

Z 1
�1

dz
�
@�
@�
�
@ 
@�

�
��cosh�1�x0=A�; ��0

� ZQ�0�; (3.39a)

ZQy�0� �
iZ0

4�qy0A

Z 1
�1

dz
�
@�
@�
�
@ 
@�

�
��sinh�1�y0=A�; ���=2

� �ZQ�0�; (3.39b)

in the limit that x0 or y0 approach zero. Using the electric and magnetic potentials specified in Eqs. (3.34) and (3.37), we
find within first-order perturbation theory,

 ZQ�0� �
iZ0

4�

X
n�0;2;4;...

Z 1
�1

dz
�0�z�2

2�n� 1�

�
1

cosh2n�
�

1

cosh2�n� 2��

��
n2

cosh2n�
�

�n� 2�2

cosh2�n� 2��

�
sinh2�n� 1��: (3.40)
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In the limit of almost circular cross section,

 ZQ�0� �
iZ0

2�
14

3

Z 1
�1

dz�0�z�2��z�; (3.41)

where ��z� � 1.
In the opposite limit of almost flat geometry,

 ZQ�0� �
iZ0

4�

Z 1
�1

dz
�0�z�2

��z�2
; (3.42)

where ��z� � 1. Note that in this limit,

 ZDx�0� � ZQ�0� � 0: (3.43)

The physical reason for this is clear. In a flat chamber, if the
drive particle and the test particle are moved in the hori-
zontal direction by the same amount, there can be no
change in the horizontal force. If we take xd � xt in
Eq. (2.5), we see that Zx � 0 implies Eq. (3.43).

IV. HIGHER-ORDER PERTURBATION THEORY

Let us now consider the conditions under which the first-
order perturbation theory will be a good approximation.
Qualitatively this is easy to understand by examining the
magnitude of the dropped terms in the magnetic boundary
condition, Eq. (3.19), when going to the flat limit ��z� �
1. Specifically, when solving for the first-order magnetic
potential, we account for the term proportional to

@ 

0
�;�;��z��
@z �����z� but neglect the one proportional to


@ 
1
�;�;��z��
@z �����z�. In the flat limit, the major semiaxis is

almost constant, a�z� � A, and the minor semiaxis b�z� �
A��z�. Now suppose the dependence of the minor semiaxis
on the axial coordinate has the form,

 b�z� � bavF�z=L�; (4.1)

where bav is the average value of the minor semiaxis, and
the smooth function F�
� varies mainly in the interval
j
j<�1. Simple estimates show that, for the horizontal
and quadrupolar impedances, the neglected terms will be
small compared to those included if b2

av=L2 � 1. In con-
trast, for the vertical-dipolar impedance, the neglected
terms will be small compared to those included in the
first-order calculation only if a2=L2 � 1. This implies
that, for the horizontal and quadrupolar impedances, the
first-order approximation will be accurate for all aspect
ratios as long as the taper length is large compared to the
minor semiaxis. On the other hand, for the vertical imped-
ance, the requirement for validity of the first-order calcu-
lation is that the taper length be large compared to the
major semiaxis, which is much more restrictive for flat
structures.

A more rigorous approach to identify the small parame-
ter (or parameters) that determines the validity of the first-
order approximation is to extend the perturbation theory to
higher orders and compare the resulting higher-order im-
pedance terms to each other. In the case of a circularly

symmetric structure we have done this [4] and have shown
that carrying out a perturbation expansion to order n yields
an asymptotic series in �rav=L�2n, i.e., we identified
�rav=L�2 as the small parameter.

Unfortunately, fully extending this approach to elliptical
geometry is difficult. Specifically, to find the �n� 1�th
order potentials from the nth order ones, we need to solve

 

@2�n�1

@�2
�
@2�n�1

@�2 � �A2�sinh2�� sin2��

	
@2�n
�; �;��z��

@z2 ; (4.2)

 

@2 n�1

@�2
�
@2 n�1

@�2 � �A2�sinh2�� sin2��

	
@2 n
�; �;��z��

@z2 ; (4.3)

subject to the boundary conditions

 �n�1
�; �;��z��j����z� � 0; (4.4)

 �
@ n�1

@�
� A2�sinh2�� sin2���0�z�

@ n
�; �;��z��
@z

�
����z�

� 0: (4.5)

These are linear partial differential equations (unlike ordi-
nary differential equations for the circular case) and
when the nth order potentials are given by infinite series
[see, e.g., Eqs. (3.13) and (3.20) for n � 1, vertical]
MATHEMATICA cannot solve directly for the next-order
potential.

On the other hand, since the equations are linear, the
transformation of each term in the series for the potentials
(as the perturbation theory order increases by one) is fairly
straightforward, i.e., terms proportional to cos�n�� trans-
form to cos
�n
 2��� due to the rhs, additional terms
proportional to cos�n�� appear due to boundary conditions.
Putting these transformation rules explicitly into
MATHEMATICA and having it to keep track of all the coef-
ficients, we were able to solve for the second-order poten-
tials and find the second-order impedances.

The resulting second-order potentials have been checked
to obey the Poisson equations and the boundary conditions
given above. Second-order dipolar impedances (too bulky
to be presented here5) were also checked to reduce to the
result of [4] in the limit of axially symmetric pipe. In this
limit, the second-order quadrupolar impedances vanish.

5Note, that for nonsmooth structure boundaries such as Fig. 1,
having explicit expressions for a finite number of higher-order
impedances is not useful to improve the accuracy of the first-
order result. This is due to the fact that the derivatives of the
boundary of orders higher than one are not integrable [4].

TRANSVERSE IMPEDANCE OF TAPERED TRANSITIONS . . . Phys. Rev. ST Accel. Beams 10, 074402 (2007)

074402-13



In the limit of an almost flat structure, ��z� � 1, the
impedances determined to second order are given by

 ZDx�0� �
�iZ0

4�

Z 1
�1

dz
�
�0�z�2

��z�2
� A2

�
5

9

�0�z�4

��z�2

� 0:186�00�z�2
��
; (4.6)

 ZQ�0� � �ZDx�0�; (4.7)

 ZDy�0� � �
iZ0�

16

Z 1
�1

dz
�
�0�z�2

��z�3
� A2 2�2 � 9

144

	

�
�5

�0�z�4

��z�5
� 3

�00�z�2

��z�3

��
: (4.8)

Let us assume the dependence of the minor semiaxis on the
axial coordinate has the form given in Eq. (4.1). In this
case, we see that the magnitudes of the second-order �Z2�
contributions to the zero-frequency impedances relative to
first-order �Z1� contributions are given by

 lim
bav=a!0

Z2
Dx=Z

1
Dx / b

2
av=L2; (4.9)

 lim
bav=a!0

Z2
Q=Z

1
Q / b

2
av=L2; (4.10)

 lim
bav=a!0

Z2
Dy=Z

1
Dy / a

2=L2; (4.11)

in agreement with the simpler argument given earlier.
In summary, for the limiting case ��! 0� of a smooth

flat chamber, we found that the horizontal and quadrupolar
impedance second-order corrections can be neglected for
taper length L, if the average chamber minor semiaxis
satisfies b2

av=L2 � 1. In contrast, to assure that second-
order terms for the vertical-dipolar impedance are negli-
gible, it is additionally required that the chamber major
semiaxis satisfies a2

av=L
2 � 1. Therefore, the perturbation

theory breaks down when the taper width is comparable to
or larger than its length.

We also comment that our conclusions, Eqs. (4.9),
(4.10), and (4.11), are strictly valid for smooth structures
only. Boundaries that include corners such as shown in
Fig. 1 do not have integrable derivatives of orders higher
than one, preventing a straightforward evaluation of the
higher-order terms. Our previous work with the axially
symmetric case [4] suggests that, for such structures, cor-
rections due to higher-order impedances sum up to a con-
tribution proportional to the 1st power of the small
parameter (vs the 2nd power for a smooth case).

V. COMPARISON OF FIRST-ORDER
PERTURBATION THEORY TO GDFIDL RESULTS

As we discussed in Sec. II, the beam dynamics in the
inductive regime is approximately characterized by the
impedance at zero frequency. Here, we compare the ap-
proximation derived using first-order perturbation theory
for the zero-frequency impedance (Sec. III) with the results
of GDFIDL calculations. For brevity we drop the (zero)
frequency argument of the impedance. Results are pre-
sented in Figs. 12–14.

Impedances are normalized by the GDFIDL values of
dipolar impedance, Zround, for a pipe with circular cross
section having the same vertical profile as the elliptic
chamber under consideration. We plot this normalized
impedance vs the ellipse aspect ratio at the smallest cross
section, amin=bmin. We present two plots for the vertical
impedance (Fig. 12): (a) linear scale and small range
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FIG. 12. (Color) Zero-frequency vertical impedance from
GDFIDL (symbols) and from the first-order perturbation theory
Eq. (3.24) (solid line).
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amin=bmin < 6 to provide detailed comparison with theory,
and (b) logarithmic scale to show the behavior at large
aspect ratios. Good agreement with GDFIDL is observed up
to aspect ratio of �3, where a2

av=L
2 � 0:17. Both GDFIDL

and perturbation theory show a regime of linear increase of
the impedance with aspect ratio; however, the perturbation
approximation appears to predict a slope which is about
25% too large. Also, it is seen from Fig. 12(b) that the
vertical impedance clearly exhibits saturation at large as-
pect ratios not predicted by the first-order theory.

On the other hand, the horizontal and quadrupolar im-
pedances (Figs. 13 and 14) exhibit excellent agreement
with first-order perturbation theory for all aspect ratios. For
the gradually tapered structure being analyzed �b2

av=L
2 �

0:076�, this excellent agreement for the horizontal and

quadrupolar impedances and limited agreement for the
vertical impedance is consistent with the discussion pre-
sented in Sec. IV. Interestingly, both ZDx and ZQ reach their
‘‘flat limit’’ at rather low aspect ratio �2–3. Similar be-
havior was found for the resistive wall impedance in uni-
form pipes with elliptical and rectangular cross sections
[18,29].

VI. SUMMARY

We studied the transverse geometric impedance of
gradually tapered structures with elliptic cross section.
First-order perturbation results at zero-frequency were ob-
tained for the vertical-dipolar, horizontal-dipolar, and
quadrupolar impedances, given in Eqs. (3.24), (3.30), and
(3.40), respectively. Consideration of the perturbation ex-
pansion to second order suggested that the first-order ap-
proximation for horizontal and quadrupolar impedances is
accurate for arbitrary structure widths, as long as the height
variation is gradual, i.e. b2

av � L2. On the other hand, the
condition that the vertical impedance is well approximated
by the first-order result requires that a more stringent
condition, a2 � L2, be satisfied. When the vertical varia-
tion is gradual, but a� L, the higher-order terms become
significant and reduce the vertical impedance.

The first-order results reduce to simple asymptotic ex-
pressions in the limit of ‘‘almost round’’ [Eqs. (3.25),
(3.31), and (3.41)] and ‘‘almost flat’’ structures
[Eqs. (3.27), (3.32), and (3.42)]. Specifically, in the flat
limit, the horizontal and quadrupolar impedances are
given, respectively, by one-half and minus one-half of the
Yokoya impedance Eq. (1.1) of a round structure having
the same vertical profile. The vertical impedance in the flat
limit, given by Eq. (3.27), exhibits a linear dependence on
width, ZDy / a, which is similar to the result [3] for
rectangular cross-sectioned tapers. The proportionality co-
efficient we have determined for the wide elliptical taper is
a factor �=4 smaller than the one found in [3] for the
rectangular case.

For the simple case of a single taper with linear vertical
tapering,

 b�z� �

8><
>:
bmin � bav�1� "� �z � �L�

bav�1�
"z
L � ��L< z < L�

bmax � bav�1� "� �L � z�

9>=
>;; (6.1)

with 0< "< 1, and large aspect ratio, a � aav � A�
bav, the impedances are given by

 ZDx�0� � �ZQ�0� � �
iZ0

2�L
"2

1� "2 ; (6.2)

 ZDy�0� � �
i�Z0

8L
"2

�1� "2�2
aav

bav
: (6.3)

Equations (6.2) and (6.3) should be multiplied by 2 for a
dual taper structure such as that of Fig. 1.
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FIG. 14. (Color) Zero-frequency quadrupolar impedance from
GDFIDL (symbols) and from first-order perturbation theory
Eq. (3.40) (solid line).
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FIG. 13. (Color) Zero-frequency horizontal impedance from
GDFIDL (symbols) and from first-order perturbation theory
Eq. (3.30) (solid line).
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Our first-order formulas, Eqs. (3.24), (3.30), and (3.40),
approach their asymptotic ‘‘flat structure behavior’’ at
rather modest aspect ratios (see, e.g., analytical curves in
Figs. 12–14). This and other features of impedance behav-
ior vs the structure aspect ratio are very similar to the
qualitative features found for the resistive wall impedance
[18,29].

Our first-order perturbation results discussed above were
compared to GDFIDL calculations and for the horizontal-
dipolar and quadrupolar components the agreement was
found to be excellent. On the other hand, for the vertical
impedance good agreement was found only for modest
aspect ratios. Here, we were not able to fully verify the
flat limit, Eq. (3.27), because limited computer resources
did not allow us to use sufficiently large taper length, to
satisfy h2

av � a2 � L2. Nevertheless, the calculations we
have performed with the restricted geometry showed the
predicted proportionality, ZDy / a, but with a roughly
25% lower proportionality coefficient than predicted
by Eq. (3.27). The linear behavior exhibited by the
GDFIDL results extended roughly to a� L; at larger widths,
GDFIDL showed saturation of the increase of the vertical
impedance with major semiaxis a, qualitatively consistent
with the effect due to higher-order terms in the perturbation
theory.

By means of GDFIDL calculations, we have established
that the inductive regime extends from DC to fmax, where
fmax is the lowest cutoff frequency of the waveguide
formed by the smallest cross section for the H-mode that
has appropriate symmetry and direction of the EM field; at
frequencies exceeding fmax a significant real part of im-
pedance appears. For elliptical structure, the modes for the
vertical, horizontal, and quadrupolar cases are CH11, SH11,
and SH21, respectively. Consequently, when amin � bmin,
the cutoff frequencies scale approximately as c=4bmin

(horizontal and quadrupolar) and 0:3c=amin (vertical).
Therefore, for flat structures the frequency range of the
inductive regime is much smaller for the vertical dipolar
than for the horizontal dipolar and quadrupolar impedance
components. In addition to this significant difference in the
extent of inductive ranges for the three impedance compo-
nents, we found that these ranges do not depend on the
taper length (unlike the criteria suggested previously), but
depend only on the dimensions of the minimal cross
section.

We also studied the dependence of the vertical dipolar
kick factor on bunch length, and found that, unless the
structure is close to round, this dependence transitions
from inductive (�Dy � ��1

z ) to intermediate (�Dy �

���1=2�
z ) behavior at bunch length values corresponding

to the CH11 mode cutoff frequency mentioned above, see
Eq. (2.17). When the structure is axially symmetric (or
close to it), the kick factor continues its inductive behavior
down to the bunch length given by �z � b0bmin, after
which it approaches the diffractive �Dy��z� � const limit.

A related observation from GDFIDL was a growth satu-
ration of the vertical short-range wake (as a function of the
structure width) when the bunch was short enough to probe
higher frequencies beyond the inductive regime, so that the
kick factor was transitioning to the intermediate behavior.
For �z � 1 cm, the peak value of the short-range vertical
wake potential (and the vertical kick factor) plateaued at
about twice the round structure value (see Figs. 4 and 10).
The implication of the short-range wake plateauing at
rather modest values is that single bunch effects do not
become too strong as the aspect ratio increases. On the
other hand, the long range wake which appears for wide
structures may contribute to coupled bunch effects and
needs to be estimated carefully.

Finally, our results obtained for confocal-elliptical struc-
tures, given in Eqs. (3.27), (3.32), and (3.42), can provide
reasonable estimates for gradual tapers with cross-
sectional shapes other than elliptical, as long as they
have a large enough horizontal-to-vertical aspect ratio at
the minimum cross section. To proceed, one considers a
corresponding confocal-elliptical structure with b�z�
matched everywhere to the vertical aperture of the taper
and a�z� matched to the horizontal aperture at the axial
position z where the horizontal aperture is minimum. We
have performed several GDFIDL runs for varied gradual
taper geometries and found good agreement using this
recipe.
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APPENDIX: DETAILS OF GDFIDL CALCULATIONS

As it was already mentioned in Sec. II, for our GDFIDL

calculations we have chosen a basic piecewise linear ta-
pered structure shown in Fig. 1. The main reason for this
geometry was that we have already studied its axially
symmetric version in detail [4], both analytically and
numerically utilizing ABCI [27]. Original arguments for
this particular geometry were as follows. Since we are
studying the impedance of a taper (rather than possible
interference between two tapers), we have chosen the
length of the middle section to be long enough to assure
that its lengthening does not affect the results. In other
words, this geometry is suitable for studying the regime of
two separate steps. Also, we have chosen long enough
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outer pipes to not affect our results. Finally, we picked a
convex geometry (Fig. 1), that resulted in lesser amount of
numerical noise, and therefore permitted us to use a more
coarse mesh. Note that both ABCI and GDFIDL allow for
concave structures by utilizing some version of Napoly
integration [30]; however, we found the results for the
zero-frequency impedance calculated in such manner to
be less accurate. Nevertheless, we did check for several
aspect ratios that in the limit of vanishing mesh size the
results for the low-frequency broadband impedance for
convex and concave configurations are essentially the
same, which is consistent with the physical intuition.

GDFIDL allows for arbitrary transverse position of the
drive charge within a structure as well as arbitrary trans-
verse offset for the path to integrate the resulting fields for
the wake potential. We separately calculate the horizontal
and vertical-dipolar wake potentials by displacing a �z �
1 cm rms long bunch by �x or �y in the appropriate plane
and integrating the on-axis fields. To calculate the quad-
rupolar wake potential, we place the drive charge on-axis
and integrate the off-axis fields with either a purely vertical
or purely horizontal displacement �Q. In both cases the
results for ZQ came out essentially the same.

We take advantage of the symmetry planes and perform
the calculations for a quarter structure, x > 0, y > 0, en-
forcing the electric boundary condition in the y � 0 (x �
0) plane and the magnetic boundary condition in the x � 0
(y � 0) plane when calculating vertical (horizontal) dipo-
lar wake potentials. Note that, due to the electric boundary
condition (and small offsets �x � �y � 1:2 mm we typi-
cally used), integrating the fields on-axis or along the
(offset) path of the drive charge resulted in virtually the
same wake potentials. Both boundaries were set to mag-
netic for quadrupolar wake calculations.

The wake potentials were calculated up to smax � 2 m
distance behind the drive bunch, with the exception of Wy

for large aspect-ratio structures, where smax had to be
extended to 5 m so that the ringing sufficiently damps
down to not affect the zero-frequency impedance by
more than a few percent. To get the zero-frequency imped-
ance presented in Figs. 12–14, we numerically integrated
the wake potential up to distance smax behind the drive
bunch and normalized the result to the �x;y in the dipolar
case or �Q for quadrupolar impedances,

 Zx;y;Q�0� �
1

cq �x;y;Q

Z smax

�6�z
dz WGDFIDL

x;y;Q �z�;

whereWGDFIDL [Volts] is the corresponding wake potential
due to the drive charge q.

Given our computer resources, the smallest mesh size
we could use and yet go for rather high aspect ratio,
amin=bmin � 64, was 400 �m. All results presented in
this paper are calculated with this mesh size [with the
exception of two highest aspect ratio points, amin=bmin �
128 and amin=bmin � 256, in Fig. 12(b) where we used 500

and 667 �m mesh sizes, respectively]. To ensure this mesh
size was adequate we performed checks described below.
First, we compared GDFIDL results for axially symmetric
structure with ABCI in the range of 250–500 �m mesh
sizes. The agreement was found to be perfect; the depen-
dence on the mesh size was linear, its zero mesh size
extrapolation (which we believe is close to the true value
of the impedance) was 1:53 k�=m [4]. With our nominal
mesh size of 400 �m GDFIDL (and ABCI) value is �15%
higher. Performing similar GDFIDL calculations for
amin=bmin � 4 structure, we established that the mesh
size dependence of Z�0� is again linear, and that the relative
change in Z�0� with mesh size changing from 250 to
400 �m was essentially the same as for the round struc-
ture. This is why we believe that our main results presented
in Figs. 12–14 are accurate to a few percent, as we nor-
malize the impedance at every aspect ratio to that of the
axially symmetric structure (also calculated by GDFIDL at
the same nominal mesh size) so the systematic errors due
to finite mesh size largely cancel out.

We also performed a number of other consistency
checks, such as linearity of WGDFIDL

x;y;Q with the driving or
trailing charge displacements, independence of Z�0� from
the drive bunch length, etc., and found the errors due to
them to be negligible. Finally, Zagorodnov has provided an
important confirmation of a subset of our numerical results
by running his code ECHO [31].
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