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Particle-resolved study of the onset of turbulence
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The transition from laminar to turbulent flow is an immensely important topic that is still being studied. Here
we show that complex plasmas, i.e., microparticles immersed in a low temperature plasma, make it possible
to study the particle-resolved onset of turbulence under the influence of damping, a feat not possible with
conventional systems. We performed three-dimensional (3D) molecular dynamics (MD) simulations of complex
plasmas flowing past an obstacle and observed 3D turbulence in the wake and forewake region of this obstacle.
We found that we could reliably trigger the onset of turbulence by changing key parameters such as the flow
speed and particle charge, which can be controlled in experiments, and show that the transition to turbulence
follows the conventional pathway involving the intermittent emergence of turbulent puffs. The power spectra for
fully developed turbulence in our simulations followed the —5/3 power law of Kolmogorovian turbulence in both
time and space. We demonstrate that turbulence in simulations with damping occurs after the formation of shock
fronts, such as bow shocks and Mach cones. By reducing the strength of damping in the simulations, we could
trigger a transition to turbulence in an undamped system. This work opens the pathway to detailed experimental
and simulation studies of the onset of turbulence on the level of the carriers of the turbulent interactions, i.e., the

microparticles.
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One of the oldest unsolved problems in physics is the
problem of the onset of turbulence. The transition of a fluid
from smooth, deterministic, “laminar” sheets of flow to a
chaotic, disordered, “turbulent” flow with vortices and eddies
has been studied extensively in various systems such as water
[1,2], air [3], as well as plasmas [4-9], and yet the ability
to predict the onset of turbulence remains poor. A common
way to trigger turbulence in experiments and simulations is to
study flow past an obstacle [10—-13], as seen, for example, in
Fig. 1. Most investigations of flow past an obstacle focus on
the wake region [14-16], with little emphasis on the forewake
region [17,18].

There is no generally agreed upon definition of turbulence
[19], rather only signatures of dynamic behavior that are
widely recognized to be associated with it [20]. Turbulent
flows are [21] as follows:

(i) Rotational. Turbulence is accompanied by vortices and
nonzero angular momentum.

(i1) Chaotic. Turbulence is characterized by irregularities
in the flow in the form of rapid changes in velocity vectors,
temperature, pressure, density, etc. The flow is disordered,
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and changes in the flow profile are intermittent, abrupt, and
unpredictable.

(iii) Diffusive. The rate of mixing in fluids is higher when
the flow is turbulent, especially in the direction perpendicular
to the flow.

(iv) Resistive. Turbulence creates drag. Flow resistance
increases in turbulent flows compared to that of laminar flow.

(v) Self-similar. Kolmogorov showed in 1941 that large
vortices transfer energy into smaller vortices in an energy
cascade until the energy is dissipated through molecular dif-
fusion and viscosity [22,23]. The power spectra of energy
cascades follow the power law E (k) o k", where k is the wave
number representing length scales. The equivalent power law
E(f) o f"is true for the energy cascade in time, where f rep-
resents frequency. For fully developed isotropic turbulence,
n=-5/3[24].

The main parameter characterizing turbulent flow is the
Reynolds number, ) = vL/v, where v, L, and v represent
the characteristic flow speed, characteristic length scale, and
kinematic viscosity, respectively. In this work, we use the bulk
flow speed and the size of the cavity created by the obsta-
cle for v and L, respectively. Generally, the transition from
laminar flow to turbulent flow requires very high Reynolds
numbers N > O(1000) [25,26], however, low-Ni turbulence
has also been observed in many systems [27,28]. Studying
low Reynolds number turbulence is important for fluids in
biological systems and active matter, for instance, the flow
of blood in vessels [29], or active swimmers such as bacteria
[30], as well as highly viscous polymer flows in the case of
elastic turbulence [31].
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FIG. 1. An example turbulent simulation with particles flowing
from the left to the right seen in a slice of position z = (1.9 to
2.1)mm. (top) Number of particles, and (bottom) z vorticity com-
ponent are averaged in bins of size 0.03 x 0.03 x 0.2 mm? over 1 s.
The empty pixels are colored in gray to mark the obstacle and the
cavity around it. Turbulence can be seen in the forewake region in
front of the bow shock, and in the wake region near the Mach cones.

One such system with very low Reynolds number val-
ues, M ~ O(10), is a complex plasma. Complex plasmas
are low-pressure and temperature plasmas with micrometer-
sized particles embedded in them [32]. These particles
collect charges on their surfaces to become highly negatively
charged, and as a result can become strongly coupled. Experi-
ments are typically performed at pressures of the background
gas of the order of (1-50) Pa, which means that the micropar-
ticle dynamics are not over damped as in colloids [33], but
the Epstein damping force resulting from friction with the
background gas is nevertheless an important force acting on
the microparticles [34]. Turbulence in complex plasmas has
been primarily studied in the context of experiments on waves
[35-40] and simulations of fully developed turbulence [41],
or 2D turbulence [42,43]. The plasma is treated as background
since it is the motion of the microparticles that becomes turbu-
lent and not the motion of the plasma. In this work, we discuss
the turbulence forming inside the microparticle system and
compare it with general fluid turbulence. Studying turbulence
in complex plasmas has the advantage that each microparticle
is large enough to be imaged directly, allowing for particle-
resolved studies [44]. This will help understand the onset of
turbulence in more detail, and to eventually develop methods
to better control it.

In this Letter, we demonstrate how complex plasmas can be
used to study the onset of turbulence in detail. For this, we per-
formed 3D molecular dynamics (MD) simulations of subsonic
and supersonic complex plasma flow past an obstacle with
turbulence in the wake and forewake regions. We will first
present an example of a turbulent simulation and show that
it is consistent with the hallmarks of turbulence listed above.
We will then discuss the transition of laminar flow to turbulent
flow, as well as the transition from turbulence in a damped
to an undamped system as observed in our simulations. We
found that we can reliably trigger the onset of turbulence by
changing the flow speed and particle charge.
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FIG. 2. Plot of the mean and standard error of the flow velocity
v, (perpendicular to the bulk flow direction) of two sets of five
randomly chosen particles within the laminar (red dotted lines) and
forewake (black solid lines) region. In the laminar region, particle
velocities v, have little fluctuations over time implying a regular and
ordered flow with almost no fluid mixing. On the other hand, v, in
the forewake region shows large random fluctuations on very short
timescales, characteristic of intermittency. This indicates an irregular
and disordered flow state with increased fluid mixing.

We wused the open source software ‘“Large-scale
Atomic/Molecular Massively Parallel Simulator”
(LAMMPS) [45,46] to generate the simulations. As an
MD simulator, LAMMPS only simulates the microparticle
motion and not the background plasma. We typically used a
time step of 0.1 ms and a data acquisition rate of 1000 fps,
and a simulation box with dimensions 10 x 3 x 3 mm?® with
periodic boundary conditions. The data acquisition rate was
changed to 10000 fps to generate the power spectra in time
given in Fig. 3. We simulated microparticles as point charges
with an equilibrium average interparticle distance of 150 um
with a Yukawa interparticle potential. The particle charge
used was g = —3481 e (elementary charges) and the Debye
length was Ap = 100 um [41]. The mass of the point charges
was set to 3 x 10~'% kg, mimicking microparticles with mass
density p = 1510kg/m?® and diameter d = 3.38um. We
used a Langevin dynamics thermostat [47] with an Epstein
damping coefficient [34] corresponding to argon gas at a
temperature and pressure of 2000 K and 10 Pa, respectively.
The thermostat temperature was high in order to obtain
a fluid ensemble of microparticles at the given pressure.
The main forces acting on the particles in the simulation
are, therefore, the interparticle force given by the Yukawa
potential, the Langevin force due to the thermostat, and the
Epstein damping due to the friction with the background gas.

We included the obstacle using a point charge of —3 x
107 e with a fixed position at the coordinates (x,y,z) =
(4.5, 1.5,2.0)mm. As observed in experiments [48-50], this
high negative charge repelled the microparticles and thus re-
sulted in a cavity around the point charge. In simulations in
which the particles at a thermostat temperature of 2000 K
were stationary, the cavity was spherical with a diameter of
1.4 mm. Please note that due to the periodic boundary condi-
tions used in all dimensions, the simulation actually consisted
of an infinite grid of obstacles. Increasing the size of the
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FIG. 3. Power spectra in (a) space and (b) time corresponding
to the simulation in Fig. 1. Power spectra are shown from the in-
terparticle distance to the size of the turbulent region in space, and
till the Nyquist frequency of 5000 Hz in time. Both subplots show
approximately the n = —5/3 power law characteristic of turbulent
flows. The cascade rate w, is greater than the damping rate ygp,
showing that the system was in the regime where turbulence could
develop. The red dashed lines show the linear fit through the data,
whereas the horizontal blue dashed line shows where wc.s = Vgp.

simulation box to ensure that the disturbed flow from one
obstacle did not interfere with that around another obstacle
showed no changes to our results.

We created a flow of particles past the obstacle by applying
a constant force Fo, = 10711 — 10713 N in the x direction to
the microparticles, depending on the desired bulk flow speed.
An external force of Fo = 1073 N could be produced in
experiments by an electric field with a magnitude of 180 V/m.
Due to the damping force, this resulted in a steady flow from
the left to the right of the simulation box with periodic bound-
ary conditions. The simulation box was large enough along x
for the particle motion to return to laminar before reaching the
boundaries of the box. The main parameter used to character-
ize the flow at speed v is the Mach number, M = v/C;, where
Cs = /ZgkpT;/m, is the speed of sound in the system [51],
with 7; as the thermostat temperature, m, as the microparticle
mass, and Z; = g/e. For supersonic velocity, M > 1.

Previous studies of supersonic flow have reported turbu-
lence as well as Mach cones in the wake of an obstacle

[52-56]. However, there have been few investigations of fore-
wake turbulence or on the importance of shock fronts in
triggering the onset of turbulence in damped systems. Hence,
we will be focusing on forewake turbulence in this work. An
example of wake and forewake turbulence in our simulation
is provided in Fig. 1, with an accompanying movie in the
Supplemental Material [57]. This is a 2D slice of the sim-
ulation box which shows the spatial distribution of vorticity
w, = % - ‘% around the obstacle averaged over one second
of simulation time with a bin size of 0.03 x 0.03 x 0.2 mm?.
The vorticity per bin was calculated by averaging the differ-
ence in v, and v, across neighboring horizontal and vertical
bins, respectively. Shock fronts such as Mach cones and a bow
shock can be seen in Fig. 1 (top). Figure 1 (bottom) shows
that vortices were generated in two main regions. The first
is the wake of the obstacle, where the particles deflected by
the obstacle flowed into the Mach cone. The second is the
fore-wake region of the obstacle, where the incoming parti-
cles flowed into the bow shock. In both cases, vorticies were
induced when particles flowed directly into a shock front. This
observation is similar to the experimental observation of tur-
bulence in Ref. [44], where the flow of particles directly into
a dust-acoustic wavefront induced turbulence. The existence
of vortices in the wake and forewake regions of the simulation
satisfies condition i of the hallmarks of turbulence.

In the following, we study the flow in two regions in detail,
a laminar region with position 0 < x < 1 mm, 1 <y <2 mm,
and 1 < z < 2 mm; and a turbulent region corresponding to
the forewake with position 2.5 <x < 3.5 mm, 0.8 <y <
2.2 mm, and 0.8 < z < 2.2 mm. The evolution of the particle
velocities perpendicular to the flow direction is given in Fig. 2.
The particle motion in the laminar flow was smooth, ordered,
and predictable, with almost no fluid mixing perpendicular
to the flow direction. In contrast, the particle motion in the
forewake was unpredictable and disordered, with irregularities
in the flow and abrupt changes in the velocity. This is an exam-
ple of intermittency in fully developed turbulence where the
kinetic energy (and hence velocity) undergoes abrupt changes
in a short time [24,58]. There was also increased mixing of
the fluid in the turbulent region, especially in the direction
perpendicular to the flow, as seen by the increased magnitude
of v,. This satisfies conditions ii and iii listed above.

The driving force causing the particles to flow from the
left to the right of the simulation box was applied uniformly.
The normalized kinetic energy, (ke-tiye)/0ke, Of the particles
in the laminar and chaotic regions of the forewake, where piy.
and oy, are the mean and standard deviation of the particle
kinetic energy at a given time, is plotted in Fig. S1 in the
Supplemental Material [57]. It shows that the kinetic energy
of the chaotic region was significantly lower than that of the
laminar flow for the same driving force. This indicates an
increased flow resistance in the forewake region, satisfying
condition iv of the hallmarks of turbulence.

To separate the kinetic energy due to the driving force
and that due to the turbulent interparticle interactions, we
define turbulent velocity v’ and turbulent kinetic energy
TKE as

vV=v—V and TKE = imv? (D
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where Vv is the local Reynolds-averaged flow velocity cal-
culated with 3D bins of size (250 um)* averaged over one
second, and m denotes the particle mass. We used v’ to calcu-
late the power spectra in space, and v to calculate the spectra
in time.

The transfer of turbulent kinetic energy from large scales
to smaller scales in 3D turbulence follows a power law dis-
tribution of E (k) o< k" with n = —5/3, as first described by
Kolmogorov [22,23]. The one-dimensional power spectra in
x, y, and z are plotted in Fig. S2 in the Supplemental Material
[57]. They all show the n = —5/3 power law, showing that
turbulence is three-dimensional and isotropic in our system
[24]. The power spectra in time and 3D space are given in
Fig. 3, which also reflect the n = —5/3 power law, further
satisfying condition v of the signatures of turbulence. The
power spectra were calculated using the Wiener-Khintchine
theorem [59,60], which states that the power spectrum is the
Fourier transform of the velocity correlation function. This is
given by the relation

+00
E(f):i/ e (s)ds, and 2)
27 J_so
1 +o00 )
E(k) = — / e* (v(0)v(x))dx, (3)
27 J_so

where ['(s) = (v(t)v(')) is the velocity correlation function
averaged over all particles, and s = |t — ¢’|. The power spectra
follow the n = —5/3 law from f ~ 110Hz to f ~ 660 Hz,
and from spatial scales of roughly 225 wm to 1.14 mm.
These values are consistent with the estimated Kolmogorov
microscales [24,61]. The Kolmogorov dissipation length (1 ~
230 um) and time (1/t, ~ 80 Hz) were calculated using the
mean rate of kinetic energy transfer, €, and the local viscos-
ity, v. The local viscosity, v = %vl was estimated using the
average interparticle distance as the mean-free path, /, as well
as the locally averaged velocity, v. On the other hand, & was

determined numerically using %3<3";>. It can also be seen in

Fig. 3 that the rate of energy cascade, wc,s = k/2kE (k), is
greater than the rate of damping, yz, = 36 s™!, given by
the Epstein damping coefficient [34], for all considered wave
numbers. This shows that our system was in the regime where
vortices could transfer energy from larger length scales to
smaller scales without dissipation until the cascade reached
interparticle distances [44]. The five conditions representing
the hallmarks of turbulence listed above, plus one specific for
damped systems, are thus shown to be satisfied.

In the following, we will discuss a series of simulations
studying the onset of turbulence. The onset of this turbulent
flow in the simulations was triggered by changing one of
two main parameters: the flow speed and the particle charge.
Changing the flow speed changed M and N. Changing the
particle charge affected viscosity, and hence N, but also the
speed of sound Cs; = \/Z;kpT;/my and hence, M. The Mach
number varied from O to 2 and the Reynolds number ranged
from 2 to 50. Increasing M led to the formation of shock
fronts, such as Mach cones and bow shocks. These shock
fronts were crucial for triggering the onset of turbulence in
our simulations. In the simulations with damping, no turbu-
lence was observed in the forewake without the presence of
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FIG. 4. Dependence of the power spectrum slopes normalized by
—5/3, obtained via a linear fit in the region 100 Hz < f < 700 Hz of
the power spectra in time, on the flow speed and the particle charge.
Vertical lines indicate the speed of sound for the corresponding
particle charge determined numerically from the Mach cone opening
angle.

shock fronts, even with particles flowing around the obstacle
at supersonic speeds. In the forewake region, the laminar flow
of particles flowing directly perpendicular into the bow shock
triggered the flow to become turbulent. Similarly, particles
accelerated by the obstacle from above and below that flowed
directly into the Mach cone in the wake became turbulent. The
significance of the presence of bow shocks and Mach cones
can be seen in Fig. 4, which plots the slope of the power
spectra (normalized by —5/3) as a function of average flow
speed for three different particle charges for otherwise identi-
cal conditions. The vertical dashed lines mark the speed where
the flow becomes supersonic, with colors corresponding to the
three simulated cases of particle charge. It can be seen clearly
that the normalized slope reaches a value of one only after the
flow becomes supersonic.

The shape of the plots can be explained by the following.
For a given supersonic flow speed, the onset of turbulence
could be triggered by decreasing the viscosity, and hence,
increasing M. This was achieved by decreasing the magni-
tude of the particle charge and keeping all other parameters
constant. If N is high enough for turbulence to develop, for
instance for a particle charge of —2000 e, % ~ O(10), then
the flow becomes turbulent as soon as M > 1. If R is low,
for instance for a particle charge of —5000 e, iR ~ O(1), then
upon reaching M > 1 no turbulence develops. 9t increases
linearly with increasing flow speed until it is high enough for
turbulence to develop. For higher particle charges, N is lower
and thus the system requires higher M to become turbulent.

For supersonic flow velocities during the transition to tur-
bulence, intermittent switching between laminar and turbulent
regions was also observed. This is shown in Fig. 5. The flow
in the forewake region was observed to switch from laminar to
turbulent and back to laminar as transient turbulent puffs were
created over time. This is characteristic of intermittent tur-
bulence occurring during the transition to turbulence [42,62].
Animations of vorticity over time showing intermittent turbu-
lence can be found in the Supplemental Material [57].
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FIG. 5. Vorticity heatmap showing intermittent switching be-
tween laminar and turbulent regions as transient turbulent puffs form
and decay over space and time.

The result that the formation of shock fronts is necessary
for turbulence to develop is due to the presence of damping
in typical conditions for complex plasma experiments that
informed our simulations. To confirm this, we performed 3D
simulations in a practically undamped system with supersonic
flow, with a pressure corresponding to 107> Pa, and repeated
the same analysis steps as before. The criteria for turbulence
listed above were satisfied, and we observed turbulence in
the undamped simulations even without the presence of shock
fronts. The results of this analysis can be found in Figs. S3—-S6
in the Supplemental Material [57].

To summarize, we report the results of 3D molecular dy-
namics simulations of a complex plasma with turbulent flow
in the wake and forewake region of a supersonic obstacle.
We confirmed that the flow indeed was turbulent by going

through a checklist of the hallmarks of turbulence. Despite
the microparticles being charged, so far we hypothesize that
the turbulence displayed is characteristically similar to general
fluid turbulence instead of plasma turbulence. A future study
could explore the dependence on the interparticle potential
of the characteristics of turbulence observed. We studied the
onset of turbulence in multiple simulations and found that
we could reliably trigger the onset of turbulence by changing
parameters such as flow speed and particle charge. Turbulence
was observed in the simulations with damping if and only if
there was a flow of particles directly toward a shock front.
We observed no turbulence in the absence of bow shocks and
Mach cones. We demonstrated a dependence of the power
spectra of energy cascade on M and % by studying their
evolution with increasing flow speed and particle charge. In-
termittency was observed both during the onset of turbulence
(in the form of transient turbulent puffs) and in fully developed
turbulence (in the form of rapid changes to velocity vectors).
The flow speeds, particle charges, and pressure regime used
in this study are obtainable with typical complex plasma ex-
perimental setups. Therefore, we expect that our study can be
used to inform future experiments and open up new research
avenues for detailed particle-resolved studies of the onset of
turbulence using complex plasmas.
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