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Role of polaron dressing in superradiant emission dynamics
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Cooperative effects of multiple quantum emitters are characterized by transitions via delocalized collective
states with altered emission properties due to the existence of interemitter coherences. When realized with
excitonic condensed-matter nanostructures, these effects are significantly affected by the presence of strong
emitter-phonon coupling, which leads to the formation of polarons. We show that, while for single-emitter
emission into free space this formation has no impact on its radiative lifetime, the same is not true for superradiant
emission. Considering the case of two indistinguishable quantum emitters, we analyze how polaron dressing
affects collective photon emission by mixing bright and dark Dicke states. Our numerical simulations show
that this mixing crucially depends on the circumstances of the excitation of the system: Depending on the pulse
length of an exciting laser, one can choose to either prepare polaronic Dicke states, or bare electronic Dicke states,
changing the superradiant decay characteristics of the system. Additionally, we derive analytic expressions for
these limiting cases, which match the results of numerically exact calculations.
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I. INTRODUCTION

Nonclassical interemitter correlations can fundamentally
alter the emission of an ensemble of quantum emitters com-
pared to a single one. In an ideal system of optical dipoles,
these correlations manifest in transitions along the “Dicke
ladder” of symmetric multiemitter states, while orthogonal
parts of the Hilbert space are not accessed [1]. Paradigmatic
for this is “Dicke superradiance” [1,2], where the indistin-
guishability of dipoles results in enhanced decay rates leading
to an overall superextensive scaling of optical emission. The
enhanced emission from an ensemble of initially uncorrelated
relaxed emitters has also been termed “superfluorescence” [3].
Varying terminologies are discussed in Ref. [4].

Another related but distinct collective phenomenon is
measurement-induced cooperative emission [5,6], where
emitters cannot be distinguished by the detectors. Then, due to
the erasure of which-path information [7], the wave-function
collapse after detecting a photon induces interemitter coher-
ences that shape the emission profile and lead to two photon
coincidence signals mimicking superradiance, even though
the radiative decay rate remains unaffected [8—10].

Cooperative quantum effects have high utility in quantum
technologies as they can, for instance, mediate entanglement
between distant qubits [7], be used to achieve collective strong
coupling of organic molecules to cavities [11,12], support
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superabsorption [13—15], or serve as a heat reservoir in quan-
tum engines [16,17].

Solid-state platforms, such as quantum dots (QDs), have
been established as sources of nonclassical light such as single
photons [18-20], entangled photon pairs [21-24], and cluster
states [25,26]. Thus, they are promising candidates for realiz-
ing collective quantum effects as well. A crucial prerequisite
to achieving superradiant emission, however, is a sample of in-
distinguishable quantum emitters, including in their spectrum
and spatial positions, and even elaborate quantum dot growth
techniques based on deterministic self-assembly [27] typically
produce quantum dots with significant variations in emission
frequencies. Recently, the use of nanophotonic cavities or
waveguides [28,29], and sophisticated methods for tuning the
resonance frequencies [30,31], have made it possible to over-
come these obstacles for InAs [16], and GaAs [8] quantum
dots. Moreover, in perovskite materials, superradiance has
been observed, e.g., in nanocrystal superlattices [32], while
strong dipole enhancement in single nanocrystals has been
attributed to single-photon superradiance [33].

Solid-state emitters necessarily interact with their sur-
rounding vibrational environment. In the single emitter case,
this interaction leads to emission into phonon sidebands [34].
For cooperative emissions, on the other hand, it also leads
to transitions away from the Dicke ladder. This effect, while
generally reducing superradiance, can be utilized for quan-
tum ratcheting [35] and dark state protection [36—38]. While
in the case of weak environment coupling the phonon in-
fluence can be described as a second-order perturbation to
the system states leading to Markovian decoherence, in the
strong-coupling regime electronic and vibrational excitations
mix and form vibronic excitations known as polarons [39,40].

From a theoretical perspective, superradiant emission in
the presence of a phonon environment poses a complex
problem due to the involvement of multiple environments.

Published by the American Physical Society
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FIG. 1. (a) Single emitter case: For a two-level system, the excited state (red) decays with rate y into the ground state (blue). The decay
rate remains unchanged for an emitter embedded in a phonon environment (right). (b) Superradiance for two atomic emitters: Transitions
towards the ground state (blue) happen with enhanced rate 2y via the Dicke ladder involving the doubly excited state (red), the symmetric
state (yellow), while the antisymmetric state (green) stays unoccupied. (c) Polaronic Dicke states of two condensed-matter emitters: Optical
transitions with rate I'4 involving the antisymmetric state (blue) are enabled, while the optical transition rate I's for the bright state (orange) is

reduced compared to the phonon-free case.

Recently, nonadditive effects between structured phonon and
photon environments have been investigated [38,41-44], and
they have become numerically tractable using numerically
exact process tensor methods [44—46].

In this article, we investigate superradiant emission from
a pair of emitters focusing on the experimentally relevant
situation of a strongly coupled vibrational environment, while
the photon environment couples weakly and is unstructured.
We find that the corresponding initial value problem can be
solved analytically. Still, a nontrivial interplay between the
environments emerges that can be understood by considering
the dynamics of electronic and polaronic Dicke states, i.e.,
Dicke states in the bare electronic basis and the polaron frame,
respectively. We show that both types of Dicke states differ
in their decay characteristics and can be optically addressed,
depending on the excitation conditions.

This article is organized as follows: First, in Sec. II we
consider a single two-level system (TLS) emitter interacting
strongly with a vibrational bath and coupled to a photon en-
vironment with a flat spectral density. We obtain, numerically
as well as analytically, that the phonon environment leaves
the radiative decay rate unchanged. Afterwards, in Sec. III,
we perform similar steps for a two-emitter system, obtaining
renormalized rates for the polaronic dark and bright Dicke
states. The dynamics of these two emitters, under different
conditions, are the subject of the following Sec. IV: First, in
Sec. IV A we consider the phonon influence in the absence
of radiative decay. Then, we consider excitation with a weak
(Sec. IV B) laser pulse, and afterwards (Sec. IV C) we investi-
gate the dependence on the laser pulse area. We derive analyt-
ical expressions for the excitation number for both ultrashort
and very long laser pulses, and we show how the pulse dura-
tion is connected to the excitation of polaronic and electronic
Dicke states. Finally, our results are summarized in Sec. V.

II. PHONON EFFECTS AND RADIATIVE DECAY
OF A SINGLE EMITTER

In this section, we determine the time evolution of a TLS
simultaneously coupled to a structured phonon environment

and a photon environment with a flat spectral density. We
assume that the TLS is strongly coupled to the phonon en-
vironment, while the light-matter coupling is weak; due to
the large optical frequencies, the photon environment can be
assumed to be at zero temperature. While alternative and more
involved treatments of the interplay between structured pho-
ton and phonon environments are available [41,43,44,47,48],
our present focus is on showing that a flat spectral density of
the optical environment necessarily implies that the radiative
decay rate remains unaffected by the coupling to phonons.
For this we first introduce the Hamiltonian of the TLS and
its coupling to both environments, before transforming to the
polaron frame and deriving a master equation for the radiative
decay of the polaron. Afterwards, we obtain the time evolution
of the electronic reduced density operator by applying the
inverse polaron transform. These calculations also serve as
a vehicle for introducing the necessary analytical tools for
obtaining analytic expressions in the two-emitter case.

A. Single emitter Hamiltonian

We consider a single emitter that interacts with both its
photon and phonon environment (see Fig. 1(a)). The state of
the whole system is then described by the density operator
p in its Hilbert space Hs ® Hpy @ Hpr, where Hg, Hpy,
and Hpr are the individual Hilbert spaces of the emitter, its
phonon, and its photon environment, respectively. The Hamil-
tonian can likewise be decomposed into three parts:

H = Hg + Hpy + Hpr. (1a)

We model the emitter as a TLS with a ground state |G) and an
excited state |X), and transition frequency wy, while we set
the ground-state energy to zero. Thus,

+

Hg = hoxo" o™, (1b)

where 0+ = |X)(G| = (67)" are the usual Pauli operators.
The coupling between the TLS and the electromagnetic
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vacuum is defined within the dipole and rotating-wave ap-
proximation (RWA) [9,49] as

Hpr = h Z vkaliak +h X:gk(akaJr + aia’), (1c)
k k

where ax and af( are the annihilation and creation opera-
tors of a photon in mode k with energy Zvg and coupling
strength gk, respectively. Finally, the emitter is coupled to a
condensed-matter phonon environment. This environment can
be constituted by the surrounding bulk material, in the case of
GaAs QDs [50], or vibrational modes of complex biological
molecules [51]. We denote the creation (annihilation) operator
of a phonon in mode q with energy /iwq by qu (bq). Then, the
phonon contribution to the Hamiltonian reads [40,52]

Hey =1 by +hoto™ Y &by +b}).  (1d)
q q

where &, denotes the coupling strength to mode q.

B. Polaron transform

Strong TLS-phonon coupling leads to the formation of a
combined electronic and vibrational state, the polaron. Such
electronic and vibrational mixing can be accounted for by
transforming the Hamilton operator into the polaron frame
(PF) [39,40]:

U=0"0"+0%0 D, )
D= l_[exp((éqbfl — (£9)"bq)/wq), (3)
q

where D is the displacement operator. Then, the transformed
Hamilton operator H := UHU" describes the dynamics of
the polaron and its optical environment, characterized by the
density operator p:

H =li(wy —wg)ota™ + Z wqblbg + I Z Vkay ak
q k
+1) a@D'o” + aDo). )
k

For the remainder of this article, we will follow the convention
of indicating polaron frame operators with a tilde.

J

dps,pn
dt

By applying the polaron transform, one removes the
TLS-phonon interaction term, leading to an energy shift
of hwg =h fooo doJpy(w)/w, the ‘“reorganization energy,”
where Jpy(w) = Zq $§S(a) — wq) is the phonon spectral
density. While being valid for all coupling strengths, this
transformation is particularly useful if the phonon interaction
is much stronger that the light-matter coupling. In this case,
one can derive a weak-coupling master equation for the radia-
tive decay of the polaron [34].

C. Radiative decay in the polaron frame

Having removed the potentially strong emitter-phonon in-
teraction from the Hamiltonian by the use of the polaron
transform, we proceed now by performing second-order per-
turbation theory for the light-matter interaction, and thus also
the residual photon-mediated phonon coupling term in Eq. (4).
We derive the equations of motion of the reduced density
operator for the electronic and vibrational degrees of free-
dom in the PF, ps py = Trpr[p], where we only trace out the
photon environment. Moving into an interaction picture with
respect to the free system and environment terms in Eq. (4),
Hy = h(wx — wg)oro_ + h Zq wqbabq + 1Yy vkagax, we
obtain the interaction Hamiltonian

Hi(t) =1 _ gD (t)o~age ™ + D(t)o " ae™'), (5)
k

with wx = wx — wg — vk. In accordance with the Born ap-
proximation, we assume that for each time step the density
operator can be written as a direct product between the com-
bined TLS and phonon part and the electromagnetic field part,
and that the photon environment is stationary, i.e., p(t) =
Ps.pn(t) ® ppr(0). Then, the equation of motion for the re-
duced density operator in the polaron frame at time ¢ reads
[53]

dpspn

1 t
— = | dsT H (1),
o h2/0 sTrpr {[H; (1)

[H(t —5), ps.pn(t —5) @ ppr ()1} (6)

Next we expand the double commutator and take the trace
over the photon environment at zero temperature [54], i.e.,
without any initial photons present. We arrive at

t
= — / dsz |gk|2{O'+U_D(l‘)DT(t — S)IZ)S,PN(t _ S)eiwk.Y — U_DT(I — s)le,PN(t _ S)G+D(l‘)eiwks
0 k

— o D (O)pspn(t — )0 TD(t — $)e™ ™ + ps.py(t — s)o o D(t — YD (t)e ). (7

In a standard second-order perturbative treatment, it is normally assumed that the environment correlation function decays
quickly, and one may therefore replace pspy(t — ) = ps.py(t) [53]. This corresponds to the assumption of Markovianity.
However, an infinitely short memory time also automatically follows from the assumption that the spectral density is flat, i.e.,
Jr(v) =Dy lgk|?8(v — v) = (y/2m)0(v), where 6(v) is the Heaviside step function. Then,

o0

Z |gk|zeiiwks — / dePT(v)eii(wx—wR—v)S
Kk —00
oo oo
e doe™ ~ L[ dvet = o), ®)
27 J oy —on) 27 Jooo
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where the lower integration bound can be extended to negative
infinity due to the large optical frequencies involved. Inserting
this into Eq. (7), we obtain

s
%m = y{a—D*a)ﬁs,pN(r)o*D(r)

1L
—5[0 o ’IOS,PN(t)]+}- 9)

In the polaron frame, the TLS-phonon interaction has been
absorbed into the definition of the polaronic excitation. This
allows for a Born approximation for the residual phonon
degrees of freedom. Following standard polaron theory, we
obtain a Lindblad propagator for the polaron by substituting
phonon operators by their expectation values with respect to a
thermal state [38,40,43,51]. For this, we replace

D' ()ps,pn ()D(t) — ps,pn(OTHD () p6D(t)] = Ps,pn (1),
(10)

where pg is the density operator of a Gibbs state [53]. This
results in

dps,pn
dt

where the Lindblad dissipator [55] for a given operator
O acting on a density operator p reads L£[O]p = OpO' —
((O"0p — pO?0)/2. Equation (11) shows that a TLS exci-
tation decays with rate y, which is only determined by the
light-matter coupling. Previously, it has been argued that the
transition rate has to be renormalized due to a Franck-Condon
displacement of the excited state [41,56], while others reached
the conclusion that this is not the case [40]. In the former case,
the rate would change corresponding to the renormalization of
the transition dipole.

This seeming contradiction arises from assuming different
hierarchies of correlation times for the phonon and the photon
environment. Making an explicit Markov assumption (negli-
gibly short correlation time) for the photon environment by
choosing a flat spectral density, we disambiguate this hierar-
chy and obtain the same results as those obtained when first
taking the Markov limit for the photon environment [34,43].
Typically, the phonon correlation time exceeds the photon
correlation time significantly, except in the case of strongly
coupled high-quality microcavities [57].

Note that while the overall decay rate is not altered by the
phonon coupling, it includes emission via the zero-phonon
line as well as the phonon sidebands. The fraction that is
emitted via the zero-phonon line does, in fact, depend on the
strength of the emitter-phonon coupling and on the tempera-
ture (see Ref. [34]).

) =yLlo_1pspn(), (11)

D. Dynamics of the bare electronic excitation

In the previous section, we found the equations of mo-
tion governing the decay of a polaronic TLS excitation. In
this section, we obtain the time evolution of a TLS coupled
to a phonon environment that is initialized in an arbitrary
electronic state in the original, i.e., not polaron-transformed,
frame, while the phonon environment is in a thermal state
described by the density operator ppy(0).

For this, we transform the initial state into the PF, apply
the dynamical map M(t) : pspy(0) — Ps.pn(t), mapping the
initial state represented in the polaron frame to its state at time
t, and we transform the result back by applying the inverse
polaron transform. Consequently, the time evolution of the
density operator for the bare electronic state is given by

ps(t) =Trpn [T~ HO{IM@OTps(0) ® ppn (O], (12)

where T[pl=UpUT and T'(#)[p] = UT()pU(t) are the
polaron transform and inverse polaron transform, where
Ut) = e 7 Ue™ T, with Hp = 1Y wgb]bg. The time de-
pendence of the inverse polaron transform stems from moving
back from the interaction picture to the Schrodinger picture.

The dynamical map M(¢) can be obtained by solving the
equations of motion given by Eq. (11) for arbitrary initial
states ps(0). Setting the polaron energy to zero, i.e., wxy —
wgr = 0, we obtain

Pxx (1) = px x(0)e™"", (13a)
P6.6(1) = p6,6(0) — px x (0) (e — 1), (13b)
Po.x(t) = Pox(0)e 7", (13c)

where we have defined p, o (1) = (| ps.pn(t)]’) Wwith o, &’ €
{G, X}.

Thus, for an arbitrary initial bare electronic density opera-
tor with elements p, o () = (@|ps(t)|e’), we obtain

ps(t) = px x (0)e "' X )(X]|
+ pe.x (0)(D@)DY)e "G (X|
+ px.c(0)(D'(1)D)e 7" |X)(G|
+ {1 =1 = pg.c(®]e GG  (14)

We explicitly calculate the expression (D(¢)D') in Sec. $3.3
of the Supplemental Material (SM) [58], and we obtain

(D'()D) = (D'DO)* = k*exp (@(t)).  (15)

Here, we have introduced the usual environment correlation
function

© Jpn(w) ..
d(r) = / e [coth(Bw) cos(wt) — isin(wt)], (16)
and the expectation value of the displacement « =
exp ((0)/2).

For concreteness, we specify the phonon coupling by us-
ing a standard spectral density for self-assembled GaAs QDs
[10,45,59], which is strongly dominated by the deformation
potential coupling to longitudinal-acoustic phonons, and it can
be derived from microscopic theory [60,61]. The correspond-
ing coupling spectral density is

Ion(@) =) E28(w — wq)
q

3 2 2

Y (Dee”F —Dpe T, (17

- 2uhc?

with the mass density wu, the electron (hole) deformation
potential D, (Dy), the electron (hole) cutoff frequency w,
(wp), and the speed of sound c;. We use realistic values
for InGaAs/GaAs QDs at a temperature of 7 =4 K and
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FIG. 2. Dynamics of a two-level system initialized in the coher-
ent superposition (|X) + |G))/2 coupled to a phonon environment at
T =4 K as well as a photon environment with flat spectral density
corresponding to a radiative lifetime of ¥ ~! = 0.2 ns. We find a per-
fect agreement of our analytic results (solid lines), which predict no
change in radiative decay rate with our numerically exact simulations
(circles). A logarithmic time axis has been used to cover the two
timescales of the system evolution.

a radius of approximately 4 nm (cf. Ref. [50]). Numeri-
cal parameter values are given in Sec. S4 of the SM [58].
Equations (11) and (14) predict that, under the assumption
of a flat optical spectral density Eq. (8), radiative decay is
not altered by the coupling to the phonon environment. This
prediction is corroborated by numerically exact calculations
that simultaneously include both environments (cf. Fig. 2).
For this we use a state-of-the-art process tensor method that
delivers numerically converged system dynamics irrespective
of the system-environment coupling strength. This method
also takes into account possible cross-interactions of different
environments by efficiently combining their process tensors
[45,46]. For our simulations, we use the ACE code described
in Ref. [62].

Further, looking at the coherences between the ground and
excited states, we observe, both in our analytical as well as
in our numerically exact results, an initial, noncomplete, drop
known from the independent boson model, which arises due
to the super-Ohmic nature of the chosen coupling spectral
density [40]. Superimposed is a long-time decay of the co-
herences due to the electromagnetic coupling.

III. PHONON INFLUENCE ON SUPERRADIANT DECAY
OF TWO TLSs

Compared to the emission of a single dipole, the radiative
decay of two or more emitters is more complex due to the
impact of interemitter coherences on the radiation process.
Most notably, in the case of superradiance, transitions of N
emitters along a collective symmetric superposition state lead
to a transient enhancement of the radiative decay rate that is
proportional to N2. At the same time, all nonsymmetric states
decouple from the electromagnetic environment [1].

In this article, we focus on only two emitters. In this case,
the presence of a phonon environment enables transitions be-
tween the bright symmetric and the decoupled antisymmetric
electronic superposition state. Previous works have shown that
these processes can be represented in a polaron picture by the
decay rate of the symmetric (antisymmetric) polaronic state
being reduced (enhanced) with respect to the phonon-free case
[29,38]. In this section, we recapitulate the necessary steps to
arrive at this rate renormalization. However, it will become
apparent in Sec. IV C that this is insufficient to describe the
evolution of a bare electronic state. Therefore, the second goal
of this section is to show how the polaron description can
be extended to analytically derive the time evolution of bare
electronic emitter states.

A. Bare system Hamiltonian

In analogy to Sec. II, we introduce two emitters (QDs)
coupled to individual phonon environments and a common
electromagnetic environment. The corresponding Hamilto-
nian is

H = Hs + Hpr + Hpy, (18)

where H is the Hamiltonian of the two emitters, and Hpy
describes two phonon environments and their interaction with
their respective emitters. Hpy describes a common electro-
magnetic environment and its interaction with both emitters.
We describe the two emitters as TLSs, with ground
states |G;) and excited states |X;), j =1, 2, and we denote
the corresponding raising and lowering operators by 0’1—72 =
|X1/2)({G1/2| and 01_/2 = (al’;z)T, respectively. We assume that
the two TLSs possess transition frequencies w; and w;, i.e.,

Hs=hY wjojo;. (19)

j=1.2

In general, the two emitters couple with different phases to
the electromagnetic field modes, according to their position,
R; and R; [9]. However, when their spatial separation is
sufficiently below the wavelength of the emitted light, i.e.,
(R;y — Ry) -k = 0 for all relevant wave vectors K, then the
light-matter Hamiltonian can be written as

Hpy = Ji Z vapay + hv/2 Z e(ogal +ofay), (20)
k k

with o, = (o] £ 0;7)/+/2. Thus, we introduce the Dicke
basis states of the single excitation manifold,

1
— (X1, G2) + |G1, Xa)),
V2

1
V2

which we refer to as the ‘symmetric’ and the ‘antisymmetric
state’, respectively. The antisymmetric state |W,) is com-
pletely decoupled from the electromagnetic field, while the
electromagnetic field coupling strength to the symmetric state
|Wy) is enhanced by a factor of /2 compared to the individual
emitter coupling. Hence, transitions through the bright sym-
metric state experience an increase in the radiative decay rate

|Ws) = 0§ |G1, Go) = (21a)

|W4) = 0, 1G1, G2) = —=(IX1, G2) — |G1, X2)),  (21b)
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by a factor of 2, whereas the antisymmetric state remains dark
[cf. Fig. 1(b)].

B. Polaron transform and radiative decay rate renormalization

We now introduce the vibrational environment, which, for
self-assembled QDs, is constituted by LA phonons of the bulk
material [50]. In this three-dimensional environment, phonon
wave packets disperse quickly, limiting the phonon coherence
length to a few nanometers [63,64]. Due to the distance be-
tween two QDs typically being much larger than this, the
vibrational environment can be assumed as a local phonon
bath for each individual emitter [10]:

Hex =Y [wgh], jbq.j+ 0707 & (Bl +bg )] (22)
ja
with creation (annihilation) operators of the q-mode of the
Jjth phonon environment bf]’ j (bq,j), mode frequencies wgq, and
phonon coupling strengths & | = &q2, which we assume to be
real [65].

Similar to the case of a single TLS, the dynamics of the po-
laronic excitations, captured in the PF, will be described using
a Markovian master equation, as the dominant non-Markovian
environment effects have been absorbed into the definition of
this vibronic excitation. For two phonon environments, the
polaron transformation becomes

U= 0].77].+ + oj*aj’Dj (23)
with the displacement operator for an individual QD j,

D; = [ [ exp((6q. b} ; — & ibq.j)/@q)- (24)
q

Then, the successive application of polaron transform opera-
tors can be expressed in the collective basis:

Uit =Gy, G2)(G1, G| + X1, Xo) (X1, X2|D1Ds
+ (|Ws) (Wal + [Wa)(WsDD_
+ (W) (Ws| + W) (W4 D4 (25)

with Dy = (D; = D;)/2. We obtain the time evolution of
the reduced density operator for the bare electronic states by
generalizing the approach from Sec. II to two emitters. This
means solving

ps(@) =Trpy [T E{M@O)Tps(0) @ ppy (O}, (26)
where
Tlpl = Ul pl U, 7

itHg,

T @lp) =5 T [ple
= U (U (1)U (0 U (t) (28)

with 7" (71) being the (inverse) polaron transform superop-
erators for both phonon environments, and where U (1) =

itH, itH,
eTEul /2e’TE. The undisturbed phonon Hamiltonian reads

Heg=nh Zj,q a)qbz’jbq,j. In analogy to Sec. I, M(t) describes
the dynamical map for the combined system and phonon
environment degrees of freedom.

The impact of different dipole transition energies and a
nonflat spectral density on superradiance has been discussed

elsewhere [66—68], albeit not with an additional phonon cou-
pling. For this article, we restrict ourselves to the special case
of a flat spectral density for the electromagnetic environment
and identical emitters. This means that the phonon environ-
ments, as well as the dipole transition energies w;,; = wy,
are identical. While we provide a more extensive derivation
in Sec. S3 of the SM [58], here we only recapitulate its
essential steps. First, we apply the polaron transforms ¢/; to
the interaction picture Hamiltonian (18), which results in

H :hZofaj_(a)j — a)f) + hZ vkai’;ak
J k

+1Y glaDi0o; +aD;)of)  (29)
ik
with individual emitter renormalization energies wf =
Zq |&4./1*/@q. Analogously to Sec. II, we treat the light-
matter coupling perturbatively to second-order, and we obtain
a master equation for the combined phonon and electronic
degrees of freedom,

d ps,pn
dt

2
=y Z {(D;Gi_)ﬁS,PN(DjG;r)
i=

1 .
- 5[(Di0;+)(D}0j_), Ps,pnl+}- (30

To arrive at a reduced master equation in Lindblad
form [53], we again follow the standard polaron master
equation treatment by replacing phonon operators by their
expectation value with respect to a Gibbs state, ppy = pg.1 ®
pc.2. With cross-interactions between the polaronic Dicke
states dropping out due to the phonon environments being
identical, this yields a Lindblad propagator for the reduced
system density matrix in the PF [cf. SM Sec. S2 [58]],

d ps,pN
dt

= I'sLos]ps.pny + TaLloalPs,pn (3D

with FS/A = :|:K2))/ and Kk = Tr[Dl/szN,l/z(O)]~ For k =
1, we recover the phonon-free case, while k = 0 leads to
independent emission. From the polaron frame equations of
motion Eq. (31) [cf. SM Sec. [58]], the propagator M(¢) [cf.
Eq. (26)] can be determined.

Therefore, in the PF, we find that due to the electron-
phonon coupling, the decay rate of the symmetric polaronic
state |Wg) is reduced compared to the phonon-free case,
i.e., ['s < 2y. Meanwhile, the antisymmetric polaronic state
|W,) decays with a nonzero rate I'y > 0. This is depicted in
Fig. 1(c). Note that these decay rates are a limiting case of
those previously derived in Ref. [38] for molecular dimers. In
the following section, we make the case that these decay rates
do not tell the full story: The way in which the two-emitter
system is excited can lead to mixing between the symmetric
and antisymmetric polaronic Dicke state. This mixture in turn
determines the time evolution of the system not only on short
but also on extended timescales.
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IV. DYNAMICS OF TWO SUPERRADIANT EMITTERS
IN THE PRESENCE OF PHONONS

A. Phonon-induced decoherence of two emitters

In this section, we determine the time evolution of oc-
cupations of the bare electronic Dicke states |Ws) and [W,)
resulting from the coupling to the phonon environment. In
Ref. [10], we argued that the phonon influence within the
single-excitation manifold can be understood by mapping the
single-excitation manifold to an independent boson model. In
this section, we provide more insight by analytically deriving
the dynamics induced by the phonon coupling by utilizing the
framework presented in Sec. III B.

Within this framework, the case of free decoherence corre-
sponds to zero coupling strength to the photon environment,
i.e., M(t) = 1. Therefore, Eq. (26) simplifies to applying the
polaron transform at time zero and the back transform at
time 7.

In line with our assumption that the two emitters are iden-
tical and couple identically to the electromagnetic field and
their phonon environments, we only consider states that are
symmetric or antisymmetric with respect to the exchange of
particles. Thus for any electronic state pg it must hold that

Tr[(Walps|Ws)] = 1 (X1, Ga21ps|G1, Xa)
— (G, Xz2|ps|Xi, G2)) =0 (32)

and we <can write the initial state as pg(0) =

Pss(0)|[Ws) (Ws| + 0aa(0)[Wa)(Wal. We obtain
ps(t) =a—(t)[pss(0)|Wa)(Wal + paa(0)|Ws)(Ws]]
+ a4 (D[ pss(0)[Ws) (Ws| + paa(0)[Wa) (Wall (33)
with

> (D} (0)D, (1)}, (t)D, (0))

§1,82

a(t)

_ %(1 + 1% exp (2 Re[D(1)])),

a_(t) =Y (D] (0)D_,, (YD, (t)D-,,(0))

_ %(1 — «* exp 2 Re[®(1)]))

for sy, 50 € {4+, —}.

For initialization of the system with pgs(0) = 1, the oc-
cupations for the symmetric and the antisymmetric state are
shown in Fig. 3 for temperatures of 7 =4 and 77 K. As
one can see, the two phonon environments lead to partial
decoherence during the formation of the polaron, resulting in
transitions from the initial antisymmetric state to the symmet-
ric state. The amount of mixing increases with temperature.
To gain additional insight, we perform a change of basis into
the individual emitter basis and find

ps(t) = p11(0)|X1, G2) (X1, Ga2| + p22(0)|G1, X2)(G1, Xa|
+ p12(0) (k2RI Gy Xo) (X1, G
+ 021 (0) (i 2RIPON2 X, Go) (G, Xal, (34)

where 012(0) = 021(0) = [0s55(0) — 044(0)]/2 are the coher-
ences between the QDs, and p;;(0) = p22(0) = [pss(0) +

T=4K: pss— T'=771K: pss ---
PAA— PAA ~
1 i I I I I I
0.8 ' -
0.6 F O :
"O--0--0--0-0-0-0-0--0-
.0--0--0-0G-0-0-0-0--0-
04 F o i
02 |, -
O y | | | | |
0 2 4 6 8 10

t (ps)

FIG. 3. Decoherence behavior of two dipoles in the absence of
radiative decay, if initialized in the symmetric state |Ws). Depicted
are the symmetric (orange line) and antisymmetric (green line) state
occupations for 7 = 4 and 77 K. Additionally, we show numerically
exact simulations for 7 = 4 K (solid circles) and T = 77 K (rings).

044(0)]/2 are their individual occupations. Comparing this to
results for an individual QD given by Eq. (14), we find that
two phonon environments act on the interemitter coherences
of two TLSs like one environment acting on one TLS with the
new correlation function ®(r) + ®*(¢). This corresponds to
the aforementioned mapping of the single-excitation manifold
to the independent boson model [10]. Due to the super-Ohmic
nature of the quantum dot spectral density, the mixing be-
tween the dark and the bright state is not complete, reflecting
the incomplete decay of interemitter coherences. For other
types of spectral densities, most notably Ohmic ones, which
are relevant for many biological systems [69—71], this mixing
can be stronger and lead to a complete decay of coherences.
However, note that (sub-)Ohmic spectral densities lead to
divergences in the polaron approach.

B. Weak driving of superradiant QDs

Experimentally, Dicke states can be excited by utilizing
pulsed laser driving of both QDs [29]. In this section, we show
that the laser pulse duration determines if Dicke states of an
electronic or polaronic nature are excited and that their differ-
ent dynamics are accentuated in the weak driving limit. We
calculate the time dependence of the mean excitation number
n(t) = (o og + 0,0, ), from which the emitted intensity
can be obtained by differentiation, I(¢) = —dn(t)/dt. First,
we show that for short pulses the long-time evolution can
approximately be obtained analytically by solving Eq. (26).
Then, we investigate how the lifetime, obtained by a monoex-
ponential approximation, changes for different initial states.
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Afterwards, we compare these results to the time evolution
for longer pulse durations, which can be captured by solving
the PF equations of motion.

Like the common electromagnetic environment in
Sec. III B, the exciting laser couples via the symmetric
state operator to the two-TLS system, thus, naturally, it
couples to the bare electronic symmetric transitions. We
describe this using the Rabi Hamilton operator

Q(1)

Hpyiee (1) = T(U;— + GS_) (35)
with a Gaussian-shaped envelope
A e?
Q@) = e 22 (36)

V2o

with pulse area A, which allows us to control the overall
excitation put into the system. While varying the pulse length
o = TpwaM/+/ 8 In(2), we adjust for the pulse position to be
t. = 30 to account for more than 99.5% of the pulse area to
be captured in our simulations. If the pulse area is small, the
doubly excited state remains approximately unoccupied, as its
excitation is a higher-order process that requires transition-
ing through the single-excitation manifold. In the following
section, we use a pulse area of A = 7 /8, amounting to a
doubly excited state occupation of less than 1% of the single-
excitation manifold occupation. Therefore, we can restrict our
analysis to the single-excitation manifold.

1. Excitation with short pulses

If the pulse duration is very small—smaller than the dy-
namics induced by the phonon coupling—the laser pulse
effectively acts as a §-like excitation, and the situation cor-
responds to an initial value problem as described in Sec. III B
with pg(0) = |Ws)(Ws|. We show that the normalized mean
excitation number can be obtained by solving Eq. (26) for
M(t) = expl(T'sLy- + TuLl, )il and ps(0) = |Ws) (Ws|. We
compare this prediction with numerically exact results [cf. SM
Sec. 4 [58]], in which we explicitly account for the pulsed
excitation in Fig. 4.

While we show the whole derivation of our analytical result
in the SM [cf. Sec. S3.6 [58]], here we only state the final
result: We find the occupations of the symmetric and antisym-
metric state to evolve according to

(Wslps()|Ws) = e 'EL, (1) + e ME_L(t) — e &),
(37)

(Walps(®)|Wa) = e TS'E (1) + e ™ME__(1) — e E(1)

(38)
with
K4
& = - sinh 2 Re[@(1)]), (39)
Eqs, = 111+ 5167 + 52[k* cosh (2Re[®(1)])
+ 512 cos (2 Im[®(H)D]]. 40)

We make two key observations: First, due to the phonon inter-
action we observe transitions from the bare symmetric to the
antisymmetric state, similar to the previous section. Moreover,

n(t)/no

t (ns)

FIG. 4. Normalized excitation number of two superradiant emit-
ters driven by a laser pulse at + = 0 with area A = /8 for two
different pulse lengths. Normalization factors: ny = 0.036 for t =
0.1 ps, and ny = 0.027 for t = 20 ps. We show that these two cases
are well-represented by the mean excitation number of electronic
excitations, ng, as calculated via Eq. (26) with ps(0) = |Ws) (W],
and the excitation number np, obtained by solving the PF master
equation with pg(0) = |Ws)(Ws|, respectively.

we see an effect of the phonon bath long after its correlations
have decayed: The dark and bright electronic states decay
biexponentially with rates associated with the symmetric and
antisymmetric polaronic Dicke states.

This biexponentiality can also be observed in the excitation
number:

n(t) = (Wslps()|Ws) + (Walps(t)|¥a)
=11+ D) + e (1 — k). 41

Thus, neither a perfectly bright nor a perfectly dark state exists
in the presence of a vibrational coupling. This absence is
twofold: First, one can see that the decay rate of the polaronic
bright state is reduced compared to the pure atomic case, i.e.,
I's < 2y. Second, as a core result of this article, we make the
following observation: The maximum decay rate I's as pre-
dicted in the polaron frame cannot be realized with ultrashort
pulses. This is because an ultrashort pulse excites the bare
electronic symmetric state, which inherits decay properties
from the polaronic dark, as well as the polaronic bright state.

2. Excitation with long pulses

We now turn to excitation with a pulse duration that ex-
ceeds the phonon correlation time by far. Physically speaking,
this means that the phonon environment equilibrates while
the system is driven into the target state. As our analytical
expressions are not able to account for laser driving, we rely
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on our numerical method to obtain predictions for the mean
photon number, as shown in Fig. 4.

Comparing this with the results for short pulses, one no-
tices substantial differences: Instead of a significant mixing
between the bright and dark states after the initialization, as
observed in Sec. IV B 1, we observe that this mixing can be
heavily suppressed for long pulse durations by suppressing
the dark state contribution. Indeed, we find that the excitation
number following excitation can be approximately obtained as
the solution of the equations of motion in the polaron frame
with pg(0) = [Ws)(Wsl, ie.,

n(r) = exp(=Tst), (42)

while differences can be attributed to the finite excitation
time o.

This behavior can be interpreted in the following way:
Since the dynamics induced by the laser is much slower
than the dynamics of the phonon bath, the phonon environ-
ment undergoes an adiabatic displacement while the system is
transferred into the excited state. This means that instead of
the bare electronic symmetric state, the symmetric polaronic
state gets excited by the laser. Thus, the system is governed
by the polaron equations of motion, which allow for a mono-
exponential decay.

3. Initial state dependence

As we have just demonstrated, for ultrashort pulses one
obtains nonadiabatic excitation of bare electronic states, while
one can adiabatically excite polaronic Dicke states with long
pulses. This leads to a limitation in superradiant enhance-
ment due to a mixing of polaronic bright and dark state
occupations during initial polaron formation for short pulse
durations. In this section, we show that this limit persists if a
different electronic state is initialized within the single exci-
tation manifold. For this we investigate the dynamics of any
possible single-excitation manifold state, given by pg(0) =
Paa(O)|W4) (Wal + p55(0)|Ws)(Ws|, which can be prepared
by controlling the phase between two lasers exciting two
emitters placed in a planar waveguide in the perpendicular
direction [72].

In Sec. S3.4 of the SM [58] we give the time evolution
of an arbitrary initial state pg(0). We plot it for the special
cases of pgs(0) =1 and psa(0) = 1 in Figs. 5(a) and 5(b),
respectively. Additionally, we show that the results can be
reproduced with our numerically exact methods [cf. Sec. S4
[58]] by overlaying the analytical solutions with the outcome
of our simulations.

We then obtain the mean excitation number in the system
given for each initial state,

n(t) = pss(0)(e™' (1 + k2) 4+ ™ (1 — k?))
+ pan(0)(e (1 — k) + ™' (1 + %),  (43)

which generalizes Eq. (41).

While superradiant decay is not monoexponential, we still
want to estimate how long an excitation remains in the sys-
tem (see Fig. 6). Thus, we define the lifetime t as the time
for which the mean excitation number has decayed to 1/e,
which equals the inverse decay rate for monoexponential
decay. Figure 6(b) shows the thus defined lifetimes 7z if

—~~
coocol

—~~~
coocol :
O RO OO0

FIG. 5. Occupations of the basis states |Gy, G,), |Ws), |W4) for
(a) the initial state ps(0) = |Ws)(Ws|, (b) the initial state ps(0) =
(W) (Wal.

the system is prepared in the bare electronic state, and tp if
prepared in a polaronic state, for different initial states. We
observe differences that become extremal for initialization in
the bright and dark states, while the minimum (maximum)
lifetime can still be achieved by initializing the system in the
bright (dark) electronic state. For better visibility, we show the
difference At = tp — t¢ normalized to the polaronic lifetime
in Fig. 6(a).

Concluding, we find changes of several percent in the ob-
served lifetime depending on whether the excitation is born
in an electronic or a polaronic state. Additionally, it is not
possible to exceed the limiting rates dictated by the polaronic
Dicke states regardless of the initialization.

FIG. 6.
predictions of polaronic excitations and bare electronic excitations
for the initial state dependence of the lifetimes of single excitations.
(b) Initial state dependence of excitation lifetimes 7z (blue) and tp
(orange) of a polaronic and electronic excitation, respectively. The
lifetime values are normalized by the single emitter decay rate y.

(a) Normalized difference At = tp — 7z between the
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FIG. 7. Normalized excitation number n(t)/nyax, Where np, =
max; n(t), for different laser pulses. We show excitations with differ-
ent pulse areas A for pulse lengths of 7 = 0.1 ps (solid) and t = 20 ps
(dashed). The shaded areas indicate the resulting differences for
different pulse lengths.

C. Pulse area dependence of the decay dynamics

We have found that for small pulse areas—this means for
negligible doubly excited state-populations—the excitation
pulse duration determines if the initialized system states are
bare electronic or polaronic states, or somewhere in between.
This has an influence on the long-time dynamics of the two
TLSs. The fact that the polaron transform does not change the
doubly excited state occupation suggests that the situation will
change if the doubly excited state gets significantly occupied
by increasing the pulse area of the laser pulse.

In Fig. 7 we show the excitation number dynamics of the
two emitter system after pulsed excitation of the bright state
for different pulse areas in two cases: We consider excita-
tion with a pulse length of ¢ = 0.1 ps, and excitation with
T = 20 ps. To compare the cases of different pulse areas, we
normalize the excitation number to its maximum right after
the pulse. This is necessary as the maximum excitation num-
ber changes with the pulse area.

We observe that the difference between “bare electronic”
and the “polaronic” initialization gets smaller the more the
pulse area is increased. This can be understood by solving
the polaronic and the bare electronic equations of motion for
the initial state being the doubly excited state. We find that
the time evolution for both the bare electronic as well as the
polaronic states is identical,

(X1, Xo| ps(0)|X1, Xg) = e, (44a)

1T
(Wsps(1)|Ws) = EF—S(I — e e (1 4 k%)
A
1T
T, 0 e e =k,

(44b)

1T
(Walps(t)|Wa) = zr_s(l —e e (1 — k?)
A

T
+§F—;‘(1 — e e T (1 4 i),

(44c)

Ff‘ —Tsg + F_% Tt
4T

r r

Ao Tut . _SoTst 41 (44d)
Iy 'y

with I'yx = 'y + I's = 2y. This is the immediate conse-
quence of the doubly excited state containing no interemitter
coherences. Thus, it is frame-independent and leads to iden-

tical dynamics in both frames. We obtain the mean photon
number

(G1, G2lps(1)IG1, Ga) =

Ly
t :2 —Dxxt —
n(t) =2e + T

S

(1 _ efrst )efl_‘Al

r
+ 51 = Tty Tt (45)
Iy

Thus, we can explain the vanishing pulse length dependence
for large pulse areas by a decreasing relevance of the initial
single-excitation manifold occupations with increasing occu-
pation of the doubly excited state.

V. SUMMARY AND DISCUSSION

Our goal for this article has been to investigate the in-
fluence of strongly coupled phonon environments on the
superradiant decay of two dipoles.

Building up in complexity, we first revisited a single emit-
ter to show that its decay rate, within a flat spectral density
assumption of the electromagnetic environment, is not im-
pacted by the phonon environment. By contrast, interemitter
coherences play a crucial role in superradiance, resulting in a
complex interplay between the phonon and photon environ-
ments, even for a structureless electromagnetic environment.
We have shown that the corresponding initial value problem
can nonetheless be solved analytically up to the calculation of
the environment correlation function, and we have presented
simple expressions for the time evolution of two superradiant
emitters.

To explore the intricate nonadditive nature of three par-
ticipating environments (one joint photon and two individual
phonon ones), we numerically investigated the impact of exci-
tation with a coherent resonant laser pulse. We have exposed a
dependence of the superradiant lifetime on the pulse duration.
This can be attributed to the laser exciting the system adiabat-
ically for long pulses, or nonadiabatically for shorter pulses:
Adiabatic excitation leads to the excitation of the symmetric
polaronic state, which decays exponentially and minimizes
the lifetime (in keeping with “fast” superradiant emission).
By contrast, the bare electronic bright state, which is ex-
cited by short pulses, also possesses polaron frame dark state
components that lead to an increase of its effective lifetime.
We have shown that this behavior is most pronounced in the
low excitation regime where the frame-independent doubly
excited state is only negligibly occupied.

The analytic expressions presented in this article are valid
as long as the spectral density does not lead to divergences
under polaron transformation and for when the weak-coupling
approximation for the photon environment holds. Then, a
super-Ohmic spectral density, which captures the dominant
deformation potential coupling of excitons to phonons in self-
assembled III-V quantum dots [50,52], and the vibrational
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FIG. 8. Normalized intensities of two superradiant quantum dots
excited by a laser pulse at# = 0 with pulse area A = 7 /8 at different
temperatures. The dashed lines represent driving with a pulse length
of r = 0.1 ps and the solid lines represent t = 20 ps. For every tem-
perature, normalization is performed with respect to the maximum
intensity reached for 7 = 0.1 ps.

environment of certain organic molecules [51], leads to a
limited degree of mixing between polaronic dark and bright
states (see Fig. 3). Different amounts of—or even complete—
mixing of polaronic states can be expected for different
choices of spectral density. More involved situations, e.g.,
Ohmic spectral densities for which the polaron transform is
not well defined, require other approaches for accurate pre-
dictions, such as a variational polaron transformation [73], or
numerically exact methods [44,45].

In Fig. 8 we show the impact of more strongly coupled
environments on the intensity, which is directly accessible in
the experiment. To control the effective coupling strength, we
vary the temperature of the environment and compare short
with longer excitation laser pulse duration. At low temper-
ature, the biexponentiality becomes visible while it almost
vanishes at high temperature. Instead, we observe a dynam-
ical decoupling [40,74] of the phonon environment for short
excitation pulses, leading to an increased intensity compared
to adiabatic excitation.

We expect that our qualitative conclusions regarding the
influence of strong phonon coupling on superradiant emission
are not limited to two emitters, but will persist in a similar
fashion if the number of participating emitters is increased.
However, such scaling up raises interesting broader questions
about the robustness of cooperative emission to noise and
disorder [75,76], and about the validity of the weak-coupling
approximation for the electromagnetic environment.

Our results stress the physical relevance of the chosen
frame in which approximate predictions are made. In our case,
this manifests in the ability of the laser driving to switch
between different frames, in which the resulting excited states
feature different superradiant decay characteristics. Our ar-
ticle, therefore, introduces important concepts for further
theoretical and experimental investigations of collective quan-
tum effects in realistic condensed-matter situations.
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