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Relaxation dynamics in the self-propelled Voronoi model for epithelial monolayers

Meng-Yuan Li and Yan-Wei Li *

Key Laboratory of Advanced Optoelectronic Quantum Architecture and Measurement (MOE), School of Physics,
Beijing Institute of Technology, Beijing 100081, China

(Received 24 January 2024; accepted 2 August 2024; published 23 August 2024)

Cell monolayers and epithelial tissues display slow relaxation dynamics during the reversible transition
between mesenchymal and epithelial cells, a phenomenon directly relevant to embryogenesis, tumor metastases,
and wound healing. In active cells, persistent motion induces collective dynamics that significantly influence
relaxation behavior. To better understand the role of persistence in cell relaxations, we perform extensive
simulations and employ cage-relative measures to address the previously overlooked system size effects in
model active cells. We identify the glass transition at various persistence values, demonstrating conventional
near-equilibrium supercooled dynamics at low persistence. However, highly persistent cells exhibit distinctive
intermittent dynamics associated with intermittent local T1 transitions, where cell velocity correlates over space
with a characteristic length ξ . More significantly, we formulate a universal relationship predicting the global
relaxation time based on the T1 transition and the spatial velocity correlation across a wide range of persistence
values. Specifically, the relaxation time demonstrates a power-law dependence on the irreversible T1 transition
rate, multiplied by exp(ξ ). Here, ξ vanishes at small persistence in nearly equilibrated cells, and the irreversible
T1 transition rate diminishes towards the mode-coupling glass transition point.
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I. INTRODUCTION

Active systems harness energy from the environment, drive
themselves significantly beyond equilibrium, and induce per-
sistent motion among their constituents [1,2]. Among these,
active cells have been intensely explored [3–10]. It has been
found that, depending on cell deformability and mobility,
active cells in biological tissues exhibit a reversible transition
from fluidlike mesenchymal cells to a solidlike epithelial layer
[3–5]. These transitions play crucial roles in various biological
processes, such as organ development, tumor metastases, and
wound healing [7,11–18].

Recent experiments and simulations have revealed that tis-
sue fluidization has many similarities to the glass transition
in both passive and active conditions [3,19–23]. For instance,
typical supercooled dynamics occur during this transition.
They include the caging behavior where cells are confined by
their neighbors, a two-step relaxation process involving ini-
tial rattling of cells within the cage (β relaxation) succeeded
by long-range motion following cage escape (α relaxation),
and collective and heterogeneous dynamics [3,19,20,22,23].
In addition to the typical slow and heterogeneous dynamics,
active systems may exhibit a variety of intriguing phenom-
ena, such as emergent collective motion and intermittent
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dynamics. Collective behavior belongs to the category of dy-
namic self-assembly, characterized by spatial correlations and
non-Gaussian distributions of velocity or displacement. This
phenomenon has been widely observed in various systems,
including active particles [24–27], fish schools [28], and bac-
terial colonies [29]. Intermittent dynamics, characterized by
sequences of jumps between mechanical equilibria, arise from
the balance between self-propulsion forces and interacting
forces [27,30,31]. Previous studies identified the collective
behavior as well as the intermittency of both global kinetic
energy and local plastic events at large persistence in active
particulate systems with pair interactions in two dimensions
[27,30]. However, such intermittency is absent in three dimen-
sions due to the inability to achieve force balance conditions
[32].

Unlike particulate systems with simple pair interac-
tions, soft polymeric particles—such as biological tissues
[3,5,33], star polymers [34–36], dendrimers [37], microgels
[38], polyelectrolyte stars [34], and soft granular particles
[39,40]—deform when stressed by their neighbors, indicat-
ing that their interparticle interactions are of a many-body
type. Additionally, plastic rearrangements primarily depend
on topological T1 processes, which are the main mecha-
nism for cell neighbor exchanges [23,33,41,42]. In active
cells, intermittent T1 transitions are observed when neigh-
bor exchanges are artificially controlled [6]. This intermittent
phenomenon may not be attributed to the force balance mech-
anism mentioned above. It remains uncertain whether and
under what conditions intermittent dynamics occur in freely
evolving self-propelled cells. The intrinsic relationship be-
tween local topological T1 processes, collective motion, and
global long-time α relaxation remains elusive. Furthermore,
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most previous studies on two-dimensional (2D) cells focused
on relatively small systems comprising several hundred cells.
The contribution of system size effects to the dynamics of
2D active cells remains a topic of debate. In contrast to 2D
thermal systems, where long-wavelength fluctuations lead to
a strong dependence on system size [43–46], such fluctuations
may be suppressed in active systems [47].

In this work, we explore the interplay between deforma-
bility and mobility in active cells and investigate the resulting
relaxation dynamics. Our analysis reveals hitherto unexplored
system size effects stemming from long-wavelength fluctu-
ations in cells with small persistence, effectively addressed
through cage-relative (CR) measures. Conversely, extended
systems are required to account for additional nonequilib-
rium effects at large persistence. After mitigating these size
effects, we identify the glass transition line in the plane of
persistence time and deformability. We identify intermittent
kinetic energy and the associated intermittent T1 transitions
at large persistence, shaping a distinctive relaxation process.
The distinct relaxation modes at short and long persistence
times are encapsulated in a universal function describing the
close correlation of the α relaxation time with the irreversible
T1 transition rate and the length scale of spatial velocity
correlations.

II. MODEL AND METHODS

We study the polydisperse self-propelled Voronoi model
describing an active system of confluent epithelial cells
[3,33,48–52]. The configurational degrees of freedom are the
centers of mass of the cells {ri}, and their Voronoi tessellations
determine the shapes of the cells. The mechanical energy of
a cell depends on its area Ai and perimeter Pi, Ei = KA(Ai −
Ai

0)2 + KP(Pi − Pi
0)2, where Ai

0 and Pi
0 are preferred values,

while KA and KP are area and perimeter elastic constants.
The two quadratic terms are from biological considerations
[3,21,33,48–51,53]. Hence, the dimensionless energy func-
tional is

e =
N∑

i=1

[(
ai − ai

0

)2 + r−1
(
pi − pi

0

)2]
, (1)

where ai = Ai/l2 and pi = Pi/l , with l being the unit of length
which we have chosen so that 〈ai〉 = 1. We fix the inverse
perimeter modulus, r = KAl2/KP, and the mass of cells m
to unity. The preferred area ai

0 is uniformly distributed in
the range 0.8–1.2 to avoid crystallization, while the preferred

perimeter is fixed to pi
0 = p0

√
ai

0, with p0 being the target
shape index, which biologically characterizes the competition
between cell-cell adhesion and cortical tension and deter-
mines the cell deformability [49,54]. Higher values of p0

correspond to more deformable cells.
Cell centers {ri} evolve according to the overdamped equa-

tions of motion ζ dri
dt = fm

i + fa
i [3], where fm

i = −∇ie is
the mechanical interaction force. ζ is the frictional coeffi-
cient, which also sets our time unit τ = ζ/(KAl2). fa

i = v0n̂i

is the self-propulsion force with constant magnitude v0 = 1
and is directed along the polarity vector n̂i = (cos θi, sin θi ),
where the polarity angle θi is perturbed by ∂tθi = ηi, with
ηi being a Gaussian white noise of zero mean and variance

〈ηi(t )η j (t ′)〉 = 2Drδ(t − t ′)δi j . Here, Dr is the rotational dif-
fusion coefficient resulting in persistence time τp = 1/Dr .
When τp → 0, equilibrium Brownian motion is recovered. In
this work, we investigate the relaxation as the shape index p0

and the persistence time τp are varied.
We carry out simulations in a square box under periodic

boundary conditions [55]. The number density is set to 1.
Voronoi tessellations are computed using the Boost C++
Voronoi library [56]. To obtain reliable results and improve
statistical accuracy, we average the results over five indepen-
dent runs for each state point. The number of cells N ranges
from 256 to 104, and N = 3600 for most of our results, if not
otherwise specified. We discuss below the important effect of
system size on the relaxation dynamics of the active cells.

III. RESULTS AND DISCUSSION

A. Glass transition and system size dependence

A rigidity transition was identified at zero temperature by
decreasing the target shape index p0 to p0 � 3.81 [49,54]. In
active cells, the glass transition occurs as p0 decreases, with
the transition point contingent on the values of the persistence
time τp [3]. We first characterize the τp-dependent liquid-glass
transition boundary by investigating the relaxation dynamics.
This analysis considers the previously unexplored system size
effect, and we further delve into its origin. We study the mean
square displacement (MSD) 〈�r2(t )〉 = 〈 1

N

∑N
i=1 �ri(t )2〉,

where �ri(t ) represents the displacement of cell i during
time t , and the self-intermediate scattering function (ISF)
Fs(q, t ) = 〈 1

N

∑N
j=1 eiq·�r j (t )〉, with q = |q| being the wave

number of the first peak of the static structure factor. The MSD
exhibits ballistic behavior at short times, 〈�r2(t )〉 ∼ v2t2,
with v2 = 〈v2

i 〉 being the mean square velocity. We observe
a convergence of MSD in the ballistic regime at τp = 0.1,
while v2 decreases as p0 is reduced at τp = 100, suggesting a
significant impact of activity on the velocities, as discussed in
detail in Fig. 8 in Appendix B. This observation is analogous
to that in the dense assembly of persistence particles [27]. At
longer times, the system directly enters the diffusive regime
at large p0 in the liquid states. Conversely, we find caging,
characterized by the long plateau in the MSD [Figs. 1(a)
and 1(b)], and the emerging shoulder in the ISF [Figs. 1(c)
and 1(d)] for a small system size before the system becomes
diffusive at small p0 in the supercooled states.

The dynamics depend significantly on system size, par-
ticularly in the supercooled regime, as observed in the ISF
for τp = 0.1 [Fig. 1(c)], as well as in both the MSD and
the ISF for τp = 100 [Figs. 1(b) and 1(d)]. One contribution
to this system size dependence is long-wavelength fluctua-
tions, which are known to be relevant in two dimensions
[43–46,57], evidenced by the linear dependence of the square
root of the Debye-Waller factor

√
〈u2〉 on

√
N [Fig. 1(b),

inset]. Filtering out the impact of long-wavelength fluctu-
ations is achieved through CR measures [43–46], wherein
the standard displacement �ri(t ) in dynamical quantities
is replaced by the CR displacement �ri

CR(t ) = �ri(t ) −
1/Ni

∑Ni
j=1 �r j (t ), with the sum extending over the Ni neigh-

bors that particle i has at time 0. A data collapse of the CR-ISF
F CR

s (q, t ) is observed for various system sizes at τp = 0.1
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FIG. 1. Dynamics and its dependence on the system size for small and large values of persistence time. Time dependence (a) of the
mean square displacement, (c) of the self-intermediate scattering function, and (e) of the cage-relative self-intermediate scattering function
at persistence time τp = 0.1. Solid squares and open circles are for p0 = 3.75 and p0 = 3.5, respectively. (b), (d), and (f) show the time
dependence of the same quantities for τp = 102 at p0 = 3.3 (solid squares) and at p0 = 2.85 (open circles). Different colored symbols in all
main panels indicate different system sizes ranging from N = 256 to N = 3600 for τp = 0.1 and up to 104 for τp = 102. Black dashed lines in
(b) mark the Debye-Waller factor 〈u2〉 evaluated from the plateau of the mean square displacement, and the inset in (b) demonstrates the linear
dependence of 〈u2〉 on

√
N .

[Fig. 1(e)], where nonequilibrium effects are not prominent.
At τp = 100, conversely, data collapse is observed for the CR-
ISF only in the short-time ballistic and caging regimes, not in
the long-time α relaxation regime, although there is a qual-
itative change in the relaxation behavior from an anomalous
one-step decay in the ISF [Fig. 1(d)] to a two-step decay in the
CR-ISF [Fig. 1(f)]. Hence, nonequilibrium effects may also
contribute to the system size dependence. This necessitates the
investigation of a relatively large system at large persistence
times. In Fig. 6 in Appendix A, we observe a result analo-
gous to the CR-ISF by investigating the bond-orientational
correlation function, which, by definition, is unaffected by
long-wavelength fluctuations. In the following, we employ
CR measures for quantities influenced by long-wavelength
fluctuations and focus on a system with N = 3600 for all
values of τp. This choice ensures that system size effects are
negligible, even for the largest τp studied [τp = 100; Fig. 1(f)].

We define the CR α relaxation time τCR as F CR
s (q, τCR ) =

e−1 and plot in Fig. 2(a) the p0 dependence of τCR for various
values of τp. Fitting τCR(p0) with the algebraic prediction of
the mode-coupling theory [58], given by τCR ∼ (p0 − pc

0)γ ,
enables the determination of the liquid-glass transition bound-
ary pc

0 for different τp. pc
0 is indicated by black squares in

Fig. 2(b). In Fig. 2(b), we additionally include the liquid-solid
transition boundary defined by the structural order parameter,
〈q〉 = 〈pi/

√
ai〉 = 3.81. Our results are represented by solid

violet squares, while those from Ref. [3] are shown as open
black triangles. They closely coincide at small and intermedi-
ate values of persistence times but exhibit significant deviation
at the largest values of τp we studied. This deviation may be

attributed to differences in system size and the crystallization
tendencies of the studied systems, as we study a polydis-
perse system with 3600 cells, whereas the system in Ref. [3]
is monodisperse with 400 cells. Furthermore, we observe a
decoupling between the dynamical glass transition and the
static transition defined by 〈q〉 = 3.81, which contrasts with
the findings in Ref. [3] but is consistent with observations
in a binary mixture of cells under thermal equilibrium [22].
We note that in Ref. [3], the dynamical transition line was
determined by the disappearance of diffusivity, whereas like
Sussman et al. [22], we define the dynamical transition based
on the divergence of relaxation time. The decoupling between
diffusion and relaxation is a commonly observed phenomenon
[59], which could account for the disparate observations. The
glass transition of active cells, illustrated in Fig. 2(b), further
suggests that both deformability and persistence time impact
the glass transition boundary, and pc

0 increases monotonically
as τp decreases. However, we demonstrate in the following
that the relaxation dynamics differ significantly at large and
small values of τp.

B. Intermittent dynamics

We select nine state points with comparable τCR at different
values of both τp and p0, as indicated in Fig. 2(a) (1–9). We
first find that the persistent propulsion induces spatial correla-
tion of the velocity, quantified by Cv (r) = 〈v(r) · v(0)〉/〈v2〉.
In Fig. 3(a), we illustrate Cv (r) for state points 5–9, where
spatial correlation of the velocity is evident. The correlation
extends over a larger length scale with increasing persistence
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FIG. 2. The liquid-glass transition. (a) Dependence of the cage-
relative α relaxation time τCR on the target shape index p0 for various
values of the persistence time τp. Solid lines represent the fitting re-
sults from the mode-coupling theory. We specifically select nine state
points with comparable τCR � 7100, as indicated by the horizontal
black dashed line. (b) The glass transition of active cells in the τp-p0

plane. Black squares denote the mode-coupling glass transition point,
while the boundary line is from a fifth-order polynomial fit. The
violet squares mark the position where the structural order parameter
〈q〉 = 〈pi/

√
ai〉 reaches 3.81. The open black triangles represent

the fluid-solid boundary from Ref. [3] defined by 〈q〉 = 3.81 for a
monodisperse system with 400 cells.

time. We quantify the correlation length ξ by fitting Cv (r)
with the exponential form Cv (r) ∝ exp(−r/ξ ). In Fig. 3(b),
we present the resulting τp dependence of ξ . Remarkably, ξ

acquires finite values at τ c
p � 0.33 and grows with increasing

τp. The increasing spatial velocity correlation length has been
widely observed in active systems [24–27,60], implying the
necessity of a large system size to accommodate the cells and
their velocity correlation. This likely serves as the origin of
the observed system size effects in highly persistent cells.

In Figs. 3(c) and 3(d), we compare the time series of the
average kinetic energy, Ek (t ) = 〈0.5mv2〉, where v represents
the instantaneous velocity and the average is taken over all
cells, for state points 3 and 9. These state points correspond
to relatively small and large values of τp, respectively. We
observe Gaussian-like fluctuations of Ek (t ) at small τp, resem-
bling observations in thermally equilibrated systems. Here,
relaxation events are thermally activated, exhibiting broad
distributions of energy barriers in the energy landscape. In
contrast, at large τp, Ek (t ) displays sudden bursts and periods

of quiescence, indicating intermittent dynamics [27,30]. This
behavior arises from the alternation between mechanical equi-
librium states achieved through the balance between active
force and interaction force and rearrangement that drives the
system from one mechanical equilibrium to another.

Cell rearrangement relies on the T1 topological transition
[6,23,33,41,42], illustrated in Fig. 3(g), where an edge con-
necting neighboring cells (in blue) disappears and a new edge
connecting previously separated cells (in red) emerges. T1
transitions are tracked by checking the Voronoi neighbors
of each cell throughout the simulation. The time series of
the instantaneous number of T1 events nT1(t ) is presented
in Figs. 3(e) and 3(f) for state points 3 and 9. This count
is obtained by comparing configurations at time t and the
previous time step. A close correspondence between Ek (t )
and nT1(t ) is observed. At small persistence times, nT1(t )
deviates from zero at random times, resembling white noise.
Conversely, at large persistence times, it spikes when Ek (t )
surges and remains at zero during periods of quiescence in
Ek (t ). This close correlation is further visualized in Fig. 3(g),
where we illustrate the local configuration at time t2, precisely
at the peak of the kinetic energy, along with the configurations
at t1 and t3 before and after the surge. These three time points
are marked at the bottom of Fig. 3(f). A T1 transition at t2 is
identified, highlighting cells (in red and blue) that participate
in this T1 transition in these configurations. The T1 rear-
rangement is associated with large instantaneous velocities of
the involved cells, as indicated by the black vectors. Facing
pair cells exhibit velocities pointing in opposite directions and
display fourfold features.

C. Link between relaxation and T1 transitions

Notably, as seen in Figs. 3(e) and 3(f), T1 transitions occur
more frequently at small persistence times than at large ones.
We therefore consistently find a higher cumulative count of
T1 transitions per cell NT1/N at lower persistence times, as
demonstrated in Fig. 4(a). The linear dependence of NT1/N
on time allows us to define the T1 transition rate per cell 
T1,
which decreases monotonically as the persistence time in-
creases, as shown by the red circles in Fig. 4(c). This finding is
consistent with previous results [60]. However, it is important
to note that the CR α relaxation times for these state points are
comparable, as indicated in Fig. 2(a). This suggests that the
rate of T1 transition may not be the key parameter governing
the slow α relaxation. We then turn to counting irreversible
T1 transitions, where a second consecutive T1 transition does
not reverse the first one, as reverse T1 transitions recover the
local configuration and do not contribute to the relaxation.
The time evolution of the cumulative number of irreversible
T1 transitions per cell N irr

T1/N is presented in Fig. 4(b), and
the rate of irreversible T1 transitions 
irr

T1 (red triangles) is
illustrated in Fig. 4(c) for those nine selected state points with
comparable τCR [Fig. 2(a)]. We first observe that 
irr

T1 differs
from 
T1 by more than an order of magnitude at small τp.
However, this difference diminishes as τp increases, indicating
that T1 transitions are more likely to be irreversible at large
τp. This phenomenon can be understood by examining the
probability Pirr that two consecutive T1 transitions of the same
cell are not the reverse of each other. Figure 5 illustrates Pirr
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FIG. 3. Emergence of intermittent dynamics and spatial velocity correlation for a long persistence time. (a) The spatial velocity correlation
function cv (r) for state points 5–9. (b) The velocity correlation length ξ as a function of the persistence time τp for the nine selected state
points, as indicated in Fig. 2(a). The critical value τ c

p , at which ξ diverges from zero, is denoted by the vertical dashed line in (b). Time series
of (c) and (d) the kinetic energy and (e) and (f) the instantaneous number of T1 transitions for state points 3 and 9. (g) Visualization of local
configurations before, during, and after the T1 transition at times t1, t2, and t3, as indicated at the bottom of (f), for state point 9. Cells involved
in the T1 transition are highlighted in blue and red, while others are shown in green. Velocity vectors are represented by black arrows in (g).

as a function of the time t separating the two consecutive
T1 transitions for three selected values of persistence times.
Regardless of τp, Pirr reaches a long-time plateau of 1 as the
system relaxes at τCR, indicated by the black arrow in Fig. 5.
At small τp, Pirr increases almost monotonically to its final
value of 1. However, we observe a period of high Pirr � 1 at
intermediate timescales within the curve, where Pirr initially
rises to approximately 1, then drops to a lower value, and
finally increases again as the system relaxes. The duration of
this intermediate plateau is closely related to the persistence
time and increases as τp grows. These observations suggest
that persistence induces irreversible T1 transitions, with the
rates of T1 transitions and irreversible T1 transitions being
similar at high persistence time, in contrast to the low persis-
tence case.

More intriguingly, 
irr
T1 reaches a plateau for small persis-

tence times, τp � τ c
p � 0.33. This critical value τ c

p coincides
with the emergence of spatial velocity correlation [Fig. 3(b)]
and with the onset of intermittence in the kinetic energy, quan-
tified by the kurtosis, denoted as κ = 〈[Ek (t )]4〉/〈[Ek (t )]2〉2,
where the angular brackets represent the average over dif-
ferent times. The kurtosis κ is presented as black squares in
Fig. 4(c), with black dashed lines marking the critical value
of τ c

p , at which κ begins to exceed 3, the kurtosis value
corresponding to Gaussian fluctuations.

At large persistence times, τp > τ c
p , a distinct behav-

ior is observed where 
irr
T1 decreases with increasing τp,

indicating different relaxation modes when dynamics become
intermittent in persistent cells. Within these cells, mechani-
cal equilibrium is readily achieved with fm

i + fa
i = −∇ie +

v0n̂i = 0 [27,30], leading to prolonged trapping of the system
in the energy minimum of an effective potential eeff = e −
�iv0n̂i · 
ri. The breaking of this mechanical equilibrium relies
on the change in n̂i with a typical timescale of τp as the system
slowly evolves its position. An increase in τp consequently
results in a decrease of rearranging events and, as a conse-
quence, a decrease in the irreversible T1 transition rate 
irr

T1.
As T1 transitions become rare, the mean velocity magnitude
v = 〈|vi|〉 also decreases with increasing τp at τp > τ c

p (Fig. 8
in Appendix B). This contrasts with the observation that v

reaches a plateau value close to v0 = 1.0 at small values of τp

(Fig. 8 in Appendix B). The decrease in both the irreversible
T1 transition rate and the mean velocity magnitude contributes
to the slow relaxation of the system. This suggests that ad-
ditional relaxation modes may compensate for this decrease,
considering that the final CR α relaxation time is comparable
to that at low persistence times.

At high τp, the spatial velocity correlation leads to the
collective motion of cells with a typical length scale ξ . The
mechanical equilibrium condition further leads cells to move
with a constant velocity, resulting in a long ballistic and
superdiffusive region before caging. This introduces a mode
in which cells relax collectively. Consequently, in Fig. 7 in
Appendix B, we observe that as τp increases, the superdiffu-
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FIG. 4. Link between structural relaxation and T1 transitions.
Time dependence of the cumulative count of (a) all T1 transitions
per cell, denoted as NT1/N , and (b) irreversible T1 transitions per
cell, denoted as N irr

T1/N . (c) The kurtosis of the kinetic energy κ (black
squares) and the rate of all (
T1) and irreversible (
irr

T1) T1 transitions
as a function of the persistence time τp. (d) The relaxation time τCR as
a function of exp(ξ/ξ0 )
irr

T1 at different persistence times, as detailed
in the legend.

FIG. 5. Time dependence of the probability of irreversible con-
secutive T1 transitions for different values of p0 at persistence times
τp = 0.1 (green diamonds), τp = 1 (yellow triangles), and τp = 102

(red pentagons). The error bars represent the standard deviation cal-
culated from five independent runs.

FIG. 6. Bond-orientational correlation functions at small and
large values of persistence time. Time dependence of the bond-
orientational correlation functions g6(t ) for (a) τp = 0.1 and (b) τp =
100. Solid squares and open circles represent different values of p0,
while different colored symbols correspond to different system sizes,
as detailed in the legend.

sive region extends to a larger timescale, and the subsequent
caging plateau starts at later times. This leads to the gradual
shrinking of the caging regime as τp increases for τp > τ c

p ,
whereas this phenomenon is absent at small τp (Fig. 7 in
Appendix B).

Taking into account collective relaxation, we plot the CR
α relaxation time in Fig. 4(d) as a function of exp(ξ/ξ0)
irr

T1,
where ξ0 is a constant ranging from approximately 0.7 to
2.1 as τp varies from 1.0 to 102. The data collapse well to
a universal function,

τCR ∝ [
exp(ξ/ξ0)
irr

T1

]−α
, (2)

with the dynamical critical exponent α � 1.9. This collapse
spans approximately 5 orders of magnitude of the CR α relax-
ation time and a large range of τp.

The above results demonstrate clear relaxation pictures
unified within the function [Eq. (2)] in active cells. Specifi-
cally, at small persistence times, τp � τ c

p , the spatial velocity
correlation is absent, and thus, ξ = 0. In these cases, the α

relaxation process is solely determined by the irreversible
T1 transition rates. In these nearly equilibrated cells, the
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FIG. 7. Different short time dynamics among state points with
similar relaxation times for different values of persistence time. The
time evolution of the cage-relative mean square displacements for
the nine selected state points indicated in Fig. 2(a) in the main
text. (a) illustrates results for τp � τ c

p = 0.33, and (b) corresponds to
τp > τ c

p . Brownian behavior is represented by the black lines, while
the blue lines denote ballistic behavior.

relaxation process is dominated by the rate of jumps between
energy barriers within the energy landscape. These jumps are
facilitated by irreversible T1 transitions, and thus, their rates

irr

T1 play a pivotal role in the relaxation dynamics. In contrast,
in more persistent cells, irreversible T1 transitions become
more infrequent. Cells may shift with a constant velocity
collectively with a typical length scale ξ as the mechanical
equilibrium condition at short times is attained. This collective
persistent motion also contributes to the relaxation dynamics,
introducing a dependence of the relaxation time on the ad-
ditional parameter ξ . These distinct relaxation processes are
well described by the universal power-law function, reminis-
cent of the power-law form of the mode-coupling theory. The
divergence of the CR α relaxation time occurs at the mode-
coupling transition point, where the irreversible T1 transition
rates reach zero. Persistent motion induces spatial velocity
correlation and triggers collective relaxation, leading to a
flatter divergence of τCR as irreversible T1 transition nearly
vanishes.

IV. CONCLUSIONS

In summary, we investigated the liquid-glass transition in
confluent monolayers of active epithelial cells using the self-
propelled Voronoi model. The glass transition is triggered by

decreasing the deformability p0 and/or the persistence time
τp, enabling us to identify the glass transition line in the τp

vs p0 plane. We demonstrated the influence of system size on
dynamics, arising from long-wavelength fluctuations at small
persistence times in nearly equilibrated cells and, addition-
ally, from nonequilibrium effects at large persistence times in
active cells. We applied CR measures for dynamical quanti-
ties influenced by long-wavelength fluctuations and conducted
studies of relatively large systems to ensure negligible finite
size effects. While supercooled dynamics occur at both small
and large persistence times, self-propulsions qualitatively al-
ter how the system relaxes and explores its energy landscape.
Specifically, we identified spatial velocity correlations and
intermittent dynamics associated with intermittent T1 transi-
tions, inducing a distinct relaxation mode in highly persistent
cells compared to nearly equilibrated cells. However, these
different relaxation modes are described by a universal power-
law dependence of CR α relaxation time on the exponential
of the velocity correlation length times the irreversible T1
transition rate. Our results may inspire novel glass transition
theories and stimulate numerical and experimental research
into the relaxation dynamics of supercooled active systems.
For instance, future studies could investigate the dependence
of relaxation, intermittent dynamics, and both reversible and
irreversible T1 rates on the T1 stalling time [6].

ACKNOWLEDGMENT

This work is supported by the National Natural Sci-
ence Foundation of China (Grants No. 12374204 and No.
12105012).

APPENDIX A: BOND-ORIENTATIONAL CORRELATION
FUNCTIONS

In Figs. 1(e) and 1(f), we presented cage-relative
intermediate scattering functions (CR-ISFs) varying p0

for different values of τp. In this context, we ex-
plore an additional quantity, the bond-orientational cor-
relation function g6(t ), which, by definition, is unaf-
fected by long-wavelength fluctuations. g6(t ) is defined as
g6(t ) = 〈∑n �n

6 (t )[�n
6 (0)]∗〉/〈∑n |�n

6 (0)|2〉. Here, �n
6 (t ) =∑

m(Nn
b )−1ei6θm

n (t ), where Nn
b is the number of Voronoi nearest

neighbors of cell n, θm
n (t ) is the angle between cell n and cell

m at time t , and ∗ denotes the complex conjugate. In Fig. 6, we
present the time dependence of g6(t ) for the same state points
presented in Fig. 1 in the main text. We find a data collapse of
g6(t ) for different system sizes at both small and large values
of p0 for τp = 0.1 [Fig. 6(a)], suggesting that the effects of the
system size on g6(t ) are negligible. Differently, at τp = 100
[Fig. 7(b)], the data collapse is evident only at large values of
p0 when the dynamics are fast. We observe a clear system
size dependence for p0 = 2.85, and this requires the study
of the system at a relatively large system size (N � 3600).
This observation parallels the behavior observed in F CR

s (q, t ),
suggesting that CR quantities effectively filter out the impact
of long-wavelength fluctuations on the dynamics.
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FIG. 8. The mean magnitude of velocity drops with increasing
persistence time. The mean magnitude of the velocity as a function
of the persistence time τp for the nine selected state points marked in
Fig. 2(a) in the main text. The vertical dashed line marks the critical
value of τp, τ

c
p = 0.33, beyond which intermittent dynamics occur.

APPENDIX B: τp DEPENDENCE OF THE SUPERCOOLED
DYNAMICS

In Fig. 2(a), we selected nine state points with comparable
cage-relative α relaxation times at different values of p0 for
various persistence times τp. Here, we illustrate their cage-
relative mean square displacements (CR-MSDs) in Figs. 7(a)
and 7(b), respectively, for τp values below (or at) and above
τ c

p � 0.33. At very small values of τp (τp = 10−3 and 10−2),
the CR-MSD [Fig. 7(a)] exhibits diffusive behavior at short
times, suggesting that the system recovers Brownian dynam-
ics when τp is sufficiently small. This short-time Brownian

behavior transitions to ballistic dynamics for larger τp. How-
ever, the CR-MSD converges in the ballistic region, indicating
that v2 remains constant across different τp. In Fig. 8, we
directly plot the mean velocity magnitude v = 〈|vi|〉 at dif-
ferent values of τp for these nine state points and consistently
observe that v reaches plateau values close to the active ve-
locity v0 = 1.0 at small persistence. In contrast, at large τp, v

systematically drops (Fig. 8) with increasing τp, leading to the
nonconvergence of CR-MSD in the ballistic region [Fig. 7(b)].
Despite these different short-time dynamics, the subsequent
caging regime is evident, characterized by a plateau region in
the CR-MSD.

Intriguingly, the initiation time and duration of the caging
regime are influenced by self-propulsion. Specifically, for
small values of τp (τp � τ c

p), there is no spatially correlated
motion, and cells move randomly before sufficiently interact-
ing and being constrained by neighboring cells. The shift from
Brownian to ballistic short-time dynamics at around τp =
10−2 causes an earlier onset of caging due to the faster bal-
listic motion compared to Brownian motion. Beyond τ c

p , the
dynamics qualitatively differ as self-propulsion induces strong
spatially correlated motion. The initiation time of the caging
regime is systematically delayed with the contraction of the
caging regime as τp increases. Before entering the caging
regime, the system remains superdiffusive for an extended
period, with cells undergoing directed and spatially corre-
lated motion. Although v significantly drops as τp increases
(Fig. 8), spatially correlated motion introduces a relaxation
mode that compensates for the sluggish dynamics, bringing
the α relaxation time comparable to that of systems with small
persistence times that have larger values of v. This suggests a
correlation between the α relaxation time and spatially corre-
lated motion, as depicted in Fig. 4(d) in the main text.
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