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We design a quantum algorithm for ground state preparation in the early fault tolerant regime. As a Monte
Carlo style quantum algorithm, our method features a Lindbladian where the target state is stationary. The
construction of this Lindbladian is algorithmic and should not be seen as a specific approximation to some
weakly coupled system-bath dynamics in nature. Our algorithm can be implemented using just one ancilla qubit
and efficiently simulated on a quantum computer. It can prepare the ground state even when the initial state has
zero overlap with the ground state, bypassing the most significant limitation of methods like quantum phase
estimation. As a variant, we also propose a discrete-time algorithm, demonstrating even better efficiency and
providing a near-optimal simulation cost depending on the desired evolution time and precision. Numerical
simulations using Ising and Hubbard models demonstrate the efficacy and applicability of our method.

DOLI: 10.1103/PhysRevResearch.6.033147

I. INTRODUCTION

A promising application of quantum computers is to sim-
ulate ground state properties of quantum many-body systems
[1-6]. To concretely evaluate the end-to-end algorithmic cost,
however, the state preparation problem rises as a major con-
ceptual bottleneck [7,8].

From a complexity theory standpoint, few-body Hamil-
tonian ground states can be QMA-hard to prepare [9-13].
Thus we do not expect quantum computers to efficiently pre-
pare ground states for every few-body Hamiltonian. While
this worst-case hardness may not apply to practically rel-
evant systems, it explains the theoretical obstacles towards
proving algorithmic guarantees. Indeed, justifying the efficacy
of most existing ground state algorithms requires additional
assumptions. The most common and transparent assump-
tion is the existence of an easy-to-prepare (pure or mixed)
quantum state pp with a good overlap with the ground
state [Yo), i.e.. po = (Yolpolo) = Q(1/poly(n)) where n
is the system size. This assumption allows us to prov-
ably solve ground state preparation problems with a cost
scaling with poly(1/pg) (among other dependencies). For
instance, the cost associated with quantum phase estima-
tion (QPE) scales as O(1/ p%) or O(1/py) depending on
the implementation [12,14,15], while nearly optimal post-
QPE algorithms exhibit a scaling of O(1/,/po) [4,16].
Unfortunately, the above strategy demands an instance-
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dependent choice of good trial states and can be nontrivial to
justify in practically relevant systems [7].

From a thermodynamics standpoint, however, ground
state (and more generally, low-energy Gibbs states pg =
e PH | Tr[e PH] with a large inverse temperature ) should
be easy to prepare: just put the sample into a low-temperature
fridge. Drawing from this intuition, several studies [17-22]
explore the idea of creating an appropriate cold bath and
establishing an effective system-bath coupling to efficiently
cool the system to a low-energy state. Nonetheless, to prepare
a low energy state, or ground state with desired precision,
it remains unclear how strong the coupling between system-
bath should be, or how big of a bath is required. Guided by
thermodynamic intuition, a new wave of Monte Carlo style
quantum algorithms have been proposed to extract the precise
working principle behind cooling [23-32].

The main tool used in this work is the Lindblad dynam-
ics. Lindblad dynamics (in particular, when the Lindbladian
is a Davies generator [33,34]) is often regarded as an
approximation of certain unitary dynamics with weak system-
bath interactions, derived through the Born-Markov-Secular!
approximation route [35,36]. Consequently, the scope of
Lindblad dynamics seems to be constrained by the limita-
tion of these approximations. However, as already revealed
in the original GKLS formalism [37,38], the applicability
range of the Lindblad dynamics is in fact much broader: the
generator of any quantum Markov semigroup must take the
form of a Lindbladian. Several recent works have taken this
latter perspective, and have designed Lindblad generators £
so that L[pg] = 0 holds approximately [23,24,28,29] or even

exactly [25,27]. Then if the Lindblad dynamics % = L[p]is

!"The secular approximation is also referred to as the rotating wave
approximation (RWA).
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relaxing, one may simply evolve the dynamics to obtain the
Gibbs state as the fixed point of the dynamics. Note that this
is entirely an algorithmic procedure, and the cooling process
may or may not approximate any specific system-bath dy-
namics occurring in nature. In this sense, such a quantum
algorithm can be regarded as a cousin of classical Markov
chain Monte Carlo (MCMC) methods, and in particular, ar-
tificial thermostat techniques [39].

As long as we prescribe the fixed point to be our target
state, the algorithmic cost per sample is

(simulation cost per unit time) X (mixing time).

Thus the hardness of low-energy problems, in this framework,
reduces to the mixing time of certain quantum Markov chains.
The mixing time can be very much case-dependent for classi-
cal Markov chains; we expect similar rich behavior to transfer
to the quantum case, and in particular, we do not expect this
algorithm to efficiently solve QMA-hard problems (just as we
do not expect classical Monte Carlo methods to solve NP-hard
problems efficiently). While the efficacy of the QPE and the
Monte Carlo approaches both rely on additional assumptions,
we hope the quantum Markov chain can be constructed more
systematically than the ansatz state. Furthermore, based on the
experimental success of cooling, we might expect the mixing
time for physically relevant systems to be reasonably short,
i.e., scaling polynomially with the system size.

For a Hamiltonian H = thol A W) (W] with a spectral
gap A = Ay — Ag > 0, the Gibbs state pg can be very close
to the ground state when SA > 1. However, the preparation
of the Gibbs state requires imposing certain quantum detailed
balance condition [24,25,27,40,41], a delicate balance of the
rates between the heating and cooling transitions.

The approach involving Gibbs state preparation presents
another algorithmic challenge. While simulating the Lind-
blad dynamics up to time 7 may achieve a complex-
ity of O(T log(T /€)/loglog(T /€)) [42,43]—achieving near-
optimal complexity in 7 and € — these methods rely on yet
another layer of intricate block encodings and precise con-
trol circuits, assuming fully fault-tolerant quantum computers.
In the early fault-tolerant regime with constrained quantum
resources, such as a limited number of logical qubits, a signif-
icant simplification would be essential.

Returning to our discussion on ground state preparation, it
is important to recognize that the ground state represents the
lowest-energy state where the detailed balance condition be-
comes singular (i.e., all heating processes are prohibited). As
a result, it might not be necessary to utilize all the previously
mentioned techniques to address general detailed balance con-
ditions. This line of reasoning naturally leads us to our guiding
question:

Can we devise a Monte Carlo-style quantum algorithm for
ground states in the early fault-tolerant regime while main-
taining near-optimal complexity in the Lindblad evolution
time 7" and precision €?

II. MAIN RESULTS

In this work, we introduce a Lindbladian and develop algo-
rithms that satisfy the following features.

(i) Correctness:the ground state is a fixed point of a Lind-
blad evolution defined by a single jump operator.

(i) Efficient simulation: the continuous-time Lindblad
evolution can be simulated using one ancilla qubit and min-
imal control logic. With a discrete-time reformulation of the
Lindblad evolution, the cost attains near-optimal complexity
in both the evolution time and precision.

In this work, the Lindblad dynamics takes the form

d . . | -
—p=L[p]l =—ilH, p] +KpK' — ~{K'K, p}, (1)

=:Lylpl —Lxlpl

with one jump operator

K=Y fOi=2) ) WilAlv) (W1 @)

i,j€[N]
= / F()A(s)ds. 3

Here A is a Hermitian coupling operator (or coupling ma-
trix)’ that acts on the system with its Heisenberg evolution
A(s) = eM$Ae™M*, and represents the interaction between
the system and the environment. The time domain function
@) =5 [z f(w)e ™ dw is the inverse Fourier transform

of the filter function £ in the frequency domain. The choice of
f is a key component in the algorithm and will be discussed
in detail. We emphasize again that the choice of the jump
operator K is entirely algorithmic.

It is useful to compare the Lindblad-based method for
ground state preparation with techniques that rely on QPE
and subsequent methods. The core principle of QPE is “post-
selection” within the energy domain, and the probability of
success may diminish. For ground state preparation, the QPE
algorithm assesses the energy state of the input state and only
tries to retain components that overlap with the ground space.
Consequently, if the initial overlap pg is 0, a post-selection
strategy cannot succeed. Conversely, Lindblad dynamics in-
duces a completely positive trace-preserving (CPTP) map
[37,38]. The jump operator K, taking the form of a lin-
ear combination of Heisenberg evolutions of the coupling
operator A, is designed to “shovel” high-energy compo-
nents towards lower energies, culminating at the ground state
(see Fig. 1). This “shoveling” process, being CPTP, ensures a
success probability of 1, circumventing the issues associated
with post-selection. The critical factor now is the mixing time
required for the Lindblad dynamics to converge to the ground
state, which can vary with the system and the analysis of such
strategies is only in its nascent stage. Ground state preparation
is inherently linked to optimization problems. A recent work
[44] demonstrates that even finding local minima in quantum
systems under thermal perturbations can be computationally
challenging for classical computers, while quantum comput-
ers using a Lindbladian formulation can solve the problem
efficiently, offering a potential quantum advantage.

In the following, we elaborate on the desirable features of
the proposed algorithm.

>The Hermitian assumption is for simplicity of discussion, and the
method presented in this paper can be generalized to non-Hermitian
coupling operators.
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FIG. 1. (Top) Quantum circuit used for ground state preparation
using Lindblad dynamics, using only one ancilla qubit. This circuit
structure of continuous and discrete time simulation of the Lindblad
dynamics is very similar, and the main difference lies in the choice
of the time step size. The measurement result of the ancilla qubit is
discarded and the ancilla qubit is reset to |0) after each measurement.
The implementation of W (,/7) is shown later in Fig. 2. (Bottom)
A visual representation of how the Lindblad dynamics “shovels”
high-energy components towards lower energies, culminating at the
ground state. This process is implemented by a completely positive
trace preserving (CPTP) map without post-selection.

A. Correctness

The right-hand side of (1) consists of two terms: The coher-
ent part features the Hamiltonian system [H, p] that generates
unitary dynamics; the dissipative part Lk is parameterized by
the jump operator K. Since the Hamiltonian trivially fixes its
own ground state, it suffices to focus on the dissipative part;
the fixed-point property remains valid with or without the
coherent part.> In the frequency domain, the jump operator
K is expressed as the coupling matrix A in the energy basis
weighted by the filter function f (w), which depends on the
difference in energy w = A; — A;. This function should be
real, nonnegative, and satisfy the following condition (detailed
assumptions are given in Assumption 12 in Appendix B):

f(a)) =0 forany w > 0. 4)

Under Eq. (4), we obtain (¥;|K|y;) =0 when A; > A;.
Intuitively, the jump operator K forbids energy increments
and favors a decrease in energy. Remarkably, such a simple
condition guarantees that the ground state is an exact fixed
point of the Lindbladian. To see this, we first notice that

K [Yo) = Y fOui— o) W) (WilAlyho) = 0. &)

which  implies  Lg[|vo) (Yol] =0.  Together  with
Lyllvo) (¥oll =0, we conclude that |y) (Y| is a fixed

3Nevertheless, our numerical findings suggest that incorporating
the coherent part often leads to a significant reduction in the mixing
time.

point of the Lindblad Dynamics (1). That is,

e 1y) (Yol = o) (ol , 1 > 0.

B. Simulating continuous-time Lindblad dynamics

Quantum computers in the early fault-tolerant regime may
have a limited number of logical qubits and relatively simple
control logics. Unlike Hamiltonian simulation, where product
formulas (or Trotterization) are well known to satisfy the
above constraints, the case of Lindbladian simulation has
received comparatively less attention. Existing Lindbladian
simulation algorithms [42,45,46] often assume access to the
block encoding of K. Since the jump operator K is expressed
as a linear combination of the Heisenberg evolution A(s), en-
coding it into blocks requires the use of LCU and preparation
oracles of f [24,25]. This, in turn, entails a substantial number
of ancillas. In this study, we present an efficient algorithm
for simulating (1) that uses a single ancilla qubit and simple
controlled gates as follows:

Theorem 1 (Single ancilla simulation of continuous-time
Lindblad dynamics, informal). For any Hamiltonian H and
coupling operator A, there exists a quantum algorithm sim-
ulating the continuous Lindblad dynamics Eq. (1) using one
ancilla qubit. For simulation time 7' and precision €, the total
cost in terms of Hamiltonian simulation time is Ty o =
O+ IHDA™'T?e™).

The structure of our simulation circuit is sketched in Fig. 1,
and the detailed description of the algorithm is in Sec. III. In
the above results, the cost of simulating the coupling matrix
A is mild because A is often much simpler to simulate than
the (global) Hamiltonian H. A more detailed version of the
above theorem (Theorem 18), including the cost based on
the number of controlled-A gate queries, can be found in
Appendix D1.

The most resource-intensive part of the algorithm is the
Hamiltonian simulation. Thus we quantify the cost through
the total Hamiltonian simulation time, represented as Ty (otal-
For an end-to-end cost analysis, one may further Trotterize the
Hamiltonian simulation subroutine and analyze its discretiza-
tion error, and there is no hidden block-encoding or extra
ancilla involved (i.e., no controlled Hamiltonian simulation
and only controlled-A, which is much easier to implement).

The complexity of our algorithm approximately scales
quadratically with the simulation time 7 (a reasonable choice
is the mixing time 7 ~ f,ix) and inversely with the error €.
This scaling is similar to that of a first-order product for-
mula, which has a second-order error exp((Ly + Lk)T) =
exp(LyT)exp(LxT) + O(r?). We emphasize that the Lind-
bladian simulation qualitatively differs from the Hamiltonian
simulation: Even arriving at the O(T?/¢) scaling with a single
ancilla qubit requires a nontrivial argument to approximately
implement exp(LgT).

C. Simulating discrete-time Lindblad dynamics

Is it possible to reduce the “first-order” scaling T2 /e of the
cost? Unlike Hamiltonian simulation, where higher-order for-
mulas are available, implementing high-order Trotter splitting
for Lindblad simulation presents challenges because dissipa-
tion is not generally reversible [i.e., simulating exp(—Lg7) ]
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on a quantum computer. However, we can shift our perspec-
tive and reinterpret the scheme

Pnt1 = exp(LuT) exp(LxT)pn = Nz (pn) (6)

as a discrete-time dynamics with a time step v = O(1).
Although (6) does not necessarily approximate the continuous
Lindbladian dynamics when v = O(1), the ground state is
always a stationary state of the discretized dynamics for any
value of . We can efficiently simulate the discrete dynam-
ics using a quantum circuit similar to the one illustrated in
Fig. 1 (refer to Appendix C, Fig. 7, for the discrete dynamics
quantum circuit). In particular, setting T = O(1) ensures a sig-
nificantly improved scaling with respect to both the simulation
time 7 and precision €. Remarkably, the total Hamiltonian
simulation time of the discrete-time dynamics no longer lin-
early depends on the ratio ||H||/A as in Theorem 1, but
only on A~!. This can be significantly faster when simulat-
ing large-scale systems or Hamiltonians involving unbounded
operators (such as differential operators in first quantization).

Theorem 2 (Discrete-time algorithm for ground state, in-
formal). For any Hamiltonian H and coupling operator A,
there exists a quantum algorithm simulating the discrete-time
Lindblad dynamics Eq. (6) using one ancilla qubit. For simu-
lation time T and precision ¢, the total Hamiltonian simulation
time is Ty jora = O(ATITHoD oty

The detailed complexity result is shown in Appendix D2,
corollary 20. Compared with the continuous-time Lind-
blad simulation, this algorithm exhibits a total Hamiltonian
simulation time that scales nearly linearly with 7 and sub-
polynomially with 1/e. In Theorem 2, the appearance of o(1)
stems from adopting a high-order Trotter formulation of order
p for the simulation of exp(Lk t), which contributes an expo-
nent of the form 1/p = o(1) as p — oo (at the expense of a
preconstant that scales exponentially in p).

The algorithm in Theorem 2 approximates the discrete-
time Lindblad Dynamics (6). Theoretically, the “effective”
mixing time ¢, = Mmixt of the discrete dynamics may
not be the same as the continuous-time Lindblad dynamics
tmix- On the other hand, numerical observations indicate that
the mixing time of both dynamics can be comparable, but
the discrete-time version requires significantly reduced total
Hamiltonian simulation time, and hence the cost.

III. DETAILS OF SIMULATING LINDBLAD DYNAMICS

The design of our specific Monte Carlo style quantum
algorithms draws inspiration from the recent work for the
preparation of thermal states [24,25], which considers a set of
jump operators labeled by a, w as {/y () A“(a))}a’w, where
Alw) = ffooo f($)A(s) exp(—iws)ds. Intuitively, analogous
to the expansion in (2), the set {|v;) (Vi|A%|;) (¥;l}a cor-
responds to transitions of A* with an energy difference of
approximately A; — A;. The transition rate is determined by
f, v, which are temperature-dependent and are chosen to
satisfy certain quantum detailed balance conditions. A key
observation of this work is that for ground state preparation,
such a condition can be considerably simplified to an energy
reduction condition as in (4).

We describe the simulation of the Lindblad Dynamics (1)
in three steps. Here, we mainly focus on the continuous-

time dynamics simulation and leave the detailed discussion
of discrete-time dynamics simulation in Appendix C.

A. Step 1: first-order Trotter splitting

The Lindbladian consists of a coherent and a dissipative
part. For simplicity, we use a first-order Trotter splitting

e[:l — e(LH +Lx)t

~ (eF1TePRTY/T for time step T @)

Here, e“#" represents the Hamiltonian simulation exp(—iHt),

which can be implemented directly. Consequently, following
the Trotter splitting, our main focus is on simulating e“¥* for
a short time 7.

One might think that the first-order accuracy could be im-
proved by employing an arbitrarily high-order Trotter splitting
formula. However, this idea is not directly applicable due to
two reasons: (1) using the standard high order Trotter splitting
for Eq. (7), achieving an order higher than 2 requires the
simulation of exp(—Lgt) with t > 0 [47]. This operation
is forbidden because exp(—Lkt) ceases to be a physically
realizable CPTP map. (2) The first-order error encountered
in Eq. (7) is not the only reason for the first-order scaling
in Theorem 1. Another source of first-order scaling emerges
during the simulation of ¢“¥ using a single ancilla qubit in
Lemma 3. Due to these two reasons, extending the Trotter-
type scheme to higher orders for (1) presents a nontrivial
challenge. Very recently, [46] introduced a new approach for
simulating the Lindblad dynamics using Hamiltonian simula-
tion. This algorithm requires the block encoding of the jump
operator K.

B. Step 2: dilated Hamiltonian simulation problem

To implement a nonunitary dynamics exp(Lx ) on a quan-
tum computer, we define the dilated Hermitian jump operator
using one ancilla qubit as

= 0 K°
=(0 %)

Define the partial trace Tra(zg'jzo 1) (JI ® pij) = Z;:O Pii>
which traces out the anNCilla qubit. Notice that | pl ~
Tr, e KVT[|0) (0] ® ple’XVT + O(1?), which reduces the
Lindbladian simulation to the dilated Hamiltonian simulation.
This is summarized in the following Lemma:

Lemma 3 (Lindbladian simulation using one ancilla qubit).
Let

o (t) = Try e KVT[10) (0| ® ple’KVT. ®)
Then for a short time t > 0,
lo(z) — exp(LxT)plli = OUIK|*T?)

The proof of Lemma 3 is in Appendix D3. According
to Lemma 3, we can approximate e“**[p] by employing a
dilated Hamiltonian simulation, tracing out the ancilla qubit,
and resetting the ancilla qubit to the state |0). We note
that Lemma 3 introduces the first-order accuracy scaling for
continuous-time dynamics simulation because the error at
each simulation step is o).
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In this work, we employ a measure-and-discard process to
execute the trace-out step in (8) using a single ancilla qubit,
see Fig. 1 for the circuit. There is another implementation
method known as repeated interaction [48-50], in which a
new ancilla qubit is introduced in each iteration and mea-
surements are made to trace out all ancilla qubits at the end
of the simulation. We expect that the same total Hamiltonian
simulation time of the two procedures are comparable to each
other.

C. Step 3: simulation of exp(—il? JT)

To implement the dilated Hamiltonian simulation eKv7,
we observe that K is expressed in an integral form. The
integrand involves Heisenberg evolution, which requires the
Hamiltonian simulation e~*. The situation here is similar to
Hamiltonian simulation using two very different types of al-
gorithms: linear combinations of unitary (LCU) [51]/quantum
singular value transformation (QSVT) [52], and product for-
mulas [53,54]. The former is theoretically transparent and can
lead to asymptotically optimal complexity, but practitioners
often turn to the latter because of its simple implementation,
especially with limited quantum resources.

Our approach is motivated by the following observation.
We consider the time-dependent problem

Osu(s) = T f()A(s)u(s)
and let u(s) = exp(—iHs)u(s). Then, we have
ati(s) = (T f(s)A — H)u(s)

and u(S) = exp(iHS)u(S). Through this transformation we no
longer need the Heisenberg evolution of the coupling operator
A. This means when 7 is sufficiently small,

ol Js F©AS)ds _ Teif(frf(x)A(x)dx + (’)(rz)
. .S .
— elHSTelfD (‘[f(S)A—H)dS + 0(72), (9)

where 7 denotes time-ordering for the exponential. Here
we recognize the time-ordered exponential as the interaction
picture over Hamiltonian H, which leads to the second ex-
pression. Then, we can further discretize and Trotterize it into
simple gates.

For a technical reason that will become clear below, our
actual implementation utilizes a second-order Trotter formula,
rather than the first-order formula in (9). This ensures that
the local truncation error of simulating exp(—iK ,/7) is of the
order O(t?) rather than O(7).

Now, we outline the implementation roadmap of
exp(—iK/7), reserving all technical proofs for Appendix D.

1. Discretizing the time integral

As discussed before, to implement exp(—il? A/T), we need
to truncate and discretize the integral ffooo F()A(s)ds.

For the discretization, choose a suitable S, > 0, restrict
the integration range to [—S;, S;], and discretize this interval
using a uniform grid s; = Ity and | = —M,, ..., M, where
7, = S/M,. We can then approximate the integral using a

trapezoidal rule:

M;
K~K,:= Z F(sp)es Ae= sy, (10)
I=—M,

where w; =1,/2 for [ =+£M,, and w; =1, for —M; <! <M.

Assuming sufficiently smooth and compactly supported
f(w), we can show that f(s) decays superpolynomially as
|s| = oo. More specifically, in our analysis, we assume that
f can be expressed as a product of Gevrey functions (As-
sumption 12). This guarantees rapid decay of f(s) in the time
domain (lemma 16), and allows us to effectively control the
quadrature discretization error, which is summarized in the
following Lemma.

Lemma 4 (Convergence of the quadrature error, informal).
If S, = Q(4polylog(1)), 7, = O(m), then

IK — Kl = O(e).

We present the formal version of the above Lemma in
Appendix D4, Lemma 24. In practical applications, it is suf-
ficient to select a smooth f such that it is approximately
supported for @ < 0. A specific example is provided in
Eq. (21) and is utilized throughout our experiments in Sec. V.

According to the above lemma, a small number of points
M already ensures a good approximation

M
~ o~ 0o K N o~
K~Ks=<KS 6) =: Z H,. (11)

I=—M,
Since the Heisenberg evolution A(s) = e*Ae¢~"* is Hermi-

tian, the term further factorizes as

SHsDAGsHw;

21 0
= <f(Sl)A(Sz)wz 0 ) =0 ®A(s) (12)

where 07 := w;(o,Re f(s;) + o, Im f(s;)) with Pauli matri-
ces oy and o,.

2. Second-order Trotter splitting for exp(—il? JT)

After discretizing the time labels, the next step is to Trot-
terize the Hamiltonian evolution

e—iﬁix — e_iﬁZ[I:jl' (13)

Specifically, we employ the second-order Trotter formula to
balance between efficiency and accuracy. The second-order
Trotter formula for exp(—i/TK) can be expressed as

— «—
He—iéH, He—z#fl, _ iVTK
I I

=2 3" a0, H,H,H, + O, (14)
li,b, 13

where the coefficients a;, 4, ;, can be calculated from Taylor
expansion, and the left and right-ordered products are defined
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by
-
1—[ e WTHI . p=iVTHu, | ,~iVTHomg 44
1
N

l—[ o iVTH . miVTH o
1

¢Vl (15)

The Trotter error bounds (14) and Lemma 3 together give
an approximation scheme for simulating the Lindblad dynam-
ics in (1). For any initial state p, we have that

- e «— e - e «~ Vi
Tr, (]‘[ e Te oy 0l@p ] [ [ ] e"zH')
i 1 1

1
= Tr, (e~ VEq10) (0] ® pleVTEY) + O(12)
= e“57[p] + O(x?) ~ e“*[p] + O(1?),

Here, the second equality is obtained by using
Try(H), Hy,H), [0) (01 p)=0 and Try(10) (01®pH, H[H;)=
0. In the last equality, we use Lemma 3.

From the above derivation, we find that if we were to
replace the second-order formula with a first-order formula,
the local truncation error becomes O(t), and the global error
becomes O(1). While higher-order Trotter formulas can fur-
ther suppress the error in simulating exp(—iK 1), the accuracy
of the Lindbladian simulation is constrained by Lemma 3.
Therefore the second-order Trotter is adequate for the pur-
poses here.

3. Canceling out back-and-forth Hamiltonian evolution

. . . T
Finally, to efficiently implement the products e~z 7 we
notice

AT iHsi —iYo —iHs
exp (—l%_dl ®A(s,)> = ® et De ~2 1®A(I Qe D).
=A(J/7)

S;ince A is a simple operator (e.g., a local Pauli), the cost of
A;(4/7) is mostly negligible compared to that of the simula-
tion of the system Hamiltonian.

What about the ¢/ terms? A moment of thought reveals
that we may rewrite the consecutive product in a form that effi-
ciently cancels out the back-and-forth Hamiltonian evolution.
We present the most abstract form to emphasize the simplicity
of this observation.

Proposition 5 (Cancellations in time-order products).
Consider a time-order product at discretized times s; = It
forl = —Mj, ..., M;. Then, for any Hamiltonian H and a set
of matrices A; depending on /,

— —

HAZ(SZ) — e—iHS: (HAleiH‘rX)eiH(Ss-i—n)

! I

<« “«

HAI(SI) — e—iH(SA--‘rTJ) <1_[ e_iHTAA[)eiHSJ,
! l

where A;(s) = ef'"A;e~ s denotes the Heisenberg evolution
of A; with H.

Proof. Because e 5 ¢ifsir1 = ¢H%  the Hamiltonian evo-
lution from two consecutive steps nearly cancels (for the

right-ordered product for example), meaning A; (s;)A;(s;+1) =
ein’AzeiHTYAle_iHS’+' . [}

For our usage, our second-order formula consists of both
the left and right products, which is

[Ta @™ AvDu e ™)
1

x [Tu @™ nAoaee ™
I

— (I ® e*iHSx)
x (l_[A?(ma ® e )) (]‘[(1 ®e " )&(ﬁ))
! 1
=W(/7)
x (I ® M5,

where W (/7) is a product of a short-time Hamiltonian simu-
lation.

Even nicer, the long-time simulation (I ® e~"#5) from the
previous time step exactly cancels with (I ® ¢5) from the
subsequent time step. Therefore we may remove both long-
time evolution steps and define the quantum channel

W(D)lp] = Tr,(W(J/DII0) (0] ® pIW (V7). (16)

The total simulation time of the system Hamiltonian for im-
plementing the quantum channel W(t) now becomes

M
Z 7, = O(S,). 17)

I=—M,

In summary, the single ancilla simulation of the Lindblad
dynamics takes the form

Pm+1 = W(T)lpm] (purely dissipative) (18)

or

Pmtl = e‘HTW(r)[pm] (Trotterizing the coherent part).

(19)
The second line displays the option to include the coherence
term via Trotter, which may introduce additional errors.* The
quantum circuit for W (4/7) is drawn in Fig. 2.

Finally, let T = M;t and allow t to approach zero. We
expect that py, from (19) converges to exp(—LuS;)[p(T)] =
€S p(THYe H5: where p(t) is the solution of the modified
Lindblad dynamics

O p(t) = Lulp®] + Lxlp®)], (20)

where p(0) = exp(LyS;)[p;]. Compared to the original Lind-
blad dynamics in Eq. (1), the initial state is changed to
exp(LySy)pr] = e 5 preSs . In particular, if p; commutes
with H (e.g., p; is the density operator corresponding to
an eigenstate of H, or the maximally mixed state), then

“The dissipative part itself already fixes the ground state. However,
numerically, without this coherent term, we observe that the algo-
rithm can be stuck at other fixed points.
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FIG. 2. Detailed quantum circuits for W (/7). Here we assume A is a local operator that only acts on one system qubit (or a small number

of system qubits).

exp(LySs)[pr] = p;- At the end of the simulation, if p(T') is
the ground state pg, then exp(—LySs)[po,] = p,. We, there-
fore, expect the behavior of the modified Lindblad dynamics
to be very similar to that of the original dynamics.

IV. ERGODICITY AND MIXING TIME WITH RANDOM
COUPLING MATRIX

Although the ground state is a fixed point of the Lindblad
Dynamics (1), it is possible for other fixed points to exist,
and the map may not exhibit ergodic behavior. In general, the
selection of the appropriate operator A to guarantee ergodic-
ity tends to be case-dependent. There is substantial literature
[55-59] dedicated to investigating the irreducibility and er-
godicity of the Lindblad dynamics. Our Lindblad dynamics
involves a single jump operator, and the fixed point is a
rank-one density matrix. As a result, the sufficient conditions
derived in the literature are in general not applicable.

In our paper, we examine this problem in a simplified
scenario, where we assume A is drawn from a distribution of
random matrices with independent entries in the energy eigen-
basis of H. More specifically, we define A; ; = (Y;|A [ ),
fi, j= f (A; — X;), and make the following assumption.

Assumption 6. (i) (Random matrix elements) Assume for
any ¢ > 0, A is independently drawn from random probability
distribution 4 on the set of Hermitian matrices’ such that A; ;
are independent and E(A; ;) = 0 when i # j. Denote o; ; =
E(lA; %) > 0.

(i) (Support of filter) [Ag — An—1, Ao — A1] C Supp(f).

(ii) (Diagonal initial state) p(0) is a diagonal matrix in the
basis of {|y:) 1.

Under Assumption 6, we give a partial argument for ergod-
icity.

Theorem 7 (Random coupling matrix and ergodicity, in-
formal). Let p(t) be the solution to the Lindblad Dynamics
(1). Under Assumption 6, p* = |¥g) (¥o| is the unique fixed
point of the Lindblad dynamics in the expectation sense. In
particular, given any observable O, lim;_, o, E[Tr(Op(?))] =
(o] O |¥g), where the expectation is taken on the randomness
of A.

We put the proof of Theorem 7 in Appendix El. To our
knowledge, this is the first uniqueness argument for ground
state preparation using a Lindblad dynamics. It should also
be noted that, strictly speaking, the expected operator E(p(¢))

3Strictly speaking, in the above assumption, A should be a function
of time and denoted as A,. However, for the sake of simplicity and
consistency with other notations, we will omit the subscript 7.

is not the density operator p(¢) that we store in the quantum
memory but still gives some optimistic intuition about er-
godicity (Appendix E2). Technically, taking expectations over
independent entries of A substantially simplifies the transition
matrix. This independent assumption can also be seen as a
version of the Eigenstate Thermalization Hypothesis (ETH)
[60,61], which incorporates additional assumptions on the
variance of A; ;. In fact, ETH has been employed to explain
finite-time thermalization in chaotic open quantum systems
[23,30]. Under stronger ETH-type assumptions, one may be
able to prove the convergence for p(¢) instead of E(p(¢)) as in
[23], but we merely focus on the much simpler object E(p(¢))
without distracting from the presentation of the algorithm.

In addition to ergodicity, another crucial convergence cri-
terion for a Markov chain process is the mixing time, which is
defined as follows.

Definition 8 (Mixing time of Lindbladians). We define the
mixing time of any Lindbladian £ as

lle“*[p — p'1lli < 3llp = p'll~ for any states o, p"

Intuitively, the mixing time describes the time scale at
which any two input states become close to each other. In par-
ticular, if the Lindblad £ has mixing time 7, any initial state
must be € close to the ground state after time i log,(2/€)
since the trace distance between any two quantum states is at
most 2.

Analogous to classical Monte Carlo sampling, we do not
know a priori the mixing time associated with the jump
operator K and the Hamiltonian H; we expect this to be
system-dependent. In fact, proving the mixing time for Lind-
bladians can be a highly challenging problem [62,63], and
is not the primary objective of our work. As an example to-
wards understanding the convergence behavior, we show that
under additional assumptions on the coupling matrix A and
the eigenvalue distributions of H, the Lindblad dynamics dis-
cussed in our study can achieve polynomial mixing time, see
Appendix E, Theorem 26 for detail. To ensure fast mixing in
practical applications, we might also select multiple coupling
operators based on the structure of the Hamiltonian H. Specif-
ically, if prior knowledge of the eigenbasis of the Hamiltonian
is available, we should choose a set of {A“} such that each A“
satisfies A?J = (YilA%|;) # O for a large set of (i, j) pairs.
This ensures sufficient transitions between different energy
states, which is likely to achieve rapid mixing. Generically,
a reasonable choice might be the set of local Pauli matrices,
which are known to be good choices for thermalizing com-
muting Hamiltonians in Refs. [63-66].
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FIG. 3. Illustration of f (w) and the absolute value of its Fourier transform | f(s)| following Eqgs. (21) and (22) used for the TFIM-6 model.

V. NUMERICAL RESULTS

In our numerical simulations, we test the efficiency of our
algorithm on three different Hamiltonians: the transverse field
Ising model (TFIM) with 4 sites (TFIM-4), TFIM-6, and the
Hubbard model.

For simplicity, we choose a filter function f(w) with the
following analytic form in the frequency space:

N ._1 w—+a B w+b
f(a))._2<erf< 5 > erf( 5 )), 21

where erf(w) = % fow e~ dx denotes the error function. The

parameters a and §, are chosen to be of the order S,, while
b and §;, are of the order A. The inverse Fourier transform

fs) =z f(w)e ™ dw is given by

22
_ad 0%
T e — e 7

eibs

fi) =2 (22)

2mis

a—b

It is worth noting that lim,o f(s) = %> is well-defined,
and f(s) is a smooth complex function that is approximately
supported on the interval [—S, S;], where S; = ©(5, 1. The
shape of |f(s)| and f (w) (for TFIM-6) is shown in Fig. 3,
and f (w) is approximately supported in [—2a, 0]. Although
(21) is not strictly compactly supported, we can multiply
it by a compactly supported “bump” function to satisfy
Assumption 12.

For simulating the continuous/discrete-time Lindblad dy-
namics, we always choose a = 2.5||H||, §, = 0.5|H||, b =
3y = A, S; =5/6p, and 1y = 7w /(2a). The code used for gen-
erating the numerical results is available in Ref. [67].

A. TFIM-4 model
The TFIM Hamiltonian with L sites reads:

L-1 L
H= —(Zz,-z,»+1> ~g) X,
i=1 i=1

where g is the coupling coefficient, Z;, X; are Pauli opera-
tors for the ith site and the dimension of H is 2F. We set

(23)

L = 4 and the coupling constant g = 1.2. We choose the local
Hermitian operator A = Z; = Z ® I®~!. Here I®~! is the
identity operator acting on qubits 2 to L and its dimension
is 2L,

In our numerical simulations, we set t =1 and r =1
for discrete-time Lindblad simulation (r is the number of
segments that we use to approximately simulate exp(Lx7)
in the discrete-time Lindblad simulation algorithm, see Ap-
pendix C), while for continuous-time Lindblad simulation,
we use T = 0.1. The stopping times are set to 7 = 80 for
TFIM-4. We start with an initial state with zero overlap
((¥ol po |¥o) &~ 10~'7), repeat each Lindblad dynamics simu-
lation 100 times, and compute the average energy and overlap
with the ground state. The results are depicted in Fig. 4. Our
observations indicate that both Lindblad dynamics exhibit ef-
ficient convergence to the ground state starting from the initial
state with zero overlaps. Moreover, the discrete-time Lindblad
dynamics (with T =1 and r = 1) has a comparable rate of
mixing as the continuous dynamics (with T = 0.1) and can
reduce the total Hamiltonian simulation time by one order of
magnitude.

B. TFIM-6 model

To simulate Lindblad dynamics with TFIM-6 model, we
set L = 6, the coupling constant g = 1.2 in (23), and the local
Hermitian operator A = Z; = Z @ 191,

In our numerical simulations, we set T=1 and r=2
for discrete-time Lindblad simulation and v = 0.1 for the
continuous-time Lindblad simulation. Again, we start with
an initial state with zero overlap and repeat each Lindblad
dynamics simulation 100 times. The results are depicted
in Fig. 5. Our result demonstrates the effectiveness of
the Lindblad dynamics in generating the ground state of
TFIM-6 model. The trajectories of the continuous and
discrete-time dynamics noticeably differ from each other,
yet they can both prepare the ground state, and the mix-
ing times are comparable. Additionally, the discrete-time
Lindblad dynamics (r = 1,r =2) demands almost one-
tenth of the total Hamiltonian simulation time required
by the approximated continuous-time Lindblad dynamics
(r =0.1).
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FIG. 4. Continuous vs discrete-time Lindblad dynamics for TFIM-4. The continuous-time simulation uses a small time step t = 0.1. Here

the Hamiltonian simulation time refers to the sum of the Hamiltonian simulation ¢ in all e

C. Hubbard model

Consider the one-dimensional Hubbard model defined on
L spinful sites with open boundary conditions

L—1
H=—-tY Y ¢l ciio

Jj=loe(t.l}

- 1 1
+ UZ (I’l_m — 5) <l’ljy¢ — 5)
=1

Here c‘,-,g(c;d) denotes the fermionic annihilation (creation)
operator on the site j with spin o. (-, -) denotes sites that

+iHt subroutines used in the circuit.
are adjacent to each other. n;, = c;a
operator.

We choose L =4,¢t =1, U =4, and the coupling opera-
tor is chosen to be a local hopping operator A = chcm —

¢jo is the number

CI,TC§,¢ + chcu — cuc; . Weset 7 =0.5 and r =2 for
discrete-time Lindblad dynamics simulation and v = 0.025
for continuous-time Lindblad dynamics simulation. The stop-
ping times are set to 7 = 100, and each Lindblad dynamics
simulation is repeated 100 times starting from an initial state
with zero overlap between the ground state. The results are
presented in Fig. 6. In our observations, we find that in both
dynamics, the energy decreases to A¢ and the overlap with

B e Lindblad (T =0.1) R — Lindblad (T=0.1) _~* .0
" —e— Lindblad (t=1,r=2) —e— Lindblad (t=1,r=2)
—— Ao 0.8 0.8
_2 N, /r
0.6 0.6
A A 7 A
w4 2 2
v 0.4 /: v 0.4
—6 !
0.2 ; 0.2 —— Lindblad (exact)
ffffff Lindblad (t=0.1)
-8 _ 0.0 0.0 —e— Lindblad (t=1,r=2)
10! 102 103 104 10t 102 10° 104 9] 25 50 75 100 125 150 175 200

total Hamiltonian simulation time

(a) Hamiltonian simulation time vs energy

total Hamiltonian simulation time

(b) Hamiltonian simulation time vs overlap

time

(c) Lindblad simulation time vs overlap

FIG. 5. Performance of continuous versus discrete-time Lindblad dynamics for preparing the ground state for the TFIM with six sites. The
trajectory of the discrete-time dynamics (using a large time step t = 1) deviates from that of the continuous-time Lindblad dynamics, but it
successfully prepares the ground state and is more efficient than the continuous-time dynamics.
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FIG. 6. Continuous vs discrete-time Lindblad dynamics for Hubbard-4.

the ground state increases to 1. We observe that both the
continuous-time and discrete-time Lindblad dynamics exhibit
a fast convergence rate over time and achieve an accurate
ground state construction.

VI. DISCUSSION

This paper presents a Monte Carlo approach for preparing
the ground state of a quantum Hamiltonian using a single an-
cilla qubit. Merely a single jump operator ensures that the sys-
tem’s ground state is a fixed point of the Lindblad dynamics.
For existing quantum devices, the maximal Hamiltonian sim-
ulation time required (and consequently the circuit depth) may
still exceed the capabilities according to our numerical results.
Still, in the rapidly advancing field of quantum computing,
particularly in quantum error correction and mid-circuit mea-
surement capabilities, our algorithm is well-aligned with these
emerging trends and shows potential for future hardware im-
plementation in the early fault-tolerant regime.

Although it is feasible to bound the mixing time for spe-
cific quantum Gibbs samplers for commuting Hamiltonians
[63,64], it is still very challenging to estimate the mixing
time for noncommuting Hamiltonians. Very recently, Rouzé
et al. [66] succeeded in bounding the mixing time of a certain
quantum detailed balanced Lindbladian [25] for preparing the
thermal states of certain k-local Hamiltonians at high tem-
peratures. However, it is not feasible to directly extend their

analysis since the ground state has a very low-temperature.
Our paper offers a partial justification that the mixing time for
ground state preparation can scale polynomially with respect
to the system size, which relies on ETH type assumptions and
is similar to that in [23]. However, the applicability of ETH-
like assumptions for ground state preparation requires further
investigation. Another possible route that we are currently
investigating is to examine the mixing time for quasifree sys-
tems (both bosonic and fermionic), where Lindblad dynamics
are exactly solvable [68-70].

Unlike many ground state preparation algorithms, such as
QPE, the performance of this algorithm is mainly determined
by the mixing time and may work even with zero initial
overlap. Similar to classical Monte Carlo methods, the rela-
tionship between mixing time and system size, the practical
selection of the coupling matrix A, and the optimal choice
of the filtering function f may be system-dependent. For
instance, optimizing these choices to prepare the ground state
of strongly correlated chemical systems like FeMoCo [7],
which are currently inaccessible via adiabatic state prepara-
tion, might offer a compelling avenue of research.
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APPENDIX A: NOTATION, FACTS, AND ORGANIZATION

In the Appendixes, we use capital letters for matrices and
curly font for superoperators. Besides the usual O notation,
we use the following asymptotic notations: we write f = $2(g)
ifg=0(f), f =0 if f = O(g)and g = O(f); f = O(g)
if f = O(gpolylog(g)). We use || - || to denote vector or ma-
trix 2-norm: when v is a vector we denote by ||v] its 2-norm,
and when A is matrix we denote by ||A|| its operator norm (or
the Schatten co-norm). Given any Hermitian matrix H and a
positive integer N, there exists a constant Cy such that

N i
exp(—iHt) — Z (_;I'{) t"

n=0

S Cyl[HVTENTL (A

The trace norm (or the Schatten 1-norm) of a matrix A is
lAll; = Tr[vATA]. A useful inequality that we often use in
our proof is that

IAB]l1 < IANIBI]:- (A2)

for any two matrices A, B such that AB is well defined.
Given a superoperator £ that acts on operators, the induced
1-norm is

L1y == sup [£(p)-

lplhi<1

According to GKLS Theorem [37,38], if £ is a Lindbla-
dian, which has the form

(A3)

M
. 1
L(p) = —ilH, p] + Y | KupK, = (K} K. 0},
m=1

then exp(Lt) is a quantum channel, i.e., it is a completely pos-
itive trace-preserving (CPTP) map. It is also contractive under
trace distance [71]. For any two density operators p;, p,, and
any ¢t > 0,

| exp(Lt)pr — exp(Lt)pall < o1 — p2lli- (A4)

The following Lemma provides an upper bound on the
first-order Trotter error between two superoperators.

Lemma 9. Given two superoperators L, £, such that
exp(Lt), exp(Lat), and exp((L + L£5)t) are quantum chan-
nels for all # > 0. Then for all ¢ > 0,

llexp((£1 + L2)1) — exp(Lit) exp(Lat)ll;

= O(I[L1, L21ll12%). (A5)

Proof. This proof is similar to the proof of Ref. [[53],
Theorem 6]. Define

Et) = exp(Lit) exp(Lat).
Then, we obtain
d&(t)
dt
which implies

= (L1 4+ L2)E@) + [exp(L1t), Lo] exp(Lat),

£(6) = exp((L1 + La)) + /0 exp(L1 + L2)(t — 7))

X [exp(L17), Lo]exp(LyT)dT.

Because ||[exp(L1T), L2]ll1 = O([Ly, £2]t) and || exp((L1 +
L)t — 1)1 = |lexp(L27)|l; = 1, we obtain that

IE@) — exp((L1 + LD, = OUL1, Lo]t7),

which proves (AS).

Next, we bound the 1-norm of Lx corresponding to the
jump operator K in Eq. (3) of the Lindblad dynamics in
Eq. (1):

Lemma 10. Let L be defined in (1) with f € L'(R), then

1Lkl = O(I£ 17 IK1%) = O(I£1I7 A1) (A6)

[ |
Proof. To prove (A6), we first use (A2) to obtain || Lk | =
O(|IK]1?). Then

1K < IIAII/ Lf(s)lds.

Our analysis employs the Gevrey function, a subclass of
smooth functions characterized by well-controlled decay of
the Fourier coefficients. This characteristic plays a crucial role
in the quadrature analysis.

Definition 11 (Gevrey function). Let Q@ € R be a domain.
A complex-valued C* function h:Q — C is a Gevrey
function of order s > 0, if there exist constants Cj, C; >
0 such that for every d-tuple of nonnegative integers o =
(O[l, o2, ..., Old),

18% 7l ey < C1CN ], (A7)

where |a| = Zflzl |e;|. For fixed constants Cy, C,, s, the set of
Gevrey functions is denoted by ggl,CZ (2). Furthermore, G* =
Uc,.c,=0 96,

The rest of the supplementary material is organized as
follows.

(1) Section B introduces the assumption and properties of
the filter function f.

(i) Section C introduces the discrete-time Lindblad dy-
namic and the simulation algorithm.

(iii) Section D analyzes the costs associated with our al-
gorithm and provides proofs for the lemmas in Sec. III.

@iv) Section E discusses the convergence properties of
the continuous-time Lindblad dynamics under the Eigenstate
Thermalization Hypothesis (ETH) type ansatz.

APPENDIX B: CHOICE OF FILTER FUNCTION

As mentioned earlier, ensuring that the ground state re-
mains a fixed point of the Lindblad dynamics requires f
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to satisfy the condition stated in Eq. (4). Furthermore, as
discussed in Sec. IIIC in order to numerically simulate
exp(Lk(t)), we need to discretize and truncate the integral
ffooo f(s)A(s)ds. To ensure that this truncation does not in-
troduce significant errors, additional assumptions must be
imposed on f such that f(z) decays rapidly as |¢| approaches
infinity. In summary, we adopt the following assumption re-
garding f .
Assumption 12 (Filter function in the frequency domain).

Given S, > 2A =2(Ay — X9) > O0and M = [S,/A] + 1, the
filter function in the frequency domain is

f@) = d(w/S,)d(w/A).

A

Here, we assume # is a positive function and belongs to
Gevrey class Q/‘;‘] s “(R) for some Ay ,, Az, > 0 and o > 1,
meaning that

(BI)

N
sup
weR

for any N € N. Also, supp(it) C [—1,1] and #(w) =
Q(1) when w € [—1/2,1/2]. In addition, we assume ¥ €
G5, s, (R, 145011, = O(1), supp(D) C (—o0, 0]

Remark 13. 1t is not difficult to find Gevrey functions that
have a compact support. Let G° = U, 4cr,G; , be the set
of Gevrey functions with power s. According to Ref. [72],
Corollary 2.8, for any s > 1, there exists ¢ € G° such that
supp(¢) C [—1, 1] and ¢(w) = 1 when |w| < 1/2.

Under the above assumptions, the filter function f in the
Fourier domain satisfies the following conditions:

flw) = {ff(”

N (ﬁ(w))‘ < AraAY N
- ,

o =[S+ A, -A]

o ¢ [=S,, 0] for all

w € R.
(B2)

The Gevrey assumption simplifies our quadrature error
analysis. Moreover, the expression is employed to ensure
that f possesses a sufficiently large support. In practical ap-
plications, it is sufficient to find a smooth function f that
approximately satisfies (B2). We present two results on the
Fourier transform of f(w)

1 7 —iws
fls) = 2—/ fw)e ™ dw (B3)
7 JR
This is slightly different from the standard convention of the

Fourier transform, but it agrees with the convention used in
Ref. [24].

To study the property of f, we first introduce two results
for Gevrey functions from Ref. [[27], Appendix C].
Lemma 14 (Product of Gevrey functions). Given heGg, ,

(RY) and ' € gS’{,Cé (R%), then

hoW c gmax{x,s’}

d
ey, R

Lemma 15. Given h € G¢, ., (R?) with compact support
2 = supp(h) and s > 1, define

1 —ix-y
H@y) = W /1;4 h(x)e dx.

Then, for any y € R¢, there holds
Gl ¢-=

Czl/‘re [yl

Q) © ’

where |Q2| = fQ 1 dx is the volume of 2 and ||y|| is the 2-norm
of the vector y.

We present the properties of f(s). First, we demonstrate
that in the time domain, f(s) decays superpolynomially as
|s] = oo, with the decay rate being linearly dependent on
A. Furthermore, utilizing the structure of (B1), we show that
f(s) = O(1/|s]), where the constant remains independent of
S, and A. By combining these two observations, we show
that the dependence of || f||;: on the gap A is only log-
arithmic. These findings are summarized in the following
lemma.

Lemma 16. Let f(w) satisfy Assumption 12. There exist
constants Cy r, C> ¢ > 0 depending on Ay, A1y, A2y, Az v, @
such that

1/s

IHY)I <

|£()] = O(Cy £S5, exp(—Ca, ¢ IsA]*)) (B4)

and
I£ ()l = Oog(S,/A)),

where @ contains constants depending on A ,, A1y, Az,
Az,v, .
Proof. Lemma 14 gives

(B5)

F@) €GS aronssoimyar |SuPD(F(@))] = S,

According to Lemma 15, we have
|f(s)] = O(C£S0 exp(—Ca r|sA[V*)),

where Cy r, G5y > 0 are two constants only depending on
Al,uv Al,vv A2,u» A2,m o.
Next, we consider || f(s)||.1. Notice

1 d . 1 1 d w w 1 w)\ d w
< do < N (@ 1 o( 2\ g
IsFOIS ZN/]R‘da)f(w)’ @ Zn/]R Swdwu<Sw)v(A>‘+ Au<Sw>da)v(A>' @
d
< 1ol |0 i<l sl = om.
1911 Tl B + [l 72 Y . (1)
This inequality implies
If () = O(s| ™. (B6)
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Using the above inequality and (B4), for any given 7 > 0, we have

T T
Il = / F(s)lds + / If(s)lds=<9< / min{i,sw}ds+cl,fsw / exp(—cz,flsA|'/°'>ds)
-T |s|>T -T |S| |s|>T

1/S., 1
=0 / Swds+/ —ds+ C1,#S,
—1/8, 1/s,<lsi<T 18]

f exp(—Ca, f|s|'/* )ds)
|s|>AT

CirSo

= O(log(T) + log(S,) +

Ci 1S,
- O(log(T) +log(S.) + % /

Is|>(AT)!=

as®! exp(—Cz,fs)ds),

/ exp(—cz,f|sA|1/“)ds)
|s|>T

B7)

where we use (B4), (B6), and | f ||z~ = O(S,,) in the second equality. In the third and fourth equalities, we apply the change of

Let C, be a constant depending on o, C ¢ such that when s > C,, 5! exp(—Cy,rs) < exp(—Cy, rs/2). Because S,/ A > 2,

variables.
we can set
=Sy
g2 G,
Then

CirS0

/ os®! exp(—C rs)ds
A Jisisaryve '

Ci1.£Sw C
< LLfe / exp <— 2’fs)ds
A Is|>(AT)l/e 2

where the constant only depends on C; r, C; f, a. Plugging
this in (B7), We conclude the proof of Eq. (BS).

Finally, we present the Nyquist—-Shannon sampling theo-
rem (or Poisson summation formula) to express the continu-
ous Fourier transform exactly as an infinite sum.

Theorem 17 (Nyquist—Shannon sampling theorem). Supp-
ose Supp(h) C [—S, S]. Then forany 7, < £ andw € [S, S],
we have

f ~ h(s) exp(—iws) ds = T Zh(nn)exp(—inwts).

neZ

APPENDIX C: DISCRETE-TIME LINDBLAD DYNAMICS
WITH ONE ANCILLA QUBIT

The short time propagator for simulating the continuous-
time Lindblad dynamics in Eq. (19) is limited to first-order
accuracy, which is mainly limited by the inexactness of the
propagator according to Lemma 3 (also discussed at the end
of Sec. III A and after Theorem 18). However, our goal is
not to simulate the continuous-time Lindblad dynamics but to
prepare the ground state. If we apply the dilated jump operator
K t0 |0) (O] ® p,, then according to Eq. (5),

~ 0 0
K101 01® £, = (Kpg> N (O)
This implies

exp(—iK7)[|0) (0] ® pelexp(iKt) = |0) (0] ® p,

for any v > 0. Thus, when the quadrature error and the Trotter
error are properly controlled, we have

(ChH

exp(Lut )Wa(t)lpe] ~ p,, forall T > 0, (C2)

: ) log®(Sw/A)/A.

20Cy ¢S,
< —a LS ex

~

(_ Co.f(AT)V/*

5 ) =0()

G A

(

where W, (7)[pg] = Tr (exp(—iK/7)[|0) (O] ® p,lexp(iK
V)

Therefore the simulation scheme outlined in Eq. (19) could
conceivably be used for ground state preparation with an
arbitrarily large time step t. By choosing a large time step,
the quantum state p, may not necessarily approximate the
exact dynamics p(mt). However, we expect that after the
mixing time #; = MuixT, pu,, becomes a good approxi-
mation to p, because of the fixed point argument. Here, the
“discrete” mixing time My is given in Definition 8. If 7,
is not much larger than #,,;x, we can significantly reduce the
simulation cost thanks to the increase of 7. This gives rise to
the discrete-time Lindblad dynamics, which is defined as the
continuous-time Lindblad simulation with a large time step.

When using a large 7, additional attention must be paid
to controlling the Trotter error. Specifically, e~*A¥' should be
simulated as

T = (VI x W(WTY, (€3
where r denotes the number of segments and should be prop-
erly chosen.

In summary, one single step of the discrete-time Lindblad
dynamics is

Pm+1 = eXP(KHT)W(E r)oml, (Cc4)
where
W(z, lpl = Tro[W(/T/r)1"(10) (0] ® p)[(W (/T/r)'T".
(C5)

The quantum circuit for (C4) is drawn in Fig. 7.
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Repeated quantum circuit

-

|w):

FIG. 7. Quantum circuit for discrete-time Lindblad dynamics
simulation. The measurement result of the ancilla qubit is discarded
and the ancilla qubit is reset to |0) after each measurement. The
circuit for W is given in Fig. 2. The time step 7 can be chosen to be
independent of the precision €, and the number of segments r should
be properly chosen to control the Trotter error.

Since we also cancel the long-time simulation when for-
mulating W (7, r) in this case, if we increase r and fix 7, t,
we expect that py, from (C4) converges to the solution pj, of
the following discrete dynamics:

Pl = exp(Lnt)Trae” [ 10) 01 @ 3],

where pj = exp(LySs)[po]. (C6)

APPENDIX D: ANALYSIS OF THE ALGORITHM

In this section, we investigate the complexity of simulating
the Lindblad dynamics as described by equations (20) and
(C6) using the schemes (19) and (C4). The rigorous version
of Theorems 1 and 2 are presented in Theorems 18 and 19,
respectively.

1. Simulation cost of continuous-time Lindblad dynamics

Given a stopping time 7 > 0 and the time step t, we
assume the number of iterations M, = T/t is an integer. We
now prove that py, from (19) converges to po(7") from (20)
with first order accuracy in t.

Theorem 18 (Simulation cost of the continuous-time Lind-
blad dynamics with one ancilla qubit). Given a stopping time
T > 0 and the accuracy € > 0, we assume that f satisfies As-
sumption 12. Then, to obtain [|e?5 p(T)e™™ 5 — py ||, < e,
we can choose

s=o(3(m(=2T))),

1
Sye) ,
B <1 +max{||H||,Sw}>

tzé( 1 . 2 )
(AN* + AN IH DT

where the constant in Sy depends on the parameters appearing
in Assumption 12. In particular, the total Hamiltonian simula-
tion time for H

Tiaow = OT TS, +T) = O + [HIDA™'T? ™).
In addition, the total number of controlled-A gates is
Ny gate = ®(T‘c_1Ser_1)
= &1 + IHID(1 + max{S,,, [H[HA~'T%").

Note that the Hamiltonian simulation time is independent of
the step size 7, for discretizing the integral in forming the
jump operator K.

The proof of Theorem 18 is in Appendix D4. We empha-
size that the bottleneck leading to the first-order accuracy is
not due to the Trotter splitting scheme used in Eq. (7), but
the first-order accuracy of the Lindblad simulation method in
Lemma 3.

2. Simulation cost of discrete-time Lindblad dynamics

The simulation cost of (C4) is shown in the following
theorem:

Theorem 19 (Simulation cost of the discrete-time Lindblad
dynamics). Assume that f satisfies Assumption 12. Given a
stopping time T > 0, a time step 7 = O(||A||~2) such that
M, =T/t € N, we generate py; and py, using (C6) and (C4)
correspondingly.

Given the accuracy € > 0, to obtain &5 pf, e 5 —
oum, |l < €, we can choose

1 S,IAIT \\®

Sy = 0| —| log ﬁ ,
A Ae

1

T, =0 , (D1)

1 + max{|[H [, S»}

~ (IA|T"/?
r=0 iz )

where the constant in S; depends on the parameters in As-
sumption 12. In particular, the total Hamiltonian simulation
time for H is

Ty o = O(TT7'Sr + T) = O(A™'T271/2),

and the total number of controlled-A evolution gates is
Ny gare = (Tt 'St 'r)

= B((1 + max(S,.. [HIDA T/,

We put the proof in Appendix D 5.

Unlike the simulation of the continuous-time Lindblad dy-
namics in Theorem 18, the bottleneck of the second order
accuracy in Theorem 19 is due to the second order Trotter
formula for the short time propagator W (4/7). Replacing the
second-order Trotter formula with a pth order Trotter formula
in defining W (,/7), we can further improve the asymptotic
scaling to be nearly linear in 7. This is shown in corollary 20.

Corollary 20 (Simulation cost of the discrete-time Lindblad
dynamics with high order splitting for W). Under the same
assumptions of Theorem 19, but assume that the propagator
W (/T /r) is constructed using a p-th order Trotter method,
we may choose

r=OWAIPT/)"").

Then with the same choice of S;, 7y as in Theorem 19 and
sending p to oo, the total Hamiltonian simulation time for H is

Tit o = O(T TS5 + T) = O(ATITHeDe—ohy,
In addition, the total number of controlled-A gates is
Nagae = O(TT7'S577r)
= O((1 + max{S,, [H[|HA~ T +oDeoh),
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Remark 21. While Eq. (19) partitions the coherent and
dissipative components of the continuous-time Lindblad dy-
namics in a manner similar to a first-order Trotter method,
this scheme still maintains the ground state. Therefore this
first-order-like splitting may influence the mixing time, but
may not contribute to the error of the ground state.

On the other hand, the accuracy of W (/T), which approx-
imates e~X¥' up to a change of frame, plays a vital role in the
fixed point argument and needs to be implemented accurately.
In practical scenarios (Sec. V), we observe that employing a
second-order Trotter method with T = O(1) and r = O(1) is
often sufficient.

3. Proof of Lemma 3

To prepare the proof of Theorem 18 and Theorem 19, we
first prove Lemma 3. We recall it in the following:

Proof of Lemma 22. (Lindbladian simulation using one an-
cilla qubit). Let

o (v) = Tra e KV710) (0] ® ple®V™.
Then for a short time t > 0,
lo (@) = p(0)ll1 = O(IK|I*t?)
where p(t) is the solution to the Lindblad dynamics
O p(1) = Lxlp()]
Proof. According to Eq. (A1), we first obtain
|l exp(—iK/T) — (1 — iK /T + K21 /2 + K312 /6)|
= O(KI*e*) = O(IK|*e).

with initial condition p(0) = p.

Let Tix = (1 —iK/T+K*r/2+ K3t¥2/6) denote the
truncated Taylor expansion, and 1 denotes the identity oper-
ator. We have

|o(x) = Try T3 £110) (0 ® pITy |, = OUIK|*7?). (D2)

Because Tr,(|7) {j| ® p) = §; jp, We note that terms with an
odd power of O(t'/?) vanish after applying the partial trace
operation. This implies

| Tra 75 £ [10) (O] ® pIT3 ¢
— (1 +KpK't — %(KTK,O‘L' + ,oK"'Kt)) Hl
= || Tra T5.£[10) (0] ® pIT3 x — (1 + LxkT)p|1
= O(IK|I*r?). (D3)

By combining equations (D2) and (D3), we arrive at the fol-
lowing expression:

lo(z) = (1 + LgT)pll = O(IK|[*).
Finally, since
lo(T) — (1 + Lxt)plli = llexp(Lxt) — (1 + LxT)plh
= O(lILkli7*) = O(IK|*?),

we conclude the proof. |

4. Proof of Theorem 18

To prove Theorem 18, we first show the following propo-
sition:

Proposition 23. Under the assumptions of Theorem 18, we
assume 7 = O(|JA[|72), then

€775 p(TYe ™S — pp 11 = O(IK — K, || |A|IT)

+ O((IAlI* + IAIPIHIDT ©).
(D4)

Proof. We first notice that
e p(T)e™™% — pyy Il = [lp(T) — €™ pyy, €™ 1.
Define p,, = e 5 p,,e/"5. Then
Pt =€ M Trg (e W (JD)e5)(10) (0] ® pm)
X (e S W (7)) T

iHSy iH Sy

with pg = e™""s pre
Because the Lindblad dynamics is contractive in trace dis-
tance according to Eq. (A4), to prove (D4), it suffices to prove

lo(r) = Bl = O(IK — K [|All7)
+O(AIP(IAI® + |H D). (DS)
Define
B = e M7 (Tr, e V7K |0) (0] @ p(0)eVF)eM'T
and
Brs = e M7 (Tr, e V7K [0) (0] ® p(0)e!VTR)eHT
Then

lo(m)—pilli < llp(t) —pilly + 161 — Pislly + 1015 — oull;-
(D6)

The first term contains the Lindblad simulation error, the
second term contains the error from the numerical integration,
and the third term contains the error from Trotter splitting. Ac-
cording to Lemmas 3 and 9 (AS), we first bound the Lindblad
simulation error:
lo(r) = o1lly <IIo1 — exp(Lut)exp(LgT)p0)];
+ [lexp((Ly + Lk)T)p(0)
—exp(Lyt) exp(Lxt)p(0)]
=O(IK|I*t?) + O Ln. Lkl T)

=O(AIFIAI? + IH|)T?) (D7)

where we use Lemma 3 in the first equality and Lemma 10 in
the last equality.

Next, in order to bound the error of the numerical integra-
tion, we observe that

M BT = Tr, (e VK 10) (0] ® p(0)e'YF)
and

15T = Try(e VK 10) (0] @ p(0)eVT.
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Define

’:51,[1(1‘) - e—ifﬁ 10) (0] ® ;O(O)ei”?,
Prs.a(t) = 7 10) (0] ® p(0)e"™.

Noticing

115.0(t) = Prs.a(O, = O(IKIt),

we have

151 — Prslt = ITra(P1,0(VT) = P s.a (VT

< eV 10) (0] ® p(0)e'VTK —
= O(IK - KKl + 1K ID7)

= O(IK — K, IA]7),

where we use the Duhamel principle in the second equal-
ity, Tra([K Kg, 01.5.2(0)]) = 0 in the second inequality, and
IKs|| = (9(||A||) in the last equality.

Finally, we bound the error of Trotter splitting. Using (A1)
to expand each exp(—iH;/7/2) up to N = 3, we obtain that

4
1Brs — 2all, = O (ﬁ > I, ||)
1
4
=0 rznAu“(n > |f(s1>|>
!

= O(2*|A]%) (DY)
where we use Lemma 16 (B5) in the third equality. Here all
7%/2 terms disappear because of the partial trace. Plugging
(D7)—(D9) into (D6), we prove (D5).

To bound ||K — K|| in (D4), we need to use Lemma 4. We
state its formal version here.

Lemma 24 (Convergence of the quadrature error). Let
satisfy Assumption 12. Then, for any € > 0, if

1 Ci,rSollAllo \ \*
S, =Q — log [ L2222 .
C2f CzyfAEI

1
" O(l +max{||H||,sw})’

where Cy r, C; r come from Lemma 16, we have

IK — K|l = O(e). (D10)

VT ~ ~ o~ ~
Tr, ( f exp(—iK(vT — DK — Ky, Bro )] exp(iK (/7 — r))dt)
0
V7 _ o ~ _
Tra / CXP(_IK(\/? - t))[K - st Iol,s.u(t) - pl,s.u(o)] exp(lK(\/? - t))dt
0

VT ~ ~ o~ ~
+ | Tra (/ exp(—iK (VT — 1)K — K;, P1.5.4(0)] exp(iK (+/T — t))dt>
0

1

1

1

e V7K 10) (0] ® p(0)eVTE

(D8)

Proof. We separate the error into two parts:

IK = Kill < K = Kool + [ Koo — Kl (DI11)

where Koo = Y 1o f(s1)e 5 Ae~ % 7, For a given N, using
Lemma 16 (B4), the second part of error can be bounded as

Koo — K|

= Ol Il D C1ySwexp(=CaoplsiAl*)T,

[11=M,

= O( Ci s, Al / exp(—C; f|sA|”“>ds>

CrrSollAll

Il
Q

exp(—cz,f|s|‘/“>ds)

Il
Q

’ s¢7! exp(—Cy,rs) ds)
(5 M)l

Ci.rSw IIAIIOZ

0

exp(—Cy,r5/2) ds)
(s Ayl

2C, £ SollAller ox Gy (S
CofA 2

= O(€),

=0

(
(5
(C1 fS ||A||a
mo(T
(Faa™

(D12)

where we use s*~! < exp(Cs, r8/2)in the fifth equality and

S, = Q(%(% log(c"cfi“’#))“) in the last equality.

Now, we control ||K — K ||. Recall supp(f) c [-S,,0] C
[— max{2||H||, S}, max{2||H |, S,}]. Applying Theorem 17

033147-16



SINGLE-ANCILLA GROUND STATE PREPARATION VIA ...

PHYSICAL REVIEW RESEARCH 6, 033147 (2024)

with S = max{2||H||, S,,} and 7y = O(1/S), we obtain

> f F@yexp(i(h — 20 dt (il Alj)
i,j 7

iy Gl={ D2 | Do Flsexpliri — AT | (il ALj)

i,j \I=—o0

i) (jI =K.

This implies K = K, and concludes the proof. |
Now, we are ready to prove Theorem 18.
Proof of Theorem 18. According to Proposition 23 (D4)

and Lemma 4, we set €/ = TAIT AHT in (D10) to obtain that

€ ~
Io(T) = pu Il = 5 + O((IAII* + IAIPIHINT 7) < €

where we use T = 6(m) in the inequality.

Next, we calculate the total Hamiltonian simulation time
for H. According to (17), each implementation of W (t) needs
to simulate the system Hamiltonian for time ®(S;). Thus the
total Hamiltonian simulation time:

Th 1ot = number of steps x (t + O(S;)) = M, (t + O(Sy))
=O(T + TSt ") = O(T%™).

Finally, to calculate the number of controlled-A evolution
gates, we notice that each trotter splitting step in W (7) needs

J

”’/51,.3‘

= pilly <1 Tra(e™ 710} (0 ® p(0)e™T —

to implement ®(1) controlled-A evolution gates. This implies
Ny gate =number of steps x O(S,7,™")

—O(T2™).

5. Proof of Theorem 19 and Corollary 20

To prove Theorem 19, we first show the following propo-
sition:

Proposition 25. Under the conditions of Theorem 19, we
further assume r = Q(1), then

|5+ pg, it =O(IK — K[l|AIT)

Py, € ' = Pm, | 1

+O(IAI*TT/r?).  (D13)

Proof of Proposition 25. For simplicity, we ignore the effect
of ¢S, Because the Lindblad dynamics is contractive in trace
distance according to Eq. (A4), to prove (D13), it suffices to
prove

|0t = o1, = OUIK = K NlIAlIT) + O(IA]*7?/r). (D14)
Define
Bry = ¢ M7 (Tr, eV 10) (0] @ p(0)e VTR,
Then

Lot — o], < |lof = Pus|, + |Prs — o1, (D15)

where the first term contains the error from the numerical
integration, and the third term contains the error from Trotter
splitting. Similar to Eq. (D8) in the proof of Theorem 18, for
the first term, we can bound is by

Using the second-order Trotter splitting formula and Eq. (A1) with N = 3, we can rewrite W (/T /r) as

o 732
W(/t/r)=e VK" 4 —E + E(z.1).
pe

Here the derivation of the expression

1= PLs ||1 < O(IK = Kil|A] 7). (D16)

To bound the second term, we notice
W (/T/P)1"(10) (0] ® p(ON[W (VT/r) )1 (D17)
(D18)

E = E a, 1,1, Hy, Hy Hy,

INCNA

is similar to that in Eq. (15). Moreover,

IE2(z, NIl = O

72 * 2 !
(2o mmn) [ =of 1At w ) 1f el
l l

~( I1A]l*z?
5(1e),

Here, in order to obtain the correct leading order error, we need to expand W (/T /r) up to o).

Plugging (D18) into (D17), we have

r 3/
Tr, (
3

1Brs — orlly <Y
Tra<

k=1

k=

,t(k l)fK/rE —i(r— k)fK/r |0) (0| ®,0(0)€IIK>

_1[1( 0) (0] ® p(o)ei(k—l)ﬁfs/rElfei(r—k)ﬁIi/r>

1

~ 2A4
+(9<T ||4|| )
1 r

033147-17



ZHIYAN DING, CHI-FANG CHEN, AND LIN LIN

PHYSICAL REVIEW RESEARCH 6, 033147 (2024)

Here, we use the relationship r = Q(1) and 7 = O(S, 21A1I72) to incorporate all terms of the form ('Tll/2

4
the asymptotic notation O(TU#).

||A||”) (for p > 4) into

Next, since Tr,(E; |0) (0] ® p(0)) = 0, we can expand V7K 1o first order and obtain the refined estimate

forall 1 <k <

r

2

k=1

. (20
T
a r3

Similarly using Tr,(]0) (O] ® p(O)Ef) = 0, we have

r

k=1

This gives

- T IIAII4
lo1,s — Pl||1—0( 2

Plugging this equality and (D16) into (D15), we prove
(D14). |
Now, we are ready to prove Theorem 19.
Proof. We note that Lemma 4 also holds for this case. Thus
we apply proposition 25 (D13) and Lemma 4 by setting ¢’ =
TATT AHT in (D10) to obtain that

€ ~
lo(T) = pu, Il = 5 + O(IAI*TT/r*) < e

where we use r = O(J|A[| T2~ /2)and T = O(JJA||~2) in the
inequality.

Next, we calculate the total Hamiltonian simulation time
for H. According to (17), the implementation of each W(z /r)
needs to simulate the system Hamiltonian for time ®(S;).
Thus the total Hamiltonian simulation time:

Th 1ot = number of steps x (t + r®O(Sy))
= O(T +1TSt™!) = (T2,

Finally, each step within the Trotter-splitting process of
W (z/r) requires the implementation of ®(1) controlled-A
evolution gates. This implies

@(T?)/Ze—l/Z).

|
Proof. We note that Lemma 4 also holds for this case. In
addition, when applying pth order Trotter scheme, we obtain

“— ou ||, =OUIK — K NNIAIT)
+ O(JA|PT2T P2 /rP). (D21)

Ny g = number of steps x O (8,7, 'r) =

“zHSpei

Then, we apply (D21) and Lemma 4 by setting € = m in
(D10) to obtain that

€ ~
[T = om |, = 5+ OUAI" T /") < €,

where we use r = O(|JA|¥?TPe=1/Py and T = O(||A||"2) in
the inequality.

32 ~ . ~ p
Tr, (r—3e’(kl)ﬁK’/rEle’(rk)ﬁK‘/r 10) (0] ® p(O)e'ﬁK‘>

_l(k l)fK/rE —i(r— k)fKS/r |O> (O| ®p(0)el[K)

32 o . =L ~
Z Tr, (T - e WVTKs 10) (0] ® p(o)el(k—l)ﬁKs/fEl' et(r—k)«/?Ks/f>
r

:5<r2||?||4>
1 r

~ 2 A 4
‘ :0(’ 4] )
1 I

- 2 A 4

=o<’ 141 )

1 r

Similar to the previous proof, the total Hamiltonian simu-
lation time is

r. Here we use ||E1 || = O(J|A|1?), and || K| = O(JA|). Therefore

(D19)

(D20)

(

Th total = number of steps x (7 + r®(S;))
= O(T +rTS,t ") = @(T'+/Pe1/p)y

and the total number of controlled-A gates is

Ny, gare = number of steps x ®(Sxt;1r) = Q(T'T/Petiry,

This concludes the proof.

APPENDIX E: CONVERGENCE UNDER
ETH TYPE ANSATZ

In this section, we focus on the convergence property of
the continuous-time Lindblad Dynamics (1). We will first in-
troduce the mixing time result of the dynamics in Theorem 26.
We then give the proof of Theorems 7 and 26 in Appendix E 1.
Finally, we show that our continuous Lindblad dynamics
simulation can approximate the expectation in Appendix E 2
when the time step 7 is small enough.

To study the mixing time of the continuous-time Lindblad
Dynamics (1), we define p(t) = (po(t), p1(t), ..., py_1(t)T.
In Appendix E 1, we can show that the solution of (1) satisfies

N-1

E(p(t)) =Y pit) [ (il (ED)

i=0

dp(?)
dt

=Tp(),

Here the transition matrix elements are

N—1
Tji=fro, i#j and Ti;=-Y flo. (B2
J#

We are now prepared to demonstrate that the solution of the
continuous-time Lindblad Dynamics (1) rapidly converges to
low-energy states, as proven by the following theorem.

Theorem 26 (Polynomial mixing time). Together with
Assumption 6, we also assume that there exists a decreasing
sequence {R;},L: , with L = O(poly(n)) such that

(i) Ry =N — 1,and R, = O(poly(n)).
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Ry R, R, R, R,
........................ R,
K
""""""" R3 ~
=
R,
R

T

FIG. 8. Structure of the transition matrix 7' in the eigenbasis of
the Hamiltonian.

(ii) Foreach1 </ <L-1

Rt

Zf?ja,-,j = Q(1/poly(n)), forall j € (R4, R/]. (E3)
i=0

Then, there exists 7* = O(poly(n)) such that

Ry Ry
E(Z Wil () wfi)) =3 p) =91, foralls > T*,

i=0 i=0
(E4)

for any initial condition p(0) such that p;(0) > 0 and

N
Zi:l pi(0) = 1.

We would like to emphasize that condition (E3) is crucial
in ensuring that the weight in pg,, +1<icr, can be efficiently
transferred to picg,+1 within O(poly(n)) time. Since this
transfer only needs to occur L = O(poly(n)) times, the total
time required for the weight translation from pg, +1<; t0 picr,
remains O(poly(n)). To provide a clear visual representation
of the transition matrix’s structure, we have included its graph
in Fig. 8.

The theorem above implies that, given appropriate as-
sumptions, the continuous-time Lindblad Dynamics (1) can
rapidly drive the quantum state towards low-energy eigen-
states, resulting in an increased overlap with them. Now, if
we assume that the mixing time of the sub-transition matrix
TR 1:7,) € RRRL §s 139 = O(1/poly(n)), then the mixing
time for preparing the ground state is f,x = O(poly(n)). In
other words, when t > t,x, the overlap with the ground state

E(Wol p() [¥0)) = ao(s) = ().

1. Proof of theorems 7 and 26

Proof of Theorem 7. Since f(w) = 0 for w > 0, we have
Lk [¥o) (¥ol] = 0. Plugging this into (1), we prove that p* =
[Y0) (Yol is a fixed point of (1).

Now, we assume A, p(0) satisfy Assumption 6. To track
the evolution of E(p(¢)), we first observe,

N—-1 N—1
=Y Fridi ) . =Y fuiAiilv)
j=0 Jj=0

where we use A as a Hermitian matrix in the second equality.
Taking the expectation on the randomness of A, we obtain

K |y) K" 1Y)

N—1
EK [9:) (VilK") = f705 197) (951
j=0
and
N—

EK'K [y:) (i) =E Z

le hﬁ/ <Wl|

MZ

=E ]zf/kAkj“pk) <wz|
j k=0
N—
Zf,,o,, i) (Wil.
j=0
These two equalities imply that
N—-1
ELx () (i) = D f7i04(195) (51 = 1) (WD) (ES)
j#i

Since p(0) is a diagonal matrix in the basis of {|/;)}" Al 0 ,
plugging (E5) into (1) and taking expectation on both sides,
we find that E(p()) is always a diagonal matrix in the basis
of {|y)}i,' and

@ — E(Lx(p(1))),

where we use [H, E(p(¢))] = 0 for any 7. According to (ES),
we can rewrite the above equation as

N—-1
E(o(t) =Y pi(t) [¥) (Wil
i=0
where p;(t) solves
d . N—1 N—1
Pit) _ > foiipi) =Y floupit).  (E6)
J#i J#i

In particular,

dpo(l)

N—
Z ()JUO jpj(t)

which implies po(t) =1, p,;l(t) =0 is the unique fixed

point. Since o; ; > 0 for all i, j, we conclude that [) (ol

is the unique fixed point of the Lindblad Dynamics (1), and

the solution of (1) converges to |g) (Vo] ast — oo. |
Next, we prove Theorem 26.
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Proof of Theorem 26. To show (E4), it suffices to prove that for any 1 < 1 < L — 1, there exists 7, = O(poly(n)) such that

N—-1

D p) <

i=R;41+1

1
———, forallt > T;. (E7)
+3

l\)l'—‘

Since f(x) = 0 when x > 0, we first notice that T is an upper triangular matrix, which implies the weight can only move
from high energy states to low energy states. Then, for I = 1, using (E3), we obtain

dZ R+1p1(t) . & ) =
= S, min D feu || 2 p)
' - i=0

i=Ry+1
N-1
- pi(t)
poly(n) i:%;l
Since ZfV;RIZ 41 Pi(0) < 1, there exists 71 = O(poly(n)) such that
N-1 |
> pit) < g forallr >Ti. (E8)
i=R,+1
Next, for / = 2, according (E3), we obtain
le =Rs+1 Pz(t) s o
—_— Y S i i(t
i )| 3 p
1 e
=0| - pi) ||,
poly(n) i=§+1

where we use min je, z,] Zﬁo f?jai j =8 )) in the inequality. This implies that when 7' > T}, we have

poly(n

dt otherwise

. Ry
Ay R3+1pl(t)< ( %m) if Y 2p Pilt) > 55
0,

Because Zl ZRyp1 Pit) < Z, gy 11 Pi(t), there exists T» = max{Ti, O(poly(n))} such that

Ry

1 1 1
it —— — —— = —, forallt > T.
Z P()<1+3 533 = g feralle>T
i=R3+1
Combining this with (E8), we can obtain that
= 3001 1
Y opit)< = =5—-— forallt > T.
) 10 2 243
i=R3+1

We can continue this process to any [ < L — 1. Specifically, for any /, we obtain that

d t -1 1 1
Zl =Ri41+1 pi(t) < O( (U—=143)(I+3) pO]y(n))’ if Zz =Rip1+1 pi(t) > (=143)(1+3) |
dt 0, otherwise

Thus there exists 7; = max{7;_;, O(poly(n))} such that and
> no<h- it
pilt) <o — /=
i=Ri+1+1 2 [+
al 1 1 1
Z pi(t)<l—l+3_l+3=% f T:. Thi E7
=R+ or any ¢t > T;. This proves (E7).
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2. Concentration around deterministic dynamics

In this section, we demonstrate that, when the cou-
pling operator A satisfies Assumption 6, our continuous
Lindblad dynamics simulation in Sec. III approximates
E(exp(—LyS;s)[po(T)]) when t — 0, where p(T") the solution
of the modified Lindblad Dynamics (20).

For simplicity, we omit the phase shift exp(—LgS;) and
assume our simulation scheme can fit into the following clas-
sical setting: Given a stopping time 7 > 0 and a small time
step T > 0 such that M = T/t € N, we approximate p(nt)
using p,, which is defined by

Pn = F(T,An)Pn-1,

where pg = p(0). (E9)

Here, F(t,A,) is a linear operator that depends on the ran-
dom operator A, and {A,}, are independently drawn from a
probability distribution E,.

Next, we introduce the Frobenius norm of a matrix, which
is defined as

IAllF := v Tr(ATA).

In addition, given a superoperator £ that acts on matrices, the
induced F-norm is

I£llp := sup [IL(A)F.

llAllF<1

Now, we are ready to introduce the approximation result,
which is summarized in the following theorem.

Theorem 27 (Concentration of a single trajectory around
deterministic dynamics). Assuming our scheme possesses at
least first-order accuracy, meaning that there exists a constant
Cr such that

IF(z,A) — exp(LaT)l; < Crt?

almost surely for A drawn from Define Cg
SUPAcaupp(z,) MAX{ [ Lall1, [ £allr}. If T = O(min{7, CLE}), we
have

o)
AL

Elloy — E(p(T)llr = Oexp(CzT)CevTT + CxT7).
(E10)

J

Remark 28. The relationship between the F'-norm and the
trace norm in (E10) can be expressed as follows:

1
ﬁ”pM —E@@)I < llow —E@T)lF

< llove = ECo(T)|;-

It is important to highlight that these inequalities are sharp.
Therefore, in the worst-case scenario, the upper bound of
llosr — E(p(T))|l; depends exponentially on the number of
qubits n. It remains an intriguing question whether there
exists potential for further improvement in the bound of
llosr — EQ(T ),
Proof. Define
Pn = (1 + E(Ls,)T)Pn-1,

Here L4, is defined in (1), and the subscript A, indicates its
dependence on the random matrix A,,. We notice that
dE(p(1))
—— =ELDE(p®)).

Because exp(E(L4)t) is a completely positive trace-
preserving map for any ¢ > 0,

IE(o(T)) — Pullr < IEG(T)) — Pull; = O(CET 7).

where 0y = p(0).

(E11)
Next, we rewrite (E9) as
Pn =1+ L4, 7)1
+ (}'(r, A,) —exp (ﬁAnr))pn_l
+ (exp(L4,7) — (1 + L4,7))pn—1- (E12)
The second and third terms can be bounded by
[(F(x.Aw) — exp (L4,T)) o1 ||, < CFT* (E13)
and
Iexp(La,T) = (1 + La,0))oa-1ll, = O(CZ7%).  (E14)

Plugging (E13), (E14) into (E12), when t < ||£A"||1_1,
(14 L4,7) are completely positive trace-preserving maps,
and we obtain

[ = (0 + L, Dm0
< ow = (0 + Lo, D)oo
= O((CF + C3)T).
Finally, we borrow idea from Ref. [[73], Lemma 3.7] to bound
E|TIN_, (1 + L4,7)p0 — 5M||12;. First, we rewrite

(E15)

T (1 + La,0)p0 — P = (LayT — E(La )OI (1 + L4, T)p0

8)

+ (1 + E(Lay) (M (1 + L4, 0)po — T+ E(La,)T)00) -

(1)

The key observation is that only (I) contains the random operator L,,. Thus

E(D') = E(E(@'D|A1-1)) =0
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and E((I)"(I)) = 0. These further imply
E| T (1+ L4, )00 = P [
= ETr[((D) + D) (D) + (I))]

— EIMI3 +EIIE <ENOIE + (1 +MoE| (TS (4 + L£a,0)p0 — TV (1 +E(L4,)7) 00) |

n=1

=4AM*t* + (1 + M0)*E | (T (1 + La,7) po — TN N(1 4+ E(La,)T)00) ||fv

< AM?1% + exp(2MT)E H (HN_I(I + EA”I),OO —

n=1
Repeating the above calculation iteratively, we obtain
N
]E || Hn:l

Therefore

Ellpw — Pulle < (B[ T, (14 La,7)00 = Pur|) " = Olexp(CT)Cav/T).

Combining (E11), (E15), and (E16), we prove (E10).

MY (1 + E(La,)T)00) | -

(14 La,7)00 — Bu|| 7 = O(exp(2C=THCAT ).

(E16)
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