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Emergence of vortex state in the S = 1 Kitaev-Heisenberg model with single-ion anisotropy
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The search for Kitaev spin liquid states has recently broadened to include a number of honeycomb materials
with integer spin moments. The qualitative difference with their spin-1/2 counterparts is the presence of single-
ion anisotropy (SIA). This motivates our investigation of the effects of SIA on the ground state of the spin-1
Kitaev-Heisenberg (KH) model using the density-matrix renormalization group which allows construction of
detailed phase diagrams around the Kitaev points. We demonstrate that positive out-of-plane SIA induces an
in-plane vortex state without the need for off-diagonal interactions. Conversely, negative SIA facilitates the
emergence of a ferromagnetic state in the presence of antiferromagnetic Heisenberg interactions, whereas a
Néel state can emerge for ferromagnetic Heisenberg coupling. These findings, pertinent even for weak SIA, not
only enhance our theoretical understanding of the spin-1 KH model but also suggest experimental prospects for
observing these novel magnetic states in material realizations.

DOI: 10.1103/PhysRevResearch.6.033146

I. INTRODUCTION

The Kitaev model, initially formulated for spin-1/2 par-
ticles on a honeycomb lattice, offers a unique framework
conducive to theoretical exploration due to its exact solv-
ability [1]. Its ground state, known as the Kitaev spin liquid
(KSL), exhibits fractionalized excitations such as Majorana
fermions. The realization of Kitaev-type interactions in d5

transition metal compounds with strong spin-orbit coupling
(SOC) paved the way for a burgeoning field of research on Ki-
taev materials [2,3]. The extension to the Kitaev-Heisenberg
(KH) model, which incorporates conventional Heisenberg in-
teractions, enables a more accurate portrayal of magnetic
behaviors in actual compounds [4]. Recent experimental ad-
vancements have broadened the search beyond spin-1/2 to
spin-1 systems, unearthing potential Kitaev physics in novel
materials such as Na2Ni2TeO6 [5–7], A3Ni2SbO6 (A = Li,
Na) [8], Na3Ni2BiO6 [9], and KNiAsO4 [10]. The complexity
of the systems for S > 1/2 is heightened due to their lack
of an exact solution and the absence of a Majorana fermion
description. Instead, several numerical studies have been un-
dertaken to elucidate the fundamental properties of the spin-1
Kitaev model [11–23]. Notably, the broader KSL region found
in the spin-1/2 system [24] is constricted in spin-1 systems,
with the latter exhibiting enhanced stability for magnetically
ordered phases due to reduced quantum fluctuations [19]. At

*Contact author: ayushisinghania92@gmail.com
†Present address: Theory of Quantum Matter Unit, Okinawa In-

stitute of Science and Technology Graduate University, Onna-son,
Okinawa 904-0412, Japan.

Published by the American Physical Society under the terms of the
Creative Commons Attribution 4.0 International license. Further
distribution of this work must maintain attribution to the author(s)
and the published article’s title, journal citation, and DOI.

the Kitaev limit, the existence of a generalized hexagonal
plaquette operator preserves the Z2 gauge structure, leading
to vanishing spin-spin correlations beyond nearest neighbors
as in the spin-1/2 model [25,26].

A pivotal aspect of quantum spin systems with S > 1/2
is the presence of single-ion anisotropy (SIA), which may
critically affect magnetic characters [27–32]. The theoretical
underpinning of this term is captured by the integration of a
SOC term into the Hamiltonian, which subsequently induces
SIA [33]. Particularly in Kitaev materials, pronounced SOC
may contribute to significant SIA. Although the implications
of SIA have been probed in the context of the Kitaev limit
[18,28], the consequences integrating SIA into the spin-1 KH
model, as pertinent to material realizations, has remained to
be comprehensively explored.

In this article, we study the ground-state properties of the
spin-1 KH model on a honeycomb lattice with out-of-plane
SIA using the density-matrix renormalization group (DMRG)
technique [34]. By analyzing the energy spectrum, spin struc-
ture factor, chiral vector, and flux expectations, we present
detailed phase diagrams surrounding KSL phases, which re-
veal the intricate interplay among the Kitaev, Heisenberg,
and SIA terms. Our study leads to two significant insights:
the induction of an in-plane aligned vortex state by positive
SIA, even in the absence of off-diagonal interactions, and the
surprising stabilization of a ferromagnetic (FM) state under
antiferromagnetic (AFM) Heisenberg coupling for negative
SIA and vice versa. These novel magnetic phenomena can
manifest even with relatively small SIA, thus presenting a
viable avenue for experimental observation in real materials.

II. MODEL

We consider a spin-1 KH model on a honeycomb lattice.
The Hamiltonian is expressed as

HKH = 2K
∑
〈i j〉γ

Sγ

i Sγ

j + J
∑
〈i, j〉

Si · S j + D
∑

i

(n · Si )
2, (1)
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where Sγ
i is the γ (= x, y, or z) component of the spin-1

operator Si at site i, n represents the direction of SIA and the
strength of SIA is controlled by D, and J and K are the Heisen-
berg and Kitaev interactions, respectively. For convenience,
we introduce an angle parameter θ ∈ [0, 2π ], setting J =
cos θ and K = sin θ . Focusing on the most generally plausible
scenario, we consider the case where n is perpendicular to the
honeycomb plane, i.e., n ‖ [111]. This type of SIA is naturally
anticipated from trigonal distortions [27,35]. However, the mi-
croscopic mechanism identified for higher-S Kitaev candidate
materials suggests the absence of off-diagonal � interactions
[5]. Thus, our study focuses on the spin-1 KH model with SIA.
It is noteworthy that a transformation of Hamiltonian (1) from
xyz to abc coordinates results in the emergence of apparent
off-diagonal terms (see Appendix E for details). This could
be pertinent to the emergence of vortex states discussed in the
following.

III. METHOD

We perform DMRG calculations on a C6-symmetric, i.e.,
spatially anisotropic, cluster with open boundary conditions
(OBC). The use of OBC allows for calculations of high preci-
sion and avoids the geometrical effects that typically skew the
interpretation of anisotropy-sensitive phases such as zigzag
or stripy patterns, as noted by recent work [36]. For a broad
survey of the phase space and to obtain a comprehensive phase
diagram, we opt for a 24-site cluster configuration depicted in
Fig. 1(a). Although a finite-size scaling is necessary to confirm
long-range ordering conclusively, the intrinsic competition
between the local terms as found in Hamiltonian (1) can still
be examined using a cluster of this size. The maximum bond
dimension is set to 1000 so that the maximum truncation
error is less than ∼1 × 10−6. We have verified consistency
with prior studies at D = 0 [13,19] and J = 0 [18] (see Ap-
pendix F for details). Subsequently, to confirm the reliability
of our method, our results are compared to those obtained
using larger 37-site and 54-site clusters for representative
parameters of each phase. Data supporting the computational
veracity, including convergence tests and additional DMRG
outputs, are provided in Appendixes G and H. Our results
were obtained with ITENSOR package [37].

To delineate the ground-state phase diagram, we compute
the second derivative of the ground-state energy E with re-
spect to the control parameters λ (which can be θ or D),

E ′′(λ) = ∂2E

∂λ2
, (2)

and identify phase transitions where E ′′(λ) peaks. Since a
certain level of accuracy for the energy is required to perform
this analysis, the use of the 24-site OBC cluster would be a
good choice [36]. Additionally, we utilize the local expecta-
tion value of the plaquette operator Wp given by

Wp = exp
[
iπ

(
Sx

1 + Sy
2 + Sz

3 + Sx
4 + Sy

5 + Sz
6

)]
, (3)

FIG. 1. (a) C6-symmetric 24-site OBC cluster used in our DMRG
calculations, where the thin-lined rectangle denotes the structural
unit cell. The numbers 1–6 labeling for the plaquette operator and
chiral vector. (b) Reciprocal space diagram showing Bragg peak
positions for various magnetic phases (inner hexagon shows the first
Brillouin zone of the honeycomb lattice). Schematic structure for the
(c,d) vortex, (e) stripy, and (f) zigzag states.

to distinguish the topological phases from magnetic orders,
with its eigenvalues deviating from ±1 indicating transition
from the KSL regime. The chiral vector vc, which probes spin
chirality, is calculated as

vc =
3∑

i=1

S2i−1 × S2i+1 =
3∑

i=1

S2i × S2i+2, (4)

where the labeling of i is shown in Fig. 1(a). vc provides
insight into 120◦ magnetic order and/or vortex state. We show
the average taken over all plaquettes for |n · vc|. We further
quantify the static spin structure factor S(Q), which reflects
spin correlations at wave vector Q across the cluster:

S(Q) = 1

N

∑
i j

〈Si · S j〉eiQ·(ri−r j ), (5)

where N is the total number of lattice sites and ri denotes
the position of site i. A peak in E ′′(λ) typically indicates a
phase transition, and by examining the behavior of S(Q), we
can determine the nature of spin ordering within the various
phases. The deviation of Wp from ±1 provides a quantitative
measure of the robustness of the KSL phase.
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IV. REDUCTION OF SPIN-1 DEGREES OF FREEDOM
IN LARGE |D| REGIONS

In the large positive D limit, the ground state can be ex-
pressed as a product over site-specific states, |ψgs〉 = ∏

i | �0i〉
with

| �0i〉 = 1√
3

(|x〉 + |y〉 + |z〉), (6)

where |x〉 = − 1√
2
(|1〉 − |−1〉), |y〉 = i√

2
(|1〉 + |−1〉), and

|z〉 = |0〉) [11,18]. Here, |1〉, |0〉, and |−1〉 represent the eigen-
states of the z-component of spin-1 particle. The expectation
values for spin components and spin-spin correlations in | �0i〉
vanish, i.e., 〈 �0i|Sα

i | �0i〉 = 0 and 〈ψgs|Sα
i Sα

j |ψgs〉 = 0 for any
sites i, j and α = x, y, z. Thus, the system is in a disordered
state at large D regions.

For substantially negative values of D, the effective spin-1
degrees of freedom resemble that of the Ising model, due
to the preferential alignment of spins along the n ‖ [111]
direction or its antipodal direction [1̄1̄1̄] (along SIA). The
pertinent spin states can be defined in this limit as

|⇑〉 = 1√
3

(ei 2
3 π |x〉 + ei 4

3 π |y〉 + |z〉) (7)

|⇓〉 = 1√
3

(ei 4
3 π |x〉 + ei 2

3 π |y〉 + |z〉). (8)

This yields the expectation values of 〈⇑ |Sγ

i |⇑〉 = 1√
3

and

〈⇓|Sγ

i |⇓〉 = − 1√
3

for γ = x, y, z (see Appendix A for details).

V. NUMERICAL RESULTS

A. J = 0 limit

We commence our analysis by considering the limit of van-
ishing Heisenberg coupling J . The system manifests the KSL
ground state for D = 0. The phase evolution with varying D
for a fixed θ = 1.5π (corresponding to J = 0, K = −1) is
depicted in Fig. 2(a). We find that E ′′(D) has two peaks at
D ≈ −0.33 and 0.32. Within the interval −0.33 � D � 0.32,
the system retains the KSL state, corroborated by the per-
sistent topological invariant 〈Wp〉 ∼ 1. When D falls below
−0.33, 〈Wp〉 sharply diminishes close to zero with a steep
increase of the FM Bragg peak intensity (refer to Fig. 1(b) for
the Bragg peak points), signifying a phase transition to an FM
ordered state. This occurrence of long-range order, induced
by negative SIA, is a particularly remarkable consequence of
effective Ising spins |⇑〉 and |⇓〉. When the effective Ising
spins are subject to Kitaev interactions, then FM and Nèel
magentic orders are realized based on the sign of K . For both
cases, the ordering effectuates an energy reduction by |K|,
setting the ground-state energy per spin at ε = D − |K|. This
clearly explains why the addition of a D term to the Kitaev
model is enough to create a long-range order [18].

In contrast, for D � 0.32, despite a marked decrease of
〈Wp〉 to approximately 0.6, no discernible rise in Bragg peak
intensity occurs. The systematic decline of 〈Wp〉 upon increas-
ing D supports the interpretation of this regime as a crossover
from the KSL phase to a potential disordered phase. Indeed,
in the vicinity just beyond D ≈ 0.32, the persistence of strong
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FIG. 2. DMRG results for the second derivative of ground-state
energy, expectation value of the flux operator (top), intensity of the
spin structure factor at representative Bragg peak positions (middle),
and expectation value of (Sx

i + Sy
i + Sz

i )2 (bottom) as a function of D
with fixed (a) θ = 1.5π and (b) θ = 0.5π . The inset of the bottom
figure shows 〈(Sx

i + Sy
i + Sz

i )2〉 for an extended range of D.

nearest-neighbor correlations still affirms the KSL character-
istics, as detailed in Appendix B.

The strong contrast between the abrupt phase change at
D ≈ −0.33 and the more gradual crossover beyond D ≈ 0.32
is clarified upon examining the squared [111] spin component,
(Sx

i + Sy
i + Sz

i )2. This quantity achieves a value of 3 when
spin-1 is fully collapsed into the Ising degrees of freedom, and
it becomes 0 when the system is in a complete zero state. As
shown in the bottom figure of Fig. 2(a), this value is already
close to 3 at D ≈ −0.33, and it rather gradually approaches 0
as D exceeds 0.33.

Figure 2(b) presents analogous findings for θ = 0.5π . The
FM order is now replaced by AFM Néel order as D turns neg-
ative, yet the resemblance to the phase behavior for θ = 1.5π

is striking, demonstrating the robustness of these phenomena
across the chosen parametric spectrum. It is interesting to note
that stability of the KSL in AFM and FM limit remains the
same. This is in contrast to the expectation that AFM KSL
is more fragile than FM KSL to the perturbations introduced
by Heisenberg interactions. This can be attributed to the fact
that SIA is an on-site interaction which does not compete with
Kitaev interaction.

B. Phase diagram in the D-θ space

To determine the phase distribution near the FM and
AFM Kitaev points, we calculate E ′′(λ), 〈Wp〉, vc, and S(Q)
over the D and θ parameter space. At D = 0, phase tran-
sition sequences near the AFM Kitaev point specifically,
Néel (θ/π � 0.491) to AFM KSL (0.491 � θ/π � 0.509) to
zigzag (θ/π � 0.509) are established. Corresponding transi-
tions near the FM Kitaev point delineate FM (θ/π � 1.464)
to FM KSL (1.464 � θ/π � 1.533) to stripy (θ/π � 1.533).
The narrowed KSL regions, as compared to those in the
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FIG. 3. DMRG results for the second derivative of ground-state
energy, expectation value of the flux operator, the magnitude of chiral
vector (top), and intensity of the spin structure factor at representative
Bragg peak positions (bottom) around (a), (b) FM and (c), (d) AFM
Kitaev points. The values of D are fixed at (a) 0.25, (b) −0.5, (c) 0.3,
and (d) −0.5.

spin-1/2 case, reflect reduced quantum fluctuations and are in
line with the literature [19]. To explore the effects of nonzero
D values, we plot E ′′(θ ), 〈Wp〉, |n · vc|, S(Q) around the FM
Kitaev point with fixed D = 0.25 and −0.5 in Fig. 3(a) and
(b) as examples. Each transition point is clearly indicated by
peaks in E ′′(θ ), with corresponding changes of peak positions
or amplitudes in S(Q) (refer to Fig. 1(b) for the Bragg peak
points). The composite ground-state phase diagram in the D-θ
space is depicted in Fig. 4(a), highlighting two prominent
observations.

First, a vortex phase emerges uniquely between the zero
and stripy phases, exhibiting a pronounced enhancement of
the chiral vector [|n · vc| = 3

√
3/2 ≈ 2.60 for the idealized

vortex configuration as seen in Fig. 1(c)]. While this state is
essentially the same as observed in the spin-1/2 honeycomb-
lattice J-K-�-�′ model [38], it is surprising that such a vortex
state stabilizes despite the absence of off-diagonal interac-
tions. In the phase diagram, one can discern that the region of
the vortex phase is primarily confined to values of D greater
than that of the stripy phase. This can be qualitatively ex-
plained using a classical model: as D becomes increasingly
positive, the orientation of the spins tends to be constrained
parallel to the ab plane. Assuming that all spins lie within
the ab plane, the energies per site (Ecl , in the classical
limit) of the vortex-I state [Fig. 1(c)] and the stripy state
[Fig. 1(e)] are E cl(vortex-I) = K/2 and E cl(stripy) = J/2 +
K/6, respectively. This means that the energy gain from the
Kitaev term is maximized by forming a vortex in a hexagon.

1.4 1.5 1.6

-0.5

0

0.5

0.48 0.5 0.52

-0.5

0

0.5

FIG. 4. Ground-state phase diagram of the system (1) in the D-θ
space around (a) FM and (b) AFM Kitaev points. Solid lines indicate
the phase boundary, and dotted lines denote more crossover-like
transition. The circles are obtained from the peak positions in the
second derivative of ground-state energy.

Thus, as D increases, a phase transition from the stripy to the
vortex phases at a certain point seems likely for −KJ > 0.
This phenomenon may be related to in-plane vortices with
easy-plane anisotropy [39]. As D continues to increase beyond
this, the system transitions to a zero phase due to the absence
of spin correlations.

Second, we observe that when D is negative, the FM phase
expands anomalously into the AFM J parameter space, i.e.,
θ > 1.5π , a phenomenon that is not seen in the simple KH
model. This can be explained by the reduction of degrees of
freedom from spin-1 to Ising. As mentioned earlier, when the
spin basis has only either state with Eq. (7) or with Eq. (8), the
Kitaev term can lower the energy by |K| with forming an FM
state. If an AFM J is introduced to this FM state, the energy
increase can be limited to 3J/2. Thus, as long as |K| > 3J/2,
the FM phase can maintain its stability, and this corresponds
to θ/π ≈ 1.81π .

In addition to these phases, we find signatures of incom-
mensurate (IC) and spin liquid SL phases in a large negative
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D limit. We confirm these phases by looking for humps in the
second derivative in energies and structure factor peaks. As
can be seen from Fig. 3(b), for D = −0.5, there is a sharp peak
followed by a small hump. Between these two discontinuities,
Wp gains a small but finite value. Additionally, the structure
factor for some points in BZ look very similar to KSL. Sim-
ilarly, the ordered phase in Fig. 3(d) marked as IC shows
that the peaks are similar in strength for vortex and zigzag.
It is possible that both of these phases might be taken over
by the ordered phases in thermodynamic limit. A small size
dependence of structure factor is confirmed in Appendix C.

Turning to the vicinity of the AFM Kitaev point, the struc-
ture of the phase diagram, as depicted in Figs. 3(c) and 3(d)
and Fig. 4(b), nearly mirrors the one around the FM Kitaev
point with the Néel and zigzag phases supplanting the FM and
stripy phases, respectively. The vortex-II state, as illustrated in
Fig. 1(d), exhibits a spin structure distinct from the vortex-I
state due to the spin orientations on the intervortex bond
being contingent upon the sign of J . A thorough explanation
of distinguishing vortex-II from vortex-I states is provided
in Appendix D. Assuming a restriction of spin alignment
within the ab plane, the per-site energies of the vortex-II
state [Fig. 1(d)] and the zigzag state [Fig. 1(f)] are calculated
to be E cl(vortex-II) = −K/2 and E cl(zigzag) = −J/2 − K/6,
respectively. For a sufficiently positive D, the vortex-II state is
anticipated to supersede the stability of the zigzag state for
K  −J > 0. Moreover, at negative D, the unusual presence
of the Néel phase within the region of FM Heisenberg inter-
actions is rationalized by the dominance of the AFM Kitaev
interaction benefits. Namely, the energy gain from the Néel
configuration, attributed to positive K values, compensates
for the energy loss introduced by an FM character of J . The
instability of the Néel phase in the FM J region is estimated
as θ/π ≈ 0.81π.

VI. CONCLUSIONS

Using DMRG, we have considered the spin-1 honeycomb-
lattice KH model with SIA D and investigated its ground
states via the second derivative of ground-state energy, chiral
vector, spin structure factor, and the expectation values of
the flux operator and (Sx

i + Sy
i + Sz

i )2, uncovering rich phase
diagrams that extend the boundaries of known Kitaev physics.
Our results underscore the pronounced impact of minimal SIA
on the ground state proximate to both FM and AFM Kitaev
points, delineating novel ground-state domains. A vortex state
emerges as a stable configuration when shifting from con-
ventional zigzag or stripe order toward a singular zero state,
facilitated by positive D favoring in-plane spin orientations.
Remarkably, for D < 0, we report the stabilization of an FM
phase amidst AFM Heisenberg interactions and vice versa,
challenging conventional expectations. This is attributable to
negative D imposing spin orientation constraints, allowing Ki-
taev interactions to promote magnetic order over SL states—a
phenomenon absent in the canonical KH model.

The discovery of these magnetic orders, induced by a slight
SIA, may pave the way for further experimental pursuits and
material-specific calculations. Indeed, it has been reported
that SIA on the order of ∼1 meV is plausible in Na2Ni2TeO6

[6]. Thus, our findings carve out new pathways for the dis-

covery and design of quantum magnets with exotic properties
while enriching the theoretical landscape of high-spin Kitaev
systems.
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APPENDIX A: SPLITTING OF SPIN-1 DEGREES
OF FREEDOM DUE TO SIA IN [111]

We consider how the spin-1 degrees of freedom are split
due to SIA in [111]. The original spin-1 degrees of freedom
for each site has three eigenstates, |1〉, |0〉, and |− 1〉, and they
are degenerate for an isolated site. When magnetic field B and
SIA D parallel to the c-axis, i.e., [111], are applied on site i,
the Hamiltonian is written as

Hi = D

3

(
Sx

i + Sy
i + Sz

i

)2 − B√
3

(
Sx

i + Sy
i + Sz

i

)
, (A1)

where Sγ

i is the γ (= x, y, or z) component of the spin-1
operator Si at site i. By diagonalizing this, we obtain three
eigenstates:

| �0〉= 1√
3

(
−1 − i√

2
|1〉+|0〉+ 1 + i√

2
|− 1〉

)
(A2)

with energy ε = 0,

|⇑〉= 1√
3

(√
3 + 1

2
√

2
(1 − i)|1〉+|0〉+

√
3 − 1

2
√

2
(1 + i)|− 1〉

)

(A3)

with energy ε = D + B, and

|⇓〉= 1√
3

(
−√

3 − 1

2
√

2
(1−i)|1〉+|0〉−

√
3 − 1

2
√

2
(1 + i)|− 1〉

)

(A4)

with energy ε = D − B. Assuming

|x〉 = − 1√
2

(|1〉 − | − 1〉) (A5)

|y〉 = i√
2

(|1〉 + | − 1〉) (A6)

|z〉 = |0〉, (A7)
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Eqs. (A2)–(A4) can be encapsulated as follows:

| �0〉 = 1√
3

(|x〉 + |y〉 + |z〉) (A8)

|⇑〉 = 1√
3

(ei 2
3 π |x〉 + ei 4

3 π |y〉 + |z〉) (A9)

|⇓〉 = 1√
3

(ei 4
3 π |x〉 + ei 2

3 π |y〉 + |z〉). (A10)

When D < B, the degrees of freedom of the spin-1 site drop
to 2, as given by Eqs. (A9) and (A10). In the large negative D
limit, the two degrees of freedom can be regarded as those
for the Ising model. Introducing B, which commutes with
SIA, enables us to explicitly fix the Ising direction. Thus,
the quantization axis is set to be parallel to the c-axis, i.e,
perpendicular to the ab plane. Thus, the up and down spins
are given by |⇑〉 and |⇓〉, respectively, Accordingly, they lead
to 〈⇑|Sx

i |⇑〉 = 〈⇑|Sy
i |⇑〉 = 〈⇑|Sz

i |⇑〉 = 1√
3

and 〈⇓|Sx
i |⇓〉 =

〈⇓|Sy
i |⇓〉 = 〈⇓|Sz

i |⇓〉 = − 1√
3
. Once eigenstates (6)–(8) are

obtained, we can set B to zero in our discussion for the KH
model.

Let us now briefly discuss what happens when the sites
are connected by interactions. In the large D limit, the ground
state is unique as a simple product of Eq. (A8), and the system
is in a nonmagnetic ground state with all spin correlations and
spin components to be zero. However, for the large negative
D limit, the ground state is doubly degenerate independent of
the Néel or FM order. In the case of FM order, the effect of
SIA may be similar to that of an external magnetic field along
[111] [14,17].

APPENDIX B: CROSSOVER FROM THE KSL
TO THE ZERO STATE

As demonstrated in the main text, starting from the KSL
phase and increasing the negative SIA, at a certain point,
the flux expectation value approaches zero abruptly, an al-
most first-order like transition to a magnetically ordered state.
Here, the strength of SIA is controlled by D. Conversely,
with the introduction of positive SIA, the flux expectation
value decreases from near 1 to about 0.6, after which further
strengthening of SIA leads to a gradual decrease of the flux
expectation value. This suggests a crossover-like transition
from the KSL phase to a ‘zero state’ where all spin corre-
lations vanish. To further investigate this phenomenon, we
study the dependence of the spin-spin correlation functions
on SIA.

Figures 5(a) and 5(b) plot the trend of the spin-
spin correlation functions for adjacent, next-nearest, and
third-nearest neighbor sites as a function of D in the FM
Kitaev limit (θ/π = 1.5). Figures 5(c) and 5(d) are similar
plots in the AFM Kitaev limit (θ/π = 0.5). The average
values of the spin-spin correlations are taken for the central
hexagon of a 24-site lattice with OBC (see the main text).
One characteristic of the KSL is that the spin-spin correla-
tion functions are finite only between nearest-neighbor lattice
sites, with all longer-range correlations falling to zero. As can
be seen in Fig. 5, at D = 0, the values of 〈Si · S j〉I equal to
±0.562921949, whereas 〈Si · S j〉II and 〈Si · S j〉III are zero, and

-0.5 0 0.5
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0 2 4 6 8 10
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0
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1
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FIG. 5. Spin-spin correlation functions for nearest-neighbor,
next-nearest-neighbor, and third-nearest-neighbor bonds denoted as
〈Si · S j〉I, 〈Si · S j〉II, and 〈Si · S j〉III, respectively. The SIA D is varied
with fixed (a,b) θ/π = 1.5 and (c,d) θ/π = 0.5.

these values are nearly maintained within the KSL phase. It
is observed that when D becomes negative, there is a rapid
change in these correlations as the system transitions to FM or
Néel phases. However, the transition on the positive side of D
is not as pronounced. The correlations between next-nearest
neighbors and third-nearest neighbors remain small, and the
nearest-neighbor correlations slowly approach zero. Consid-
ering that the flux expectation values also gently converge
toward zero, as demonstrated in the main text, it may be
suggested that the crossover range between the KSL phase
and the disordered zero-state phase is quite extensive.

APPENDIX C: SYSTEM-SIZE DEPENDENCE OF THE SPIN
STRUCTURE FACTOR FOR EACH PHASE

In the main text, we present comprehensive ground-state
phase diagrams based on 24-site OBC clusters. To validate the
robustness of our analysis with this cluster size, we compare
the spin structure factors for system sizes N = 24, 37, and
54 at a representative parameter for each phase, as illustrated
in Fig. 6. The peaks of the structure factor are qualitatively
consistent across all sizes. We note that the spatial-rotational
symmetry is broken in the case of stripy state with N = 54.
It may be frequently observed in DMRG calculations, partic-
ularly for larger systems. However, this symmetry breaking
also serves as evidence supporting the robustness of an or-
dered state.

APPENDIX D: HOW TO DISTINGUISH BETWEEN
VORTEX-I AND VORTEX-II STATES

Given that the spin structure factors for vortex-I and
vortex-II states possess identical Bragg peak positions, further
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arb. units

FIG. 6. Spin structure factor for various phases with varying
system sizes N = 24, 37, and 54. The intensity of structure factor
is normalized by its maximum value for each case.

ingenuity is required to differentiate these vortex states. We
achieve it here by employing a pinning-spin technique. The
six-sublattice transformation T6 for the vortex states is shown
in Fig. 7 [38]. Here, we specifically pin the spin of a single
site in sublattice 1 along the [112̄] direction. This strategic
approach allows for a direct comparison of our spin structure
with the six-sublattice transformation T6. When the parame-
ters are set to θ = 1.55 and D = 0.7, we determine the spin
components for each sublattice as follows:

sublattice1 : (x′, y′, z′) = (0.4087, 0.408,−0.8160)

sublattice2 : (x′, y′, z′) = (−0.6616, 0.4494, 0.2745)

sublattice3 : (x′, y′, z′) = (0.3314,−0.5794, 0.2718)

sublattice4 : (x′, y′, z′) = (0.3231, 0.3231,−0.5617)

sublattice5 : (x′, y′, z′) = (−0.5794, 0.3314, 0.2718)

sublattice6 : (x′, y′, z′) = (0.4494,−0.6616, 0.2745),

which correspond to the vortex-I state. Similarly, for θ = 0.52
and D = 0.7, the spin components are obtained as

sublattice1 : (x′, y′, z′) = (0.4089, 0.4089,−0.8158)

sublattice2 : (x′, y′, z′) = (0.6315,−0.4780,−0.1600)

sublattice3 : (x′, y′, z′) = (0.3565,−0.5729, 0.1704)

sublattice4 : (x′, y′, z′) = (−0.3432,−0.3432, 0.5504)

sublattice5 : (x′, y′, z′) = (−0.5729, 0.3565, 0.1704)

sublattice6 : (x′, y′, z′) = (−0.4780, 0.6315,−0.1600),

corresponding to the vortex-II state.

1
2

4

6

3
5

FIG. 7. Spin structures of vortex-I and vortex-II states, and the
corresponding six-sublattice transformation T6.

APPENDIX E: TRANSFORMATION OF HAMILTONIAN
FROM xyz TO abc COORDINATES

Since the direction of SIA is set to be along the c-axis (‖
[111]), namely, perpendicular to the ab plane, it is informative
to provide our Hamiltonian in the abc coordinate instead of
xyz one. As written in the main text, the original Hamiltonian
for the z-bond is

Hz
KH = J

∑
〈i, j〉

Si · S j + 2K
∑
〈i j〉

Sz
i Sz

j + D

3

∑
i

(
Sx

i + Sy
i + Sz

i

)2
.

(E1)

Using the standard notations

Sa
i = 1√

6

(
Sx

i + Sy
i − 2Sz

i

)
(E2)

Sb
i = 1√

2

( − Sx
i + Sy

i

)
(E3)

Sc
i = 1√

3

(
Sx

i + Sy
i + Sz

i

)
, (E4)

we obtain

Sx
i = 1√

6

(
Sa

i −
√

3Sb
i +

√
2Sc

i

)
(E5)

Sy
i = 1√

6

(
Sa

i +
√

3Sb
i +

√
2Sc

i

)
(E6)

Sz
i = 1√

3

(
Sc

i −
√

2Sa
i

)
. (E7)
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FIG. 8. DMRG results for the second derivative of ground-state
energy, expectation value of the flux operator (top), and intensity
of the spin structure factor at representative Bragg peak positions
(bottom) as a function of θ at D = 0 around (a), (c) AFM and (b), (d)
FM Kitaev points.

The Hamiltonian in the abc coordinate system can be derived
by substituting Eqs. (E5)–(E7) into Eq. (E1), as shown next:

Hz
KH = J

∑
〈i, j〉

(
Sa

i Sa
j + Sb

i Sb
j + Sc

i Sc
j

)

+ 2K

3

∑
〈i j〉

[
Sc

i Sc
j + 2Sa

i Sa
j −

√
2
(
Sc

i Sa
j + Sa

i Sc
j

)]

+ D
∑

i

(
Sc

i

)2
. (E8)

APPENDIX F: COMPARISON WITH PRIOR
RESEARCH AT D = 0

Next, we evaluate our computational model using a 24-site
cluster with C3 symmetry and OBC as a benchmark. We com-
pare our calculated ground-state phase diagrams at zero SIA
(D = 0) with those obtained from previous work using the in-
finite density-matrix renormalization group (iDMRG) method
[13] and the pseudofermion functional renormalization group
(PFFRG) method [19]. In Fig. 8, we plot the second derivative
of the ground-state energy E ′′(θ ) and the expectation value of
the flux operator 〈Wp〉, and the intensity of the static spin struc-
ture factor at representative Bragg peak positions are plotted
as a function of θ around the FM and AFM Kitaev points.

Our analysis indicates that the KSL phases are stable
within the intervals [1.464π :1.533π ] and [0.490π :0.510π ]
for the FM and AFM Kitaev points, respectively. These in-
tervals are positioned between the critical values reported by
the iDMRG method ([0.494π :0.506π ] and [1.485π :1.514π ])
and those by the PFFRG method ([0.474π :0.527π ] and
[1.432π :1.556π ]).

The iDMRG study, which used infinite-length but narrow
cylinders, tends to favor commensurate magnetic ordering
over spin liquid states, potentially leading to an underestima-
tion of the extent of the KSL phases. Conversely, the PFFRG

(a)

(b)

FIG. 9. (a) Lattice structures for N = 13, 24, 37, and 54 OBC
clusters. (b) DMRG results for energy per spin and energy per ef-
fective spins at the Kitaev point (θ = 1.5π ) for various system sizes
N = 13, 24, 37, and 54.

method may overestimate the range of KSL phases, as evi-
denced by its application to the spin-1/2 KH model. Based on
these comparisons, we propose that our calculations offer a
more accurate estimation of the critical points for KSL phases,
despite the limitations imposed by the finite size of our cluster.

APPENDIX G: FINITE-SIZE SCALING OF THE
GROUND-STATE ENERGY AT THE KITAEV POINT

It is useful to obtain the ground-state energy at the Kitaev
point. From the energy value, we can estimate the nearest-
neighbor spin-spin correlations. Note that we have confirmed
that longer-range spin-spin correlations are zero. In Fig. 9,
we perform the finite-size scaling analysis of the ground-state
energy per site. We calculate the energy per site for a finite-
size cluster with OBC in two ways: one is simply E/N , and
the other is 3E

2Nb
, where Nb is the number of bonds. They are

extrapolated to the same value in the thermodynamic limit. We
use various OBC clusters with system sizes N = 13, 24, 37,
and 54 (see Fig. 9). Since N = 13 and 37 clusters are C3

symmetric while N = 24 and 54 are C6 symmetric, very pre-
cise scaling may be not expected. Nevertheless, a reasonable
scaling analysis can be performed for both E/N and 3E

2Nb
as

shown in Fig. 9. We obtain E/N = −0.63 ± 0.01 in the ther-
modynamic limit. This extrapolated value is somewhat higher
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FIG. 10. Variation of spin structure factor with bond dimen-
sion χ for magnetic phases (a) KSL (θ = 0.5π, D = 0.0), (b) Néel
(θ = 0.48π, D = 0.5), (c) zigzag (θ = 0.52π, D = −0.5), (d) vor-
tex (θ = 1.57π, D = 0.5), (e) incommensurate (θ = 1.560π, D =
−0.9), and (f) spin liquid (θ = 1.532π, D = −0.9). (g) χ scaling
of the ground-state energy for θ = 1.532π and D = −0.9. In
the inset of (d), we show the momentum path in the Brillouin
zone.

than the one obtained using exact diagonalization for clusters
with PBC, −0.65 [11]. This may imply that the ground-state
energy per site is increased by increasing system size. Base on
the energy value, we estimate the nearest-neighbor spin-spin
correlations as |〈Sγ

i Sγ
j 〉| = 0.42 ± 0.003 at the Kitaev point.

APPENDIX H: CONVERGENCE OF STRUCTURE FACTOR
WITH BOND DIMENSION χ

In our study, while obtaining most results with the 24-site
OBC cluster as presented in the main text, the bond dimen-
sion was set to χ = 1000. To examine the variation of the
spin structure factor with χ , we plot the evolution of the
structure factor for various magnetic phases with χ = 500,
1000, and 2000 in Figs. 10(a)–10(f). For these values of χ ,
we see no significant differences between different χ . Con-
sequently, it may be sufficient to use χ = 500 specifically
for examining the spin structure factor. However, regarding
the values of energy that we used to estimate the phase
boundaries, there might be a larger dependence on χ . There-
fore, we plot the values of total energy for θ = 1.532π and
D = −0.9 as a function of 1/χ in Fig. 10(g). This reveals
a rapid convergence of energy between χ = 500 and 1000.
The energy for χ = 1000 is E = −44.656101602379 and
the extrapolated value to the χ → ∞ is E = −44.6563512,
leading to an error �E = 0.000249597621. This error is
sufficiently smaller than the energy differences between the
value for θ = 1.532π and those for the neighboring pa-
rameters: E = −44.901142875433 (θ = 1.528π ) and E =
−44.424004096183 (θ = 1.536π ) as well as the difference of
neighboring θ values �θ = 0.004 when the numerical differ-
ential is performed. Thus, it would be reasonable to use this
cutoff χ = 1000 to compute the second derivative of energy
for obtaining the phase diagrams discussed in the main text.
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Oleś, and W.-L. You, Quantum many-body scars in spin-1 Ki-
taev chain with uniaxial single-ion anisotropy, Phys. Rev. B
108, 104411 (2023).

[33] K. Riedl, D. Amoroso, S. Backes, A. Razpopov, T. P. T.
Nguyen, K. Yamauchi, P. Barone, S. M. Winter, S. Picozzi, and
R. Valenti, Microscopic origin of magnetism in monolayer 3d
transition metal dihalides, Phys. Rev. B 106, 035156 (2022).

[34] S. R. White, Density matrix formulation for quantum renormal-
ization groups, Phys. Rev. Lett. 69, 2863 (1992).

[35] X. Liu, D. Churchill, and H.-Y. Kee, Theoretical analysis of
single-ion anisotropy in d3 Mott insulators, Phys. Rev. B 106,
035122 (2022).

[36] M. Kadosawa, M. Nakamura, Y. Ohta, and S. Nishimoto, Phase
diagram of the Kitaev-Heisenberg model using various finite-
size clusters, J. Phys. Soc. Jpn. 92, 055001 (2023).

[37] M. Fishman, S. R. White, and E. M. Stoudenmire, The iTensor
software library for tensor network calculations, SciPost Phys.
Codebases 4 (2022).

[38] J. Chaloupka and G. Khaliullin, Hidden symmetries of
the extended Kitaev-Heisenberg model: Implications for the
honeycomb-lattice iridates A2IrO3, Phys. Rev. B 92, 024413
(2015).

[39] G. M. Wysin, Instability of in-plane vortices in two-dimensional
easy-plane ferromagnets, Phys. Rev. B 49, 8780 (1994).

033146-10

https://doi.org/10.1103/PhysRevResearch.2.023361
https://doi.org/10.1103/PhysRevResearch.2.033318
https://doi.org/10.1103/PhysRevResearch.3.013160
https://doi.org/10.1103/PhysRevB.105.L060405
https://doi.org/10.1103/PhysRevB.106.174416
https://doi.org/10.1103/PhysRevB.107.L140403
https://doi.org/10.1103/PhysRevB.102.155134
https://doi.org/10.1103/PhysRevB.105.L060403
https://doi.org/10.1103/PhysRevB.108.045124
https://doi.org/10.1103/PhysRevLett.105.027204
https://doi.org/10.1103/PhysRevLett.98.247201
https://doi.org/10.1103/PhysRevB.78.115116
https://doi.org/10.1103/PhysRevResearch.3.013216
https://doi.org/10.1038/s41467-022-31503-0
https://doi.org/10.1088/1367-2630/acb5bb
https://doi.org/10.1103/PhysRevB.107.245131
https://doi.org/10.1038/s41524-018-0115-6
https://doi.org/10.1103/PhysRevB.108.104411
https://doi.org/10.1103/PhysRevB.106.035156
https://doi.org/10.1103/PhysRevLett.69.2863
https://doi.org/10.1103/PhysRevB.106.035122
https://doi.org/10.7566/JPSJ.92.055001
https://doi.org/10.21468/SciPostPhysCodeb.4
https://doi.org/10.1103/PhysRevB.92.024413
https://doi.org/10.1103/PhysRevB.49.8780

