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How caged motion in the contact layer enhances thermal tunneling across a liquid/solid interface
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Ever more powerful and densely packed chips for applications like cryptocurrency mining and artificial
intelligence generate such enormous heat fluxes that designers are pivoting from gas to liquid cooling to
forestall damage from thermal runaway. Even with optimal flow patterns, however, the intrinsic thermal boundary
resistance at the liquid/solid (L/S) interface poses an additional source of thermal impedance. There is a
lingering misconception in the field that the higher the liquid contact density, the more frequent the L/S
collision rate and the smaller the thermal slip length. Here we present an insightful counterexample based on
nonequilibrium molecular dynamics simulations of a simple liquid confined between two face centered cubic
crystals at different temperatures aligned with the [001], [011] or [111] facet plane. Measurements of various
static and dynamic quantities of the contact layer reveal the ways in which long-range order, anisotropy of
the L/S potential, and correlated motion act to reduce thermal boundary resistance. Systems with the smallest
thermal slip length exhibit two distinct features: 2D caged motion with stringlike alignment of liquid particles,
unlike that observed in glassy systems, and larger nonergodicity parameter with shorter, not longer, caging times.
This trapping and release mechanism suggests a paradigm for the design of L/S interfaces to maximize thermal
exchange across a classical L/S interface.
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I. INTRODUCTION

The question of how interfacial properties can be tuned
to enhance thermal flux across a liquid/solid (L/S) inter-
face is an old one dating back more than half a century.
A satisfactory answer remains out of reach in part because
accurate models for phonon propagation in liquids are still
being developed. This question, however, has taken on re-
newed interest due to a pressing technological problem related
to ever smaller and increasingly more powerful comput-
ing chips. Central processing and graphics processing units
specifically designed for computations involving artificial in-
telligence and cryptocurrency mining run so hot and for so
long that cooling issues now comprise about 40% of the
cost of operating a data center [1]. And despite that chip
designers have pivoted from gas to liquid cooling, the march
toward even smaller, more powerful, and more tightly packed
components as in recent 3D integrated chips has created a de-
sign bottleneck associated with challenges in extracting waste
heat [2].
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Given the thermal constraints imposed by tight spatial in-
tegration, there is a clear need for innovative designs which
can position the cooling element as close as possible to the
active hot components. One solution is precision cooling in
which a liquid cooled chassis and delivery manifold based
on a microfluidic network funnel the flow of the dielectric
coolant directly to hotter components [3]. Another solution is
direct immersion cooling in which electronic components are
directly submerged in a bath of static or circulating dielectric
liquid [4,5]. There now exists a growing industry focused ex-
clusively on optimizing the flow pattern and speed throughout
the embedded network for rapid and efficient extraction of
heat from heterogeneous components in electronic devices
[2].

There exists an additional source of thermal impedance
associated with the L/S interface by virtue of the fact that
phonons partially transmit and reflect at the boundary sepa-
rating the two media. At nanoscale dimensions, this thermal
boundary resistance (TBR) can take on values comparable to
the thermal resistance of the bulk solid or liquid and therefore
cannot be ignored. The design for the IBM nanosheet cooled
by liquid nitrogen contains more than fifty billion transistors
on a chip the size of a fingernail [6]. The area per transistor
is roughly 10−11 cm2 (or, equivalently, 30 nm per edge). At
these dimensions, expelling waste heat at high flux through
the interface requires better molecular-scale understanding of
interfacial thermal exchange.

For two materials in contact subject to a constant ther-
mal flux Jz propagating across the separating boundary
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FIG. 1. Diagram illustrating the thermal slip length LT = (T1 −
T2)/|dT/dz|liq, where �T = T1 − T2 > 0.

and whose surface temperatures maintain a thermal jump
�T = T1 − T2 > 0, the TBR is defined as

R = �T

Jz
. (1)

For any medium governed by Fourier’s law, the thermal flux
is prescribed by the well-known relation

Jz = k(T )
∣∣∣dT

dz

∣∣∣, (2)

where dT/dz is the local thermal gradient and k(T ) the local
thermal conductivity. For Fourier conductors, k depends on
temperature but cannot depend on dT/dz or higher derivatives
of temperature. In systems at the steady state, the thermal flux
must be everywhere constant.

Thermal jumps were first measured in quantum systems us-
ing superfluid helium in contact with different metal surfaces
[7]; later studies demonstrated the same phenomenon at a
classical L/S interface. Thermal impedance at a L/S interface
is normally quantified by the thermal slip length

LT = �T

|dT/dz|liq , (3)

which is simply the thermal jump across the interface normal-
ized by the thermal gradient |dT/dz|liq in the quiescent liquid
interior. As illustrated in Fig. 1, LT is the virtual distance
within the solid where extrapolation of the slope |dT/dz|liq
recovers the temperature T1.

Researchers continue to improve the accuracy and sensitiv-
ity of instrumentation for measuring R and LT at solid/solid
[8] and L/S interfaces [9]. However, techniques still lack the
desired spatiotemporal resolution or thermal source penetra-
tion depth required [8]. Researchers therefore continue to rely
on nonequilibrium molecular dynamics (NEMD) simulations
for molecular level understanding of thermal exchange across
the L/S barrier, especially given favorable comparison be-
tween experiment and simulation for many systems [9,10].
Fundamental studies based on spherically symmetric, two-
body interactions between simple neutral particles utilize the
Lennard-Jones (LJ) pair potential, known to generate highly
accurate predictions of the thermophysical properties of argon
and other substances in the gaseous, liquid, and solid phases.
Since the LJ potential ULJ scales as εULJ(|�r|/σ ), where ε is

the interparticle interaction energy, |�r| the particle separation
distance, and σ the approximate repulsive distance or effective
particle diameter, the principle of corresponding states [11]
allows many other liquids and solids to be modeled accurately
by different choices ε and σ [11,12].

NEMD studies of a quiescent liquid layer between two
solids at different temperatures have long confirmed the va-
lidity of Fourier’s law at gas-liquid coexistence all the way to
the freezing point [13]. This confirmation established NEMD
as a valid tool for exploring transport phenomena from the
macroscopic to molecular scale dimensions. There is now a
vast literature detailing correlations uncovered between the
thermal slip length (or R or thermal boundary conductance)
and various system parameters including the L/S interac-
tion energy [14–20], liquid pressure [21,22], solid surface
temperature [23,24], crystal symmetry [25,26], solid surface
roughness [20], spring stiffness controlling solid wall particle
vibrations [27], thickness of the liquid and solid layer [28,29],
and the degree of liquid layering near a solid surface, initially
reported in equilibrium systems [30–32].

The degree of liquid layering has been assumed to play an
important role in thermal transfer across a L/S interface and,
as a result, special attention has been paid to the so-called
contact density ρc, namely, the density of the first layer of
liquid near the solid. As is customary, we shall refer to this
layer as the contact layer, the main focus of our paper. Early
studies [16,17] and many since then have shown that as the
L/S bonding strength εLS increases, the thermal boundary
resistance decreases. This effect has been attributed to higher
contact density, which facilitates more frequent collisions be-
tween liquid and solid particles, thereby enhancing thermal
exchange [33,34]. In simulations, the contact density ρc can be
increased by lowering temperature, increasing liquid pressure
or using denser model liquids. All these effects appear to
reduce TBR [22,35,36]. NEMD studies of water against solid
silicon have also demonstrated strong association between
smaller TBR and thinner depletion layer thickness [26,34,37].
In sum, these findings have been used to support the view that
under similar conditions, a higher contact density results in a
smaller thermal slip length.

In this paper, we present a compelling counterexample
which demonstrates that under similar thermal conditions, the
L/S interface with the smallest contact density incurs the
highest thermal flux and smallest thermal slip length. This
NEMD study is based on a simple liquid confined between
two solids held at different temperatures, which are identically
oriented along one of three facets of a face centered cubic
(FCC) lattice for different values of L/S bonding strength and
different temperature. The results highlight the critical role of
the liquid contact layer and how long-range order, anisotropy
of the L/S potential, and correlated motion combine to reduce
the thermal impedance to minimize the thermal slip length.
The computational details and statistical measures used to
quantify structure and motion in the contact layer are outlined
in Sec. II. The results in Sec. III illustrate the influence of
L/S interaction energy, crystal facet, and layer temperature,
and together reveal a type of liquid particle localization we
call 2D caged motion characterized by large nonergodicity pa-
rameter but shorter—not longer—caging times, unlike caged
motion in glassy systems. In Sec. IV, we discuss how thermal
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FIG. 2. (a) Multilayer rectangular cell with fixed exterior bound-
ary temperature Tsource = 1.6 and Tsink = 1.0. Shown is the number
of FCC unit cells comprising each layer. (b) Three FCC facets used
in this paper. Dimensions of the rectangular cell are listed in Table II.
Coordinate values of the reciprocal lattice vectors are listed in
Table III.

tunneling across the L/S interface for the [011] facet, which
exhibits the smallest thermal slip length, arises from the
anisotropy of the solid surface potential. In Sec. V, we sum-
marize key findings.

II. COMPUTATIONAL DETAILS

The NEMD system in Fig. 2(a) consisted of a simple
monatomic liquid confined between two crystals identically
oriented along one of three facet planes of the FCC unit cell
in Fig. 2(b). All relevant variables, scalings, and parameter
values can be found in Table I. The thermal source and sink
temperatures were maintained at the values Tsource = 1.6 and
Tsink = 1.0, as described in Sec. II A. Sublimation from the
outermost thermostatted layers of the rectangular cell (i.e.,
region Lfixed) was prevented by affixing those particles in
place. Different values of the thermal flux Jz were generated
naturally by choice of facet and L/S interaction energy, which
ranged from the nonwetting (εLS = 0.1) to wetting (εLS =
1.0) regime. The density of the liquid layer was set by initially
situating particles on the sites of the FCC lattice and then
sequentially removing particles until the density of the liquid
bulk interior equalled ρbulk ≈ 0.84. The central plane of the
liquid layer was situated at the coordinate origin z = 0.

Particle pairs (i j) = LL, LS, or SS in the solid and liquid
layers were made to interact through a truncated and shifted
Lennard-Jones potential, also called the Weeks-Chandler-
Anderson potential, given by

Ui j (r) =
{

U (r) − U (rc) if r � rc

0 if r > rc,
(4)

where

U (r) = 4 εi j

[(σi j

r

)12
−

(σi j

r

)6]
, (5)

TABLE I. Symbols, numerical values, and scalings for nondi-
mensionalization of physical quantities based on fluid argon
[38–40]. Superscripts with an asterisk signify dimensional quantities.
Boltzmann’s constant kB = 1.380649 × 10−23 J/◦K.

Physical quantity Numerical value

Mass m∗ = 6.690 × 10−26 kg
Length σ ∗ = 0.3405 × 10−9 m
Energy ε∗ = 165.3 × 10−23 J
Temperature T ∗ = ε∗/kB = 119.8 ◦K
Time t∗ = (m∗σ ∗2/ε∗)1/2 = 2.14 ps
Mass density ρ∗ = m∗/(σ ∗)3

Pressure p∗ = ε∗/(σ ∗)3 = 0.4187 MPa
Effective particle diameters σ ∗

LL = σ ∗
LS = σ ∗

SS = σ ∗

FCC edge length a∗ =1.560 σ ∗ =5.382 × 10−10 m
Interaction energies εLL = ε∗

εLS = 0.1 − 1.0 ε∗

εSS = 10 ε∗

Variable Value in scaled units

Solid or liquid particle mass 1
LJ repulsive distance σLL = σLS = σSS = 1.0
FCC edge length a = 1.560
Integration time step �tint = 0.002
Source temperature Tsource = 1.6
Sink temperature Tsink = 1.0
LJ interaction energy εLL = 1

εLS = 0.1 − 1.0
εSS = 10

Bulk liquid density ρL ≈ 0.84
FCC unit cell density ρS = 1.0536

and r = |�r| is the particle separation distance, εi j is the pair-
wise interaction energy, and σi j is the pairwise separation
distance where U (r = σi j ) = 0. The cutoff radius was set to
rc = 2.5. In contrast to most NEMD studies, we used a shifted
and truncated LJ potential to ensure no discontinuity in the
force fields and therefore no spurious impulsive effects which
might potentially influence the motion.

The construction of the solid layers is an important issue.
Some NEMD studies rely on the so-called harmonic wall-
spring model in which solid wall particles are tethered to
frozen lattice sites by a Hookean force and allowed to vi-
brate about those positions [27,41]. Solid walls can instead be

TABLE II. Dimensions for the geometry in Fig. 2(a).

Cell dimensions (scaled by σ ∗) [001] [011] [111]

Lx 12.48 12.48 13.24
Ly 12.48 13.24 13.37

Lfixed (1 unit cell per end) 1.56 1.10 1.80
Lsource 39.00 39.71 40.53
Lhs 21.84 22.06 21.17
Lliq 31.20 30.89 29.72
Lcs 21.84 22.06 21.17
Lsink 39.00 39.71 40.53

Total length along z axis 156.00 156.64 156.72
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TABLE III. Shortest 2D reciprocal lattice vectors (RLVs) for
three Bravais planes (red) in Fig. 2(b): �ko = (2π/a∗)(̂ex, êy ) for
[001], (2π/a∗)(̂ex, 0) for [011], and (2π/a∗)(

√
2̂ex,

√
2/3̂ey ) and

(2π/a∗)(0,
√

8/3̂ey ) for [111]. Next shortest RLVs for [011] also
shown.

FCC facet ko,x ko,y

[001] ±4.03 ±4.03
[011] (shortest) ±4.03 0.00
[011] (next shortest) 0.00 ± 5.70
[111] ±5.70 ±3.29

0.00 ± 6.58

constructed using a strong-binding LJ potential, which has
been shown to yield accurate values of mechanical and inter-
facial properties of FCC metals [12]. The solid layers in our
study were also constructed in this way to ensure propagation
of anharmonic modes as well. Since the melting temperature
of an LJ solid is estimated to be Tm � 0.5 × εSS [42], the
choice for S/S interaction energy εSS = 10 ensured that the
crystal remained in the solid state for the range of tempera-
tures generated.

A. Temperature control

The NEMD simulations were conducted with the open
source package LAMMPS [43,44]. Periodic boundary con-
ditions were enforced along the x̂ and ŷ axes. The liquid
and solid layers were first equilibrated with a Nosé–Hoover
thermostat [45] with Tequil = 1.3 for a period 105�tint = 200
to enforce NVT conditions. This thermostat was then switched
off and particles constituting the thermal source and sink lay-
ers [see Fig. 2(a)] were subject to the Langevin equation [46],

d2�ri

dt2
= −

∑
i �= j

dUi j (r)

dr
r̂i − 1

τdamp

d�ri

dt
+ �Fstoch, (6)

where �ri is the 3D coordinate of particle i, �Fstoch is a
random force vector given by a normal distribution of
magnitude [Tset/(τdamp �tint )]1/2, and Tset is the set point
temperature. The damping constant was chosen to be
τdamp = 500 �tint = 1.0. It was confirmed that for the
range of induced temperatures, the interior of the fluid
remained a well-defined dense liquid far from any critical
or triple point [40,47]. After activation of the Langevin
thermostats, the system was stabilized for an additional
period 2 × 105�tint = 400 to ensure steady-state conditions.
The trajectories of particles in the unthermostatted layers were
then obtained by integration of Newton’s equations using the
Verlet method [39] based on a time step �tint = 0.002.

The thermal flux Jz propagating across the unthermostatted
layers was computed from

Jz = 1

Lx × Ly

Enet(t )

t
, (7)

where Enet(t ) was the net thermal input during the time inter-
val t required to maintain the Langevin thermostats at their
set point temperature. The net input Enet was confirmed to be
increased linearly in time as required for stationary behavior.
Thermal conductivity values within the interior liquid and

solid layers were estimated from the ratio k = Jz/|dT/dz|.
(The values of k listed in the Appendix are only for reference
and were not used in any analysis.)

The thickness of the thermostatted solid layers was selected
to exceed the length of the estimated phonon mean-free path
	 to avoid inaccurate reduction in the value of TBR [48].
It has been shown that for 	 = c
 × τdamp � 2L, where c


is the speed of longitudinal sound waves [22] and L the
solid layer thickness, phonons are dissipated before undergo-
ing reflection and propagation from the exterior boundary to
the L/S interface. The speed c
 within an FCC crystal can
be approximated [42] from the relation cl = 9.53

√
εSS. For

the parameter values used in our study (εSS = 10, τdamp =
1 and Lsource = Lsink ≈ 40), the inequality 	 = c
 × τdamp =
9.53

√
10 � 30 � 2L � 81 was well satisfied.

The virial contribution to the pressure in the interior of the
liquid layer was also confirmed to depend only weakly on εLS

or facet type. Specifically, the virial pressure at εLS = 0.1 was
measured to be 2.72 ± 0.03 for [001], 2.78 ± 0.02 for [011],
and 2.86 ± 0.02 for [111] and at εLS = 1.0 was 2.54 ± 0.02
for [001], 2.60 ± 0.03 for [011], and 2.66 ± 0.03 for [111].
Since the interior liquid temperature hovered about T = 1.3,
the kinetic contribution to the pressure (roughly 1.5) did not
vary. Relative to the influence of other effects, the bulk liquid
pressure was not a contributing factor to the relative reduction
in thermal slip length. We also note that the liquid pressures
in our system were far below those required to reduce thermal
boundary resistance in L/S systems in any significant way
[22].

B. Averaging procedure for time-independent quantities

After confirmation of steady-state conditions, simulations
were run for a total time ttotal = 5 × 106�tint = 104 with data
sampled at a rate 500�tint = 1.0. The sampling rate was
chosen to match the decay time of the velocity autocorrelation
function (see Fig. 12). This data was then divided into ten
equal nonoverlapping segments representing ten ensembles.
The angular brackets 〈 · 〉 in this paper signify the mean with
standard deviation computed from the average over these en-
sembles.

The distribution of various physical quantities along the ẑ
axis was obtained by partitioning the liquid and solid layers
into nonoverlapping bins of area Lx × Ly and width �zbin.
To ensure sufficient resolution for discerning oscillations in
liquid density near the L/S interface, the bin width was set
to �zbin = 0.016 and the bin density ρbin estimated from
〈Nbin〉/Vbin based on the average number of particles in the bin
〈Nbin〉. (The bin volumes for the measurements of density were
therefore 2.49 for [001], 2.64 for [011], and 2.83 for [111]).
The contact density ρc was obtained by integrating the liquid
density profile over the distance separating adjacent minima
in the first oscillation in ρ(z) near the solid surface.

A coarser resolution �zbin = 0.785 was used for extracting
the temperature distribution 〈T (z)〉. Too small a bin width
caused excessively noisy velocity and thermal profiles aris-
ing from rapid fluctuations in Nbin. It was confirmed that
even for the smaller bin width �zbin = 0.016, 〈T (z)〉 did
not exhibit oscillations near the L/S interface. The average
bin temperature Tbin was estimated from the equipartition
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relation,

Tbin =
〈

1

3Nbin

Nbin∑
i

�v2
i

〉
, (8)

where �vi = (vx, vy, vz )i for particle i.
The thermal jump �T across the L/S boundary was mea-

sured to be the temperature difference midway between the
peak solid and peak liquid density using the values extrapo-
lated from the respective thermal gradient within the interior
solid and liquid layers. The thermal slip length evaluated from
Eq. (3) therefore differed between the hotter and colder sides
of the liquid layer.

The planar configuration of particles in the contact layer,
liquid interior, and first solid layer were evaluated from the
static 2D radial distribution function given by

g‖(r) =
〈

Lx × Ly

N‖

npairs(r)

2πr�r

〉
, (9)

where N‖ is the number of particles in the layer and npairs is
the number of particle pairs within an annulus of radius r −
�r/2 � r � r + �r/2 with �r = 0.01. Here and throughout
this paper, the superscript ‖ refers to measurements extracted
from solid or liquid layers which lie parallel to the L/S in-
terface. The long-range order within that layer was extracted
from the 2D static structure factor [49]

S‖
c (�k) =

〈
1

N2
c

Nc∑
p=1

exp(i�k · �rp)
Nc∑

q=1

exp(−i�k · �rq)

〉
, (10)

normalized such that 0 � S‖
c (�k) � 1, where �k = (kx, ky) and

Nc is the number of particles in the contact (c) layer. It
was confirmed that contributions from the imaginary part of
Eq. (10) were negligible.

C. Averaging procedure for time-dependent quantities

Analysis of the dynamical motion in the contact layer was
restricted to those trajectories of ten or more particles which
remained within the layer, never having escaped. Particles
which escaped and then returned to the layer were excluded
from this analysis. Averages of dynamical quantities were car-
ried out using an ensemble averaging scheme based on three
time blocks, which nonetheless led to acceptably small stan-
dard deviations. Within each time block, measurements were
initiated at different times to = (0, 10, 20, . . . , 475, 000) ×
�tint and data subsequently sampled at small intervals
10�tint = 0.02. Data collection spanned the period to � t �
to + t f , where t f denotes the time at which only ten or more
particles from the original set of occupants at to remained. In
all cases, t f exceeded the decay time of the velocity autocor-
relation (Fig. 12) function by at least an order of magnitude.
Since each start time to yielded different values of t f , the
shortest time t f within a block was used to estimate averages
for that block and the shortest time t f of the three blocks then
used to compute the average reported. Later, we shall refer
to this block averaged time as the retention time t∗ associated
with 2D caged dynamics. In what follows, quantities indicated
by the symbol 〈 · 〉B

to, signify the ensemble average based on
averages over start times to followed by three-block averaging.

Dynamical motion of particles in the contact layer
exhibited different regimes, as quantified in two ways.
The 2D mean-squared displacement was evaluated from
the relation

MSD‖
c (t ) =

〈
1

Nc

Nc∑
j

|�r j (to + t ) − �r j (to)|2
〉B

to

, (11)

where the 2D velocity for particle j is �r j (t ) = [x j (t ), y j (t )].
Here, Nc = Nc(to, t f ) is the number of particles which
remained in the contact layer throughout the entire in-
terval to � t � to + t f subject to the constraint Nc � 10.
The 2D self-intermediate scattering function was evaluated
according to

F ‖
c (�ko, t ) =

〈
1

Nc

Nc∑
j=1

exp{i �ko· [�r j (to + t ) − �r j (to)]}
〉B

to

, (12)

where �ko is the wave vector corresponding to the maximum
peak in the structure factor. (The wave vector �ko did not always
coincide with the smallest reciprocal lattice vector (RLV) of
the adjacent solid facet, as discussed in Sec. III.) It was con-
firmed that contributions from the imaginary part of Eq. (12)
were negligible. Both the 2D and 3D velocity autocorrelation
function

VACF‖
c (t ) =

〈
1

Nc

Nc∑
j=1

�v j (to + t ) · �v j (to)

〉B

to

(13)

were computed for quantifying particle motion within the
contact layer.

III. RESULTS

Here we present results of various measurements quantify-
ing the structure and dynamics of motion in the contact layer.
Measurements of all quantities described can be found in the
Appendix.

A. Local equilibrium of contact layer

Listed in Table IV is the average number of particles
within the hotter and colder contact layers for different
facets and εLS = 0.1 or 1.0. For a given facet, there are
always more particles in the colder layer, ranging from about
5.5% more than the hotter layer for the nonwetting [001] facet
to more than 20% for the wetting [111] facet. For the [001]
and [111] case, increasing the L/S bonding strength from
0.1 to 1.0 increases the occupation number. By contrast, the
more wetting layer against the [011] facet incurs a substantial
decrease in occupation number of about 25%–30% depending
on the layer temperature. In Sec. III B 5, we discuss an inter-
esting structural transition which occurs in the contact layer
against the [011] facet which is responsible for this decrease.

The data in Fig. 3 represent the typical spread in the speed
of particles within the contact layer, as represented by the
Maxwell-Boltzmann distribution (in reduced units),

P (vi ) = 4π
( 1

2πT

)3/2
v2

i exp
(
− v2

i

2T

)
for i ∈ Nc, (14)
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FIG. 3. Maxwell-Boltzmann distribution of particle speeds in
the hotter and colder contact layer for the [011] facet and εLS =
1.0. Least-squares coefficients: T hotter

c = 1.526 ± 0.001 and T colder
c =

1.0740 ± 0.0009 for Eq. (14) and T hotter
c = 1.529 ± 0.006 and

T colder
c = 1.074 ± 0.004 for Eq. (8).

where Nc is the total number of particles i in the con-
tact layer and v2

i = (vi,x )2 + (vi,y)2 + (vi,z )2. The agreement
confirms that the contact layer maintains a state of local ther-
mal equilibrium, which therefore validates estimates of the
layer temperature obtained from the equipartition relation in
Eq. (8).

B. Time-independent metrics of contact layer

The following subsections describe results of measured
stationary properties used to elucidate the thermal response
and spatial configuration of particles within the contact layer.

1. Influence of crystal facet, L/S interaction energy,
and temperature on contact layer density

Molecular dynamics studies of systems in thermal equi-
librium [30–32,50,51] and nonequilibrium [15,16,22,52–55]
have demonstrated that a fluid in contact with a featureless
or structured solid wall exhibits an oscillatory density profile
ρ(z) which rapidly decays toward the bulk interior value. The
distance between oscillations scales closely with the effec-
tive particle diameter σ specified by the LJ potential. The
number and amplitude of oscillations increases as temperature
decreases or εLS increases, evident from Figs. 4(a)–4(f).

The results in Figs. 4(a)–4(f) confirm that the spacing of
crystal planes is smallest for the [011] and largest for the
[111] facet. Also, the peak solid density is largest for [111]
and smallest for [011]. Both features are expected from the
facet planes shown in Fig. 2(b). The degree of liquid lay-
ering indicated by the number, amplitude, and width of the
oscillations is smallest for the [011] and largest for the [111]
facet. This reduced stratification indicates that particles in
the contact layer against the [011] facet experience higher
mobility along the ẑ axis and slowest mobility against the
[111] facet. At the hotter and colder L/S interface, it is also
apparent that the particles against the [011] facet undergo a
structural transition at a certain value of εLS which depends
on local temperature. This transition, particularly noticeable
at the hotter interface, can be seen from the abrupt shift in
the location of the first oscillation. For values εLS above this
transition, the depletion layer thickness for the [011] case

FIG. 4. (a)–(f) Liquid density ρ(z) at the hotter and colder L/S
interface for three facets and 0.1 � εLS � 1.0 in increments of 0.1.
Shown also are the first few peaks representing the density of the
crystal planes for εLS = 1.0 (full magnitude not shown). Solid hori-
zontal line (grey) denotes bulk liquid value ρbulk = 0.84. Numerical
values listed next to the first solid layer indicate the peak value in the
solid density distribution (extracted with bin width �z = 0.016). (g)
Contact density ρc at the hotter and colder L/S interface versus εLS

for different crystal facets. (Error bars are smaller than the icon size).

decreases while that for the [001] and [111] undergo a slight
increase. That said, the depletion layer thickness for the liquid
facing a [011] facet is always the smallest of all three facets
no matter the value εLS.

Shown in Fig. 4(g) are the values of the contact den-
sity ρc at the hotter and colder L/S interface for increasing

033123-6



HOW CAGED MOTION IN THE CONTACT LAYER … PHYSICAL REVIEW RESEARCH 6, 033123 (2024)

value εLS and three facet planes. In all cases, ρc rises
monotonically with increasing εLS, although the slope of the
rise is highest for colder temperatures. For fixed value εLS, ρc

is always smallest for the [011] case by a significant amount
and largest for the [111] case. The structural transition noted
above for the [011] case seems evident here too but only for
the colder layer. Above the transition near 0.3 � εLS � 0.4
for the [011] case, ρc shows increasing deviation between the
hotter and colder layers with increasing εLS. It is well-known
that the interfacial energy density (i.e., energy per unit area of
the interface) of liquid particles adjacent to a solid surface is
comprised of three distinct contributions, namely, the Gibbs
surface excess energy, the excess entropy, and the excess
number of absorbed liquid particles [50]. Future studies of
these relative contributions for increasing value εLS, different
facets and different local temperatures can yield additional
insight into the mechanism driving the structural transition of
the contact layer against the [011] facet.

2. Influence of crystal facet and L/S interaction energy on
thermal distribution and thermal flux

Shown in Figs. 5(a)–5(c) are the temperature profiles T (z)
in the solid and liquid layers. The sizable jumps at the hot-
ter and colder L/S interface confirm the effects of thermal
boundary resistance. Away from the interface, the profiles
are strongly linear and the thermal gradient therefore con-
stant, confirming that the solid and liquid layers represent
Fourier materials. The liquid density is not symmetric about
the central axis z = 0 and should not be since it varies with
temperature and pressure. At steady-state conditions, energy
conservation requires that for fixed value εLS and given facet,
the thermal flux Jz must be a constant independent of po-
sition z. Since liquids have a smaller thermal conductivity
than solids, the liquid layer exhibits a larger thermal gradient
whose magnitude increases with εLS, thereby producing a
smaller thermal jump.

Measured values of the thermal flux, thermal gradient,
and thermal conductivity can be found in Table V—values
of the thermal jump and contact layer temperature can be
found in Table VI. Those data reveal that for a given value
εLS, the thermal jump �T is not necessarily always larger
on the colder side, as one might naively intuit. The mea-
surements in Table VI confirm that for the same value εLS,
the ratio �T |hotter/�T |colder can be smaller, equal to, or even
larger than one. This is due to the fact that the thermal
flux Jz depends not only on εLS and facet plane but also
local temperature. It is for this reason that a proper compar-
ison between systems using either TBR or the slip length
LT must incorporate normalization by the thermal flux, as
given by Eqs. (1) and (3). Shown in Fig. 5(d) is the mono-
tonic increase in Jz with increasing εLS. For fixed value εLS,
the flux across the [011] facet is always highest. Inspection
of the results in Figs. 4(a)–4(f) indicate that the interface
with the smallest depletion layer, namely, the [011] facet,
sustains the highest thermal flux. Such a correlation has been
observed in other systems involving water on silicon and
water on graphene-coated silicon [37].

3. Influence of crystal facet, L/S interaction energy,
and temperature on thermal slip length

Shown in Fig. 6(a) is the thermal slip length extracted from
the hotter and colder L/S interface with increasing εLS. For all
cases, LT decreases monotonically with increasing εLS. The
decay is more rapid for εLS � 0.6 and more gradual above
that value, indicating less sensitivity to εLS for more wetting
liquids. At a fixed value εLS, LT is always smallest for the
[011] facet by a noticeable amount and largest for the [111]
facet. A reduction in LT with increasing εLS has been reported
in many NEMD studies [17,18,55] utilizing different types of
thermostats, different liquids and solids, and different thermal
conditions, but no general relation has been proposed. The
solid and dashed lines in Fig. 6(a) represent least-squares fits
to the quadratic relation

LT (εLS) = a − b εLS + c ε2
LS, (15)

where a, b, and c are positive constants, which depend on facet
plane and contact layer temperature Tc. The fit coefficients are
listed in Table VII.

Shown in Fig. 6(b) are the values LT versus the contact
layer density ρc. Here, of course, the variable ρc is not an input
parameter but a measured quantity. Except for a few notable
points, the thermal slip length generally decreases monotoni-
cally with increasing value ρc, reflecting the influence of the
L/S interaction energy. At both the hotter and colder L/S
interfaces, it is clear that LT achieves the smallest value for the
[011] facet and the largest value for the [111] facet. The solid
and dashed lines represent least-squares fits to the reciprocal
function

LT (ρc) = α1

ρc − α2
, (16)

where α1 and α2 are positive constants which depend on facet
plane and Tc. The fit coefficients can be found in Table VIII.
For the [011] case, the data points on the colder side for εLS =
0.1, 0.2, 0.3 and on the hotter side for 0.1 � εLS � 0.7 show
larger deviations from Eq. (16). These points represent those
systems whose values εLS fall below the structural transition
value noted earlier.

Taken together, the results in Figs. 4(g), 5(d), and 6(b)
are seemingly counterintuitive. For fixed value εLS, a hotter
or colder contact layer against the [011] facet facilitates the
largest thermal flux Jz among the three facets despite featuring
the smallest—not largest—contact density ρc. This demon-
strates that a larger contact density is not a unique predictor of
higher thermal flux (nor smaller thermal resistance nor higher
thermal conductance) as often suggested [22,35,36]. In the
original acoustic mismatch model proposed by Khalatnikov
[56,57], the analytic relation for thermal boundary resistance
was shown to depend on several variables including local
temperature, liquid pressure, elastic properties of the bulk
liquid and solid, excitation spectra of electrons, and different
phonon branches of the solid. In classical or quantum systems
changes in one or more variables can be potentially offset by
others such that no one variable is a unique predictor of R or
LT .
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FIG. 5. (a)–(c) Steady-state temperature distribution T (z)
throughout the solid and liquid layers for three facet planes and
0.1 � εLS � 1.0 in increments of 0.1. (d) Corresponding values of
the steady thermal flux Jz. Connecting segments are only a guide to
the eye.

4. Influence of crystal facet, L/S interaction energy and
temperature on 2D radial distribution function of contact layer,

and first crystal plane

Shown in Fig. 7 are the 2D radial distribution functions
g‖(r) for contact layer particles at the hotter and colder L/S
interfaces for three facet planes and increasing value εLS (col-
ored curves). Superposed are the results for the liquid interior
as well (black curve). The shaded peaks are the results for the

FIG. 6. Reduction in the thermal slip length LT with (a) increas-
ing L/S interaction energy εLS and (b) increasing contact density ρc

at the hotter and colder interface for three facet planes. Superposed
solid and dashed curves represent least-squares fits to Eqs. (15) and
(16), with fit constants listed in Tables VII and VIII, respectively.

first crystal plane for εLS = 1.0. It was confirmed that g‖(r)
within the liquid interior is relatively insensitive to εLS, as
expected given 10 � εSS/εLS � 100.

In general, the results show that colder temperature and
stronger L/S coupling enhances commensurability in the ra-
dial configuration of particles between the contact layer and
crystal facet. For the [011] case at smaller values εLS, both
the position and shape of the first two liquid peaks closely
resemble those of the liquid interior, with a small but gradual
mismatch as r increases. As evident, the local distribution of
particles in the contact layer is much more isotropic and there-
fore more liquidlike than liquid particles against the [001]
or [111] facet. This is quite obvious for the colder layer for
εLS � 0.3 and the hotter layer for εLS � 0.7. These happen
to be the same cases noted earlier, which exhibit deviations
from the reciprocal curves in Fig. 6(b). The results in Fig. 7
also demonstrate that while the contact layer against the [001]
or [111] facet undergoes a smooth and gradual increase in
g‖(r) with increasing εLS, the layer against the [011] facet
undergoes an abrupt jump signifying the structural transition
noted earlier.
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FIG. 7. (a)–(f) 2D radial distribution function g‖(r) given by
Eq. (9) for the hotter and colder contact layer (colored curves) against
three facets for 0.1 � εLS � 1.0 in increments of 0.1. Shown also is
g‖(r) for the interior liquid (black curve) and the first crystal plane
for εLS = 1.0 (pink and blue shaded peaks).

5. Influence of crystal facet, L/S interaction energy and
temperature on 2D structure factor of the contact layer

The results for the static 2D structure factor in Fig. 8
provide additional insight regarding commensurability and
long range order between particles in the contact layer and
crystal plane. The logarithmic scale in Fig. 8 spans three
orders of magnitude. In general, at fixed value εLS, the colder
the temperature, the more the structure factor of particles in
the contact layer resembles that of the nearby crystal facet,
as indicated by the set of discrete points (small red dots)
signifying peak values of S‖

c (kx, ky). By contrast, the hotter
the temperature, the more fluidlike the contact layer, as re-
flected by the formation of circular ring patterns. Irrespective
of facet plane, the hotter contact layers for εLS = 1.0 show
higher commensurability with the crystal surface than the
colder contact layers for εLS = 0.1. Most notably, whether
for εLS = 0.1 or 1.0, the [011] facet induces the strongest long
range translational order.

Closer inspection of the images in Fig. 8 and other images
for different values of εLS (not shown) revealed the definitive
signature of the structural transition described earlier. Specif-
ically, the global maxima of S‖

c (kx, ky) for the [001] or [111]
case always coincide with the smallest RLVs of a given facet.
For the [011] facet, that was the case only for values εLS

above the structural transition noted earlier. Below that value,
the global maxima coincide instead with the second smallest
RLVs. This is evident when comparing the set of RLVs listed
in Table III against those representing the maxima in Fig. 8.
Therefore, while particles in the colder contact layer for εLS �
0.3 align preferentially along the x̂ axis, those for εLS � 0.4
instead align preferentially along the ŷ axis. In hotter layers,
this same switch in RLVs occurred near 0.7 � εLS � 0.8.

The values corresponding to the structure factor maxima
Smax versus εLS for the hotter and colder contact layers against
three facet planes are shown in Fig. 9. While the results for
the [001] and [111] facets reveal a smooth gradual increase
with εLS, the [011] case manifests sizable jumps near 0.7 �
εLS � 0.8 for the hotter layer and 0.3 � εLS � 0.4 for the
colder layer, reflecting the structural transition noted. Above
the transition, the magnitude of Smax significantly exceeds that
of the other two facets. Below the transition, Smax for the
colder layer against the [001] facet slightly exceeds that of the
[011] facet, but this difference altogether disappears at higher
temperature.

C. Time-dependent metrics of contact layer

The following subsections describe results of various
dynamic properties used to elucidate the spatiotemporal be-
havior of particles exclusively confined to the contact layer
throughout the measurement period.

1. Influence of crystal facet, L/S interaction energy,
and temperature on 2D mean-squared displacement

within the contact layer

Shown in Fig. 10 are a few sample snapshots from individ-
ual runs (i.e., not ensemble averaged) showing the location of
particles in the hotter and colder contact layers for two values
of εLS and three facet planes. The time texit denotes the instant
at which one of four randomly tagged particles escaped the
contact layer. As known, accurate inferences about particle
dynamics requires extensive ensemble averaging, as described
in Sec. II. However, instantaneous snapshots can nonetheless
often reveal some interesting trends, as is the case here. The
images shown indicate that for fixed facet and L/S bonding
strength, a colder layer supports a higher particle density,
longer exit time, and stronger commensurability between the
configuration of liquid particles and the symmetry of the
crystal surface potential. Inspection of the row of images for
the [011] facet highlights a distinguishing feature in that an
increase in L/S bonding strength causes a decrease in the
number density, as noted earlier in Sec. III A and Table IV. For
this particular facet, we also note that particles undergo hardly
any displacement from their initial position for εLS = 1.0,
suggestive of very strong localization induced by the crystal
surface potential, and yet the exit times are the shortest not
longest.
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FIG. 8. Static 2D structure factor S‖
c (kx, ky ) [Eq. 10] for the hotter and colder contact layers for two values of L/S interaction energy and

three facet planes. Maximal values appear as small red dots.

The results in Fig. 11 represent measurements of the 2D
mean square displacement MSD‖

c (t ) plotted on logarithmic
axes for particles in the hotter and colder contact layers for
three facet planes and 0.1 � εLS � 1.0. As noted in Sec. II C,
different parameter values generated different average reten-
tion times and so the data end at different times. The solid
lines in Figs. 11(a)–11(f) signify the theoretical exponents
typical of the early (E) ballistic regime (γE = 2) and late
(L) time diffusive regime (γL = 1) for ideal behaviors in a
simple homogeneous and isotropic bulk fluid. As evident in
Fig. 11(g), the influence of the solid surface potential dimin-
ishes the magnitude of both exponents. The early and late time
exponents in Table IX were extracted from least-squares fits
over early times 0.02 � t � 0.10 and late times spanning the
last full decade. For the plateaulike regime, least-squares fits
were extracted from the last half-decade to compare exponents
using the same time interval. Overall, the results show that
2D mean-square displacement against the [011] facet exhibits
the largest deviation from γL = 1, underscoring the retarding
influence of the crystal surface potential.

The six panels in Figs. 11(a)–11(f) reveal some additional
features. Particles against the [001] and [111] facet undergo
a smooth transition from the sub-ballistic to subdiffusive
regime, with a small reduction in slope with increasing εLS.
By contrast, after the sub-ballistic regime, particles against
the [011] facet either undergo subdiffusive motion or some
type of 2D trapping or localization we shall coin as 2D caged
motion. The different behavior is evident in Figs. 11(b) and
11(d), where there is a clear sizable gap in the data at a
certain value εLS that depends on the local temperature. As
suspected, this change in behavior coincides precisely with the
structural transition described in Sec. III B 5. For late times,
even for the smallest values εLS, the [011] case still exhibits
a noticeable departure from γL = 1.0, suggesting 2D caged
motion in those systems as well, albeit much weaker.

The fitted exponents to the data in Figs. 11(a)–11(f) are
plotted in Fig. 11(g) and tabulated in Table IX. The expo-
nents γE , all below the ideal value 2, undergo a systematic
small decrease with increasing εLS, confirming that the short-
range motion at early times is rather insensitive to facet plane
and layer temperature and only weakly dependent on L/S
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FIG. 9. Maxima of the static 2D structure factor Smax extracted
from Eq. (10) for particles in the hotter and colder contact layers for
three facets and 0.1 � εLS � 1.0 in increments of 0.1. Connecting
segments are only a guide to the eye.

interaction energy. This is expected given that ballisticlike
motion is typically inertia dominated [58]. As for the temper-
ature dependence of motion in the ballistic regime, it is known
that MSD‖

c (t ) ∼ T × t2 [i.e., (kBT/m)t2 in dimensional units]
for a simple homogenous and isotropic bulk fluid. Inclusion of
hydrodynamic memory effects [59,60] augments the particle
mass m by a slightly larger effective mass to account for the
fraction of surrounding fluid displaced by the motion of the
particle. The entries in Table IX along with the corresponding
values of the contact layer temperature in Table VI confirm
that hotter particles in the contact layer undergo larger mean-
square displacement despite strong influence from the crystal
surface potential.

The exponents γL, which all fall significantly below 1, span
a much wider range. The [011] case, in particular, shows a
strong dependence on local temperature and L/S interaction
energy, unlike the other two facets. Particles against the [011]
solid surface undergo the smallest displacements with a con-
siderable slowdown after the structural transition noted earlier.
Along with the results in Fig. 9, it is clear that the stronger
the long-range order within a contact layer, induced by colder
temperature or larger εLS, the greater the hindrance to planar
diffusive displacement. As will be shown in Sec. IV, this
hindrance is caused by significant repulsive energy barriers
established by the crystal surface potential.

Inspection of the trends revealed by the retention times
t∗ based on the residency constraint applied reveals another
important feature. In general, t∗ increases with increasing
εLS since particles take longer to escape the layer when ex-
periencing stronger attraction to the solid surface. For the
[011] case with εLS below the structural transition, the re-
tention times are only slightly longer than those of the other
facets. However, for values εLS above the transition, the [011]
case yields significantly shorter retention times. In contrasting
the behavior of the three facets at colder temperatures for
the same value εLS, it is evident that the values t∗ for [011]
are almost an order of magnitude smaller and not larger,
as is the case with caged motion in glassy systems. There-
fore, while the in-plane motion of particles across the [011]

facet is strongly suppressed due to 2D caging, particles are
able to escape more rapidly into the third dimension (i.e.,
ẑ axis). This trapping and release suggests a possible mech-
anism for the larger thermal flux in Fig. 5.

Under steady-state conditions, the average density of par-
ticles in a plane x̂ − ŷ is a constant which depends only
on the local temperature and pressure. On average then, for
every particle that escapes the hotter contact layer, another
cooler particle replaces it and soon thermally equilibrates to
its new environment as the process repeats. On average, the
2D caged motion helps better funnel hotter particles to the
adjacent cooler liquid layer more rapidly and efficiently by
suppressing diffusive motion within the contact layer. At the
colder L/S interface, caged motion helps funnel colder less
energetic particles toward the adjacent warmer liquid layer
and the vacancies get filled with warmer more energetic par-
ticles, thus propagating the thermal flux. While consideration
of thermal energy alone explains the transport of heat from
hotter to colder layers, the additional geometric restriction
enforced by 2D caged motion provides more efficient particle
tunneling, which leads to enhancement in the net thermal flux
from warmer to cooler regions.

The 2D caged motion described is unlike 3D caged
motion typically observed in equilibrium simulations of glass-
forming liquids. 3D caged motion was originally observed
in simple hard sphere models above the critical packing
fraction [61] and in binary mixtures of LJ particles beyond
the vitrification temperature [62]. It has since been studied
in simulations of water, molten silicon, polymers, and long
chain biological molecules as well. Glassy behavior caused by
structural trapping from 3D caged motion commonly arises in
systems with orientation-dependent intermolecular potentials.
In such systems, the formation of a plateaulike region in the
3D mean-square displacement has been traced to two effects.
Not only are individual particles trapped in cages formed by
neighboring particles, but those neighbors are also situated
within other cages, which causes an overall slowdown of the
collective system [63]. The colder the temperature and the
stronger the interparticle attraction, the stronger the caging
effect and the longer the confinement time before re-escape
and retrapping by another cage. The 2D caged motion we have
described is rather different. While colder temperatures and
stronger L/S bonding strengths cause stronger 2D caging, the
confinement times become increasingly shorter as particles
in the contact layer escape more readily in the ẑ direction
toward the adjacent liquid layer due to funneling facilitated
by increasingly restricted motion within the x̂ − ŷ plane.

2. Influence of crystal facet, L/S interaction energy,
and temperature on 2D and 3D velocity autocorrelation

within the contact layer

Caged motion can also be inferred from the velocity auto-
correlation function. Early simulations of fluids in equilibrium
modeled by LJ particles interacting via a soft repulsive po-
tential U (r) = εLL(σ/r)15 have shown that upon approach
to vitrification, there develops a period of negative autocor-
relation immediately following the ballistic regime [64,65].
This behavior has been attributed to the reversed motion
of a particle undergoing collisions with neighboring par-
ticles which encircle it by a temporary mobile cage; the
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FIG. 10. Sample snapshots from individual runs (i.e., not ensemble averaged) showing the position of particles in the contact layer at texit

(grey dots). Trajectories of four randomly tagged particles (red, green, yellow, and blue segments); final positions at texit are indicated by a
black circle. Images marked t = 100 signify that tagged particles remained in the layer at least through that time.

inclusion of attractive forces enhances the cohesiveness or
strength of the cage thereby prolonging the period of transient
confinement.

Such negative autocorrelation is also demonstrated in
Fig. 12, showing the results for the 2D and 3D velocity au-
tocorrelation function evaluated from Eq. (13) for different
facets, layer temperature, and two values of εLS. The auto-
correlation essentially vanishes for t � 1.0. Comparing the
behaviors in Figs. 12(a) and 12(b) to the 2D mean-square
displacement in Fig. 11 over the same time interval con-
firms that the start of negative autocorrelation coincides with
the changeover from sub-ballistic to 2D caged motion. The
magnitude of VACF‖

c (t ) < 0 is always larger for colder layer
temperature and larger value of εLS suggesting that smaller ki-
netic energy and strong L/S bonding correlates with stronger
caging. The [011] system with εLS = 1.0 is the only case
which exhibits a positive final oscillation prior to decay, which
is likely related to stronger memory effects associated with
stronger influence from the periodic crystal surface potential.
An important distinguishing feature of motion against the
[011] facet is also evident. For fixed value εLS and similar
layer temperature, the [011] facet induces the strongest caging
effect yet the interval of transient caging is shortest.

Comparison of the results for VACF‖
c (t ) with VACF3D

c (t )
indicates another distinction worth noting, which is perhaps
more easily evident in the panels for εLS = 1.0. Irrespective
of layer temperature and facet, the main contribution to the

negative autocorrelation stems from 2D motion within the
contact layer. This suggests that the dynamics of transient
caging is due to repeated trapping and escape from dynamic
cages within the contact layer and less so from weaker
confinement along the ẑ axis due to the liquid layering shown
in Fig. 4.

3. Influence of crystal facet, L/S interaction energy,
and temperature on the self-intermediate scattering

function within the contact layer

In conventional glassy systems at equilibrium, the strength
of 3D caging is typically extracted from the behavior of the
self-intermediate scattering function. Here too we gain addi-
tional insight into the caging dynamics by evaluating F ‖

c (�ko, t )
given by Eq. (12). The wave vector �ko denotes the set of RLVs
corresponding to the maxima in the 2D structure factor in
Fig. 9. For systems above the structural transition noted ear-
lier, �ko coincides with the smallest (i.e primary) RLVs of the
[011] facet; below the transition, �ko instead coincides with the
second smallest RLVs. The significant jumps in Figs. 13(b)
and 13(e) highlight the transition.

Only for the hotter layers against a [111] facet does the
motion of particles exhibit a smooth, rapid, and direct tran-
sition from the ballistic to diffusive regime. In conventional
systems consisting of a simple homogenous and isotropic bulk
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FIG. 11. (a)–(f) Mean-square displacement MSD‖
c (t ) [Eq. (11)]

for three facets and 0.1 � εLS � 1.0 in increments of 0.1 for trajec-
tories of ten or more particles which remained in the contact layer.
Solid black lines are the exponents for a homogeneous isotropic
bulk fluid. (g) Fitted exponents γE (strong superposition) and γL;
connecting segments are a guide to the eye.

fluid, F ‖
c (�ko, t ) decays rapidly to zero. Subsequent to the bal-

listic regime however, the results for all other systems shown
in Fig. 13 exhibit some degree of caged motion or strong

FIG. 12. Velocity autocorrelation function VACFc(t ) [Eq. (13)]
for three facet planes and εLS = 0.1 and 1.0 for trajectories of ten or
more particles which remained in the contact layer. Superscripts 3D
and ‖ indicate evaluation of Eq. (13) based on 3D or 2D velocity
vectors, respectively.

substrate induced localization such that F ‖
c (�ko, t ) terminates

at a nonzero value. In comparing results of the motion against
the three facets at the same value of εLS, we see here too that
the [011] facet induces the strongest degree of caged motion,
as indicated by the relatively larger values of F ‖

c (�ko, t∗), simi-
lar to the behavior noted in Fig. 11. However, the duration of
confinement is the shortest due to more rapid escape of parti-
cles from the contact layer. We also note that the colder layers
against the [111] facet for the two largest values εLS exhibit an
unusual signature marked by a prolonged decay with constant
negative slope (on the linear-log axes). The rate and shape of
decay is unlike the subdiffusive motion described above. The
corresponding images in Fig. 8 and the 2D radial distribution
profiles in Fig. 7 strongly suggest that these systems represent
two cases of epitaxial locking with the crystal due to strong
L/S bonding and colder temperature.

In equilibrium simulations of various glassy systems, the
3D self intermediate scattering function typically displays
three distinct regimes: early time ballistic motion, intermedi-
ate caged motion, and late time diffusive motion. The entire
span can usually be well fitted by a double stretched expo-
nential represented by the Kohlrausch-Williams-Watt (KWW)
function [66]. This function remains ever popular since the
two time constants arising from the fit provide estimates of
the average relaxation times associated with early ballistic and
late time diffusive motion [67,68]. With the exception of the
hotter contact layer against the [111] facet for the smallest
values εLS, the majority of data in Fig. 13 could not be fitted
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FIG. 13. (a)–(f) Self-intermediate scattering function F ‖
c (�ko, t )

given by Eq. (12) for three facets and 0.1 � εLS � 1.0 in increments
of 0.1 for trajectories of ten or more particles which remained in the
contact layer. Vertical lines through icons signify standard deviation
which in some cases is not visible.

by a double exponential of KWW form spanning early to late
times.

4. Influence of crystal facet, L/S interaction energy,
and temperature on caging time and nonergodicity parameter

within the contact layer

The plateaus in Fig. 13 are of significant interest since
they signal an important transition from ergodic to noner-
godic behavior [62,69,70]. For this reason, the magnitude
of F ‖

c (�ko, t ) in this regime is often called the nonergodicity
parameter. Shown in Fig. 14 are the results for the average
retention time t∗ and the average nonergodicity parameter
value F ∗ = F ‖

c (�ko, t∗) for the hotter and colder contact lay-
ers against three different facets with increasing εLS. The
structural transition for the [011] case discussed earlier is quite
evident in Figs. 14(a) and 14(b). For values of εLS above the

FIG. 14. (a) Retention time t∗ and (b) corresponding value of the
self-intermediate scattering function F ∗ extracted from the data in
Fig. 13 for three facets and 0.1 � εLS � 1.0 in increments of 0.1.
Vertical lines through icons represent standard deviation; connecting
segments are a guide to the eye.

structural transition, particles spend the least amount of time
confined by 2D caged motion than similarly parameterized
layers against the [001] or [111] facet. While the confinement
time is shorter, however, the strength of confinement F ∗ is far
larger. Below the structural transition incurred by the [011]
facet, at similar layer temperature and identical value εLS,
particles spend similar or slightly longer times experienc-
ing subdiffusive or weakly caged motion as do the particles
against the [001] and [111] facets, but again, the strength of
confinement given by F ∗ is largest. As described in Sec. II C,
the average retention time t∗ was evaluated based on the
occupancy constraint applied to the contact layer. A criterion
based on a different number would yield different values t∗
and F ∗ but a similar conclusion.

IV. ENHANCED THERMAL FLUX FROM ANISOTROPY
OF L/S POTENTIAL LANDSCAPE

The discussion so far has centered on the special na-
ture of the contact layer against the [011] facet. Next we
try and relate 2D caged motion to the symmetry and struc-
ture of the underlying crystal lattice. For instance, the 2D
Bravais lattice for the [011] facet has only twofold symmetry
while the [001] facet has fourfold and the [111] facet sixfold
symmetry. This reduced symmetry influences how the kinetic
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FIG. 15. Images of the L/S surface potential Usurf(x, y, zc ) given by Eq. (17) acting on particles in the hotter and colder contact layers
for three facet planes and εLS = 0.1 and 1.0. Numerical pairs indicated denote the minimum and maximum values of Usurf(x, y, zc ) within the
plaquette. Diagonal black lines lines indicate regions where Usurf > 60.

and potential energy of particles moving across these terrains
partition differently along different Cartesian directions. Here,
we examine some details of the L/S potential landscape for
the smallest and largest values of εLS, which when evaluated
together with the results in Figs. 11 and 13, highlight an
additional special feature of the [011] facet.

Shown in Fig. 15 are images of the crystal surface potential
given by

Usurf(x, y, zc) =
〈 Ns∑

i=1

ULS(|�rc − �rs,i|)
〉

(17)

computed at the distance z = zc corresponding to the posi-
tion of the peak in the liquid density ρc (see Fig. 4). Here,
�rc = (x, y, z = zc) denotes a coordinate in the contact layer,
�rs,i is the coordinate of particle i in the solid layer, and Ns is the
number of solid particles within the potential cutoff distance.
The images represent a square plaquette with edge length of
about three lattice constants centered in the (x̂, ŷ) plane of
the rectangular cell in Fig. 2(a). The plaquette was partitioned

into a 200 × 200 array of smaller squares and measurements
extracted from the grid center points.

The numerical values indicated in each panel represent the
minimum and maximum values of Usurf(x, y, zc) within the
plaquette. (Higher precision values with standard deviations
are listed in Table X). The mean and standard deviation, based
on 103 snapshots in time, were computed from the averaging
scheme outlined in Sec. II B). Below we refer to the ratio of
the maximum to minimum value as the max/min ratio.

For the examples shown in Fig. 15, at fixed value εLS,
the minima of Usurf(x, y, zc) are all relatively insensitive to
temperature; the maxima experience a small to large increase
at colder temperatures depending on εLS and facet plane. This
behavior accords with studies of the LJ potential which report
that a decrease in temperature tends to cause a reduction in σ

and increase in ε such that the repulsive contribution is more
significant [71].

For εLS = 0.1, aside from the different symmetry, all
the images are remarkably similar and show only a gentle
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undulation in the potential landscape. This indicates a rela-
tively smaller hindrance to particle motion inside the contact
layer. This behavior, however, is not truly diffusive but sub-
diffusive [i.e., γE < 1.0 as shown in Fig. 11(g)], due to the
influence of the crystal potential. For εLS = 1.0, the undu-
lations in Usurf(x, y, zc) have larger amplitude and the slopes
steepen further at colder temperatures. Here, the [011] case
truly stands out in that its max/min ratio is about two and
a half orders of magnitude larger than the rest for the hotter
L/S interface and more than three orders of magnitude larger
for the colder L/S interface. The [111] case has the smallest
max/min ratio, which is why those particles exhibit the high-
est in-plane mobility in Fig. 11. The images of Usurf for the
[011] facet also reveal that the tall repulsive barriers occupy
a larger fraction of the area of the plaquette, which explains
why the contact density ρc for the [011] case in Fig. 4(g) is
the smallest of all three facet planes.

The strong anisotropy evident in the [011] potential sur-
face for εLS = 1.0 leads to especially strong confinement of
particles associated with 2D caged motion. In comparison to
the other two cases, the [011] facet induces extremely large
and rather wide repulsive barriers along the x̂ axis and deeper
attractive basins along the ŷ axis. Consequently, motion along
the x̂ axis is strongly suppressed. The motion of particles
along the ŷ axis is also hindered since those channels are
crowded by other liquid particles in the vicinity of the at-
tractive basins. Given the resulting 2D caged motion, thermal
fluctuations therefore tend to facilitate the escape of particles
from the contact layer to the adjacent liquid layer much more
readily. We also suspect that the trapping in 2D and rapid
release into the third dimension allows more efficient transport
of thermal energy along the ẑ axis because of the highly
correlated motion in the contact layer associated with the
stringlike alignment.

V. CONCLUSION

It is often inferred from NEMD studies describing various
influences on particle configuration in the first liquid layer
near the solid surface that a higher contact density facilitates
a higher L/S collision rate, leading to an enhancement in
thermal exchange and a reduction in the thermal slip length.
However, the counterexample presented here demonstrates
why this is not always the case. The L/S systems examined
demonstrate that under similar thermal conditions, the [011]
facet above the structural transition maintains the smallest
contact density yet engenders the highest thermal flux and
smallest thermal slip length.

Results quantifying various structural and dynamic fea-
tures of the contact layer reveal several distinguishing features
responsible for the enhanced thermal tunneling. Liquid parti-
cles in the contact layer near the [011] facet plane adopt strong
long-range order commensurate with the smallest reciprocal
lattice vectors of the crystal surface. This commensurability
is enhanced at lower temperature and stronger L/S bonding
strength. The anisotropy of the corresponding L/S potential
landscape causes a stringlike alignment of particles which
effectively suppresses in-plane diffusion. The resulting 2D
caged motion, quantified by the 2D mean-square displace-
ment and 2D self-intermediate scattering function, is quite

different than the type of caged motion observed in glassy
systems. While this planar caging generates the largest val-
ues of the nonergodicity parameter, the corresponding caging
times are shorter not longer, highlighting more rapid escape
in the direction of the thermal flux. This type of trapping and
release mechanism ultimately facilitates the highest thermal
flux across the L/S interface with the smallest thermal slip
length of the FCC facets examined. Given the fundamental
nature of this investigation, we anticipate that the trapping and
release mechanism demonstrated should extend more gener-
ally to many other L/S systems, especially those described
by more complex interatomic potentials which incorporate
harmonic, bond orientation, and/or Coulombic terms. If so,
then mechanisms similar to the one outlined here can guide
future design of L/S interfaces for maximizing thermal flux.
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APPENDIX: TABULATED RESULTS

The tables in this Appendix contain information about the
computational geometry in this paper and all measurements
extracted from the NEMD simulations according to the meth-
ods described in Sec. II.

TABLE IV. Average number of particles 〈Nc〉 in the hotter and
colder contact layers for different FCC facets and εLS = 0.1 and 1.0.

Facet εLS 〈Nc〉hotter 〈Nc〉colder

[001] 0.1 104.3 ± 0.4 109.9 ± 0.4
[011] 0.1 116.6 ± 0.4 125.3 ± 0.4
[111] 0.1 122.0 ± 0.4 128.6 ± 0.4
[001] 1.0 114.9 ± 0.4 125.0 ± 0.5
[011] 1.0 80.7 ± 0.3 92.9 ± 0.4
[111] 1.0 134.1 ± 0.4 161.4 ± 0.5

033123-16



HOW CAGED MOTION IN THE CONTACT LAYER … PHYSICAL REVIEW RESEARCH 6, 033123 (2024)

TABLE V. Numerical results corresponding to the data in Fig. 5 for three FCC facets and ten values of the L/S interaction energy εLS.
Listed are the mean and standard deviation (indicated in parentheses) values for the thermal flux Jz [Eq. (7)] and thermal gradient magnitude
|dT/dz| within the interior liquid and solid layers. Thermal conductivity values k computed from Eq. (2) are simply listed for reference and
not required by the analysis.

Liquid layer Hotter solid layer Colder solid layer

Facet εLS Jz × 10−2 |dT/dz| × 10−2 k |dT/dz| × 10−2 k × 103 |dT/dz| × 10−2 k × 103

[001] 0.1 6.88(0.05) 0.90(0.03) 7.63(0.26) 0.03(0.02) 0.24(0.09) 0.03(0.01) 0.32(0.20)
[001] 0.2 7.32(0.05) 0.98(0.03) 7.46(0.23) 0.04(0.02) 0.42(0.60) 0.03(0.01) 0.21(0.05)
[001] 0.3 7.93(0.11) 1.04(0.03) 7.63(0.31) 0.04(0.02) 0.24(0.24) 0.03(0.02) 0.35(0.19)
[001] 0.4 8.25(0.02) 1.10(0.03) 7.49(0.20) 0.05(0.02) 0.19(0.09) 0.04(0.01) 0.26(0.16)
[001] 0.5 8.63(0.03) 1.16(0.02) 7.45(0.11) 0.05(0.02) 0.30(0.30) 0.04(0.01) 0.24(0.11)
[001] 0.6 8.79(0.07) 1.19(0.03) 7.37(0.18) 0.05(0.01) 0.19(0.05) 0.04(0.01) 0.25(0.07)
[001] 0.7 9.33(0.03) 1.23(0.02) 7.57(0.09) 0.07(0.02) 0.14(0.04) 0.04(0.01) 0.24(0.06)
[001] 0.8 9.48(0.04) 1.29(0.02) 7.32(0.12) 0.05(0.02) 0.22(0.12) 0.03(0.01) 0.45(0.55)
[001] 0.9 9.70(0.04) 1.32(0.03) 7.38(0.15) 0.06(0.02) 0.18(0.06) 0.04(0.01) 0.28(0.10)
[001] 1.0 9.81(0.02) 1.35(0.03) 7.26(0.14) 0.05(0.02) 0.21(0.08) 0.04(0.01) 0.26(0.07)
[011] 0.1 7.71(0.03) 1.04(0.02) 7.39(0.13) 0.04(0.02) 0.53(1.03) 0.03(0.01) 0.25(0.06)
[011] 0.2 8.29(0.04) 1.10(0.02) 7.54(0.11) 0.05(0.02) 0.19(0.07) 0.03(0.01) 0.33(0.15)
[011] 0.3 8.92(0.06) 1.17(0.03) 7.64(0.14) 0.05(0.01) 0.18(0.04) 0.03(0.01) 0.40(0.24)
[011] 0.4 9.13(0.11) 1.22(0.01) 7.47(0.13) 0.06(0.02) 0.19(0.06) 0.04(0.01) 0.24(0.06)
[011] 0.5 9.51(0.04) 1.28(0.02) 7.43(0.17) 0.06(0.02) 0.17(0.05) 0.03(0.01) 0.35(0.16)
[011] 0.6 10.01(0.08) 1.32(0.02) 7.62(0.08) 0.06(0.01) 0.19(0.06) 0.04(0.01) 0.27(0.08)
[011] 0.7 10.07(0.08) 1.38(0.02) 7.26(0.14) 0.05(0.01) 0.22(0.06) 0.03(0.01) 0.39(0.25)
[011] 0.8 10.28(0.04) 1.41(0.04) 7.32(0.18) 0.05(0.02) 0.27(0.19) 0.03(0.01) 0.39(0.21)
[011] 0.9 10.63(0.03) 1.43(0.03) 7.40(0.13) 0.06(0.01) 0.20(0.04) 0.04(0.01) 0.30(0.11)
[011] 1.0 10.73(0.05) 1.46(0.02) 7.36(0.11) 0.05(0.02) 0.21(0.08) 0.04(0.01) 0.32(0.09)
[111] 0.1 7.05(0.04) 0.91(0.03) 7.72(0.28) 0.04(0.01) 0.20(0.09) 0.03(0.01) 0.23(0.09)
[111] 0.2 7.47(0.06) 0.99(0.03) 7.47(0.13) 0.04(0.02) 0.27(0.26) 0.03(0.01) 0.27(0.15)
[111] 0.3 8.14(0.02) 1.06(0.03) 7.68(0.20) 0.04(0.02) 0.24(0.12) 0.03(0.01) 0.34(0.16)
[111] 0.4 8.53(0.05) 1.13(0.01) 7.53(0.07) 0.04(0.01) 0.23(0.11) 0.03(0.01) 0.27(0.11)
[111] 0.5 8.88(0.03) 1.18(0.02) 7.56(0.13) 0.05(0.02) 0.19(0.10) 0.03(0.01) 0.26(0.07)
[111] 0.6 9.32(0.06) 1.23(0.03) 7.57(0.20) 0.06(0.01) 0.16(0.02) 0.03(0.02) 0.91(1.40)
[111] 0.7 9.64(0.07) 1.28(0.02) 7.55(0.13) 0.05(0.01) 0.19(0.05) 0.03(0.01) 0.28(0.08)
[111] 0.8 10.04(0.06) 1.33(0.02) 7.53(0.10) 0.05(0.02) 0.21(0.06) 0.04(0.01) 0.37(0.25)
[111] 0.9 10.22(0.03) 1.36(0.02) 7.49(0.10) 0.06(0.01) 0.20(0.05) 0.04(0.02) 0.29(0.12)
[111] 1.0 10.41(0.04) 1.40(0.02) 7.43(0.10) 0.05(0.03) 0.23(0.15) 0.04(0.01) 0.35(0.20)
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TABLE VII. Coefficients a, b and c from least-squares fits to Eq. (15).

Facet H/C side a b c

[001] H 16.5 ± 0.5 19.0 ± 2.0 8.0 ± 1.0
[011] H 12.9 ± 0.2 15.9 ± 0.8 7.3 ± 0.6
[111] H 16.9 ± 0.3 20.0 ± 1.0 8.7 ± 0.8
[001] C 18.7 ± 0.6 24.0 ± 2.0 11.0 ± 2.0
[011] C 14.7 ± 0.5 20.0 ± 2.0 9.0 ± 1.0
[111] C 19.5 ± 0.6 26.0 ± 2.0 12.0 ± 2.0

TABLE VIII. Coefficients α1 and α2 from least-squares fits to Eq. (16).

Facet H/C side α1 α2

[001] H 11.8 ± 0.4 0.88 ± 0.04
[011] H 8.40 ± 1.0 0.17 ± 0.12
[111] H 14.2 ± 0.3 1.00 ± 0.02
[001] C 6.60 ± 0.2 0.94 ± 0.02
[011] C 2.70 ± 0.9 0.63 ± 0.12
[111] C 8.03 ± 0.4 1.03 ± 0.04

033123-19
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TABLE X. Minimum and maximum values of the crystal surface potential Usurf computed from Eq. (17) for the plaquettes shown in
Fig. 15.

Facet H/C side εLS Min Max

[ 001] H 0.1 −0.455 (0.001) 3.32 (0.20)
[ 001] C 0.1 −0.472 (0.001) 4.36 (0.19)
[ 001] H 1.0 −4.435 (0.010) 17.2 (0.63)
[ 001] C 1.0 −4.727 (0.004) 41.4 (1.54)
[ 011] H 0.1 −0.373 (0.002) 2.88 (0.68)
[ 011] C 0.1 −0.382 (0.001) 2.55 (0.06)
[ 011] H 1.0 −5.425 (0.021) 3550 (497)
[ 011] C 1.0 −5.688 (0.016) 5860 (172)
[ 111] H 0.1 −0.367 (0.003) 1.68 (0.09)
[ 111] C 0.1 −0.380 (0.002) 1.61 (0.04)
[ 111] H 1.0 −4.011 (0.010) 2.56 (0.24)
[ 111] C 1.0 −4.127 (0.004) 4.17 (0.16)
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