
PHYSICAL REVIEW RESEARCH 6, 033050 (2024)

Interplay between ATP and hydrolysis free energy in promoting and restraining
biochemical switches

Dianjie Li ,1 Siqi Liao ,1 Qi Ouyang,2 and Fangting Li 1,*

1School of Physics, Center for Quantitative Biology, Peking University, Beijing 100871, China
2Department of Physics, Zhejiang University, Hangzhou 310027, Zhejiang Province, China

(Received 25 February 2024; accepted 10 June 2024; published 11 July 2024)

In living cells, the bistable switches involving phosphorylation-dephosphorylation (PdP) cycles, operate far
from thermodynamic equilibrium and consume hydrolysis free energy to perform ultrasensitive response and
exhibit strong robustness against noise. Here, we focus on the distinct roles of cellular ATP levels ([ATP])
and hydrolysis free energy (�μ) in bistable switches with different structures of reaction network. Specifically,
we herein propose thermodynamically consistent models of single- and double-PdP-cycle bistable switches to
study the relationship between network structures and the interplay between [ATP] and �μ. We demonstrate
that [ATP] and �μ act cooperatively to promote the activation of switches in identical networks wherein all
phosphorylations promote target production, irrespective of different feedback mechanisms. On the other hand,
the competition between [ATP] and �μ found in the nonidentical, or reversed, networks can enhance the
robustness of bistability. We also discuss special network structures inducing multistability or nonmonotonic
functions of �μ. Our results gain insight into the relationship between network structures and the roles of [ATP]
and �μ in bistable switches, potentially guiding the future design of synthetic biochemical switches.
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I. INTRODUCTION

Living cells are open systems that constantly ex-
change substances and energy with external environments,
thereby maintaining a state far from thermodynamic equi-
librium [1–3]. Theoretical studies have investigated the
quantitative relationship between biological functions and
nonequilibrium conditions, i.e., either free-energy state or
dissipation rate [4–12]. For instance, hydrolysis free energy
has a critical impact on reducing errors in biosynthetic pro-
cesses [4], and energy dissipation is essential for enhancing
sensing accuracy [9] and synchronization of molecular os-
cillators [7,8]. Recent experiments highlight the critical role
of ATP, the energy-carrying molecule, in different biologi-
cal processes including protein aggregation [13,14], immune
cell response [15], insulin secretion [16,17], and cell cycle
control [18]. Specifically, cells depend on ATP hydroly-
sis free energy provided by reactions of phosphorylation-
dephosphorylation (PdP) cycles, to build biochemical and
bistable switches with two stable steady states and hysteresis
behavior [19]. Since bistability provides ultrasensitive re-
sponse and reduces input noise, the bistable switch plays a
key role in signal transduction and cell cycle control [20–25].
Several studies have demonstrated the impact of hydrolysis
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free energy on enhancing the robustness and ultrasensitivity
of bistable switches [5,19,26–29].

The ATP hydrolysis free energy is �μ ∼
ln{Keq[ATP]/([ADP][Pi])}, where the equilibrium constant
Keq is 4 × 105 mol/L [19]. The level of �μ is determined
by the concentrations of adenosine triphosphate ([ATP]),
adenosine diphosphate ([ADP]), and inorganic phosphate
([Pi]). With the assumption that [Pi] is fixed for simplicity, �μ

depends only on the [ATP]/[ADP] ratio. Accordingly, [ATP]
and [ADP] (or �μ ∼ [ATP]/[ADP]) are two parameters that
can affect the behaviors of the reaction network containing
PdP cycles. Despite the studies investigating the effects of
�μ on various biological functions [4–12], the role of ATP
kinetics ([ATP]) and the interplay between [ATP] and ATP
thermodynamics (�μ) in the context of biological processes
and functions, especially in bistable switches, remain to be
elucidated.

Previous studies have reported distinct roles of [ATP] and
�μ in bistable switches controlling two important processes
of the yeast cell cycle [18,28]. In DNA replication check-
points of budding yeast, DNA damage stress turns on the
bistable switch of kinase Rad53 to activate the DNA re-
pair pathway [25]. This bistable switch is regulated by a
single-PdP-cycle network [Fig. 1(a)]. Theoretical studies have
revealed that the bistable switch requires certain levels of
�μ, whereby increasing �μ reduces the thresholds for [ATP]
to turn on/off the switch [28]. Such operational control re-
sults in a bistable region with two negative slope borders
in [ATP] − �μ space [Figs. 1(b) and 1(c)], suggesting that
�μ and [ATP] cooperate in turning on/off the switches. In
contrast, [ATP] and �μ compete against each other to turn
on the bistable switch controlling G2-M transition of fission

2643-1564/2024/6(3)/033050(10) 033050-1 Published by the American Physical Society

https://orcid.org/0000-0002-9976-7556
https://orcid.org/0009-0003-7067-3817
https://orcid.org/0000-0002-1483-1820
https://ror.org/02v51f717
https://ror.org/00a2xv884
https://crossmark.crossref.org/dialog/?doi=10.1103/PhysRevResearch.6.033050&domain=pdf&date_stamp=2024-07-11
https://doi.org/10.1103/PhysRevResearch.6.033050
https://creativecommons.org/licenses/by/4.0/


LI, LIAO, OUYANG, AND LI PHYSICAL REVIEW RESEARCH 6, 033050 (2024)

FIG. 1. Phosphorylation-dephosphorylation (PdP) cycle net-
works and bistability in DNA replication checkpoint and G2-M
transition. (a)–(c) Reaction networks (a), bifurcation analysis (b),
and [ATP]-�μ phase diagram (c) of DNA replication checkpoint
pathway in budding yeast [28]. DNA damage promotes phospho-
rylation of the key kinase Rad53. Phosphorylated kinase Rad53p
then activates the downstream DNA repair pathway, including the
autophosphorylation of Rad53p. �μ represents the ATP hydrolysis
free energy as the driving force of the PdP cycle. (b), (c) The con-
centration of Rad53p is normalized, and the parameter q is defined
in Sec. I of the Supplemental Material (SM) [32]. (d)–(f) Multi-
ple feedback loops governing G2-M transition in fission yeast [18]
with bifurcation analysis (e) and [ATP]-�μ phase diagram (f) of
G2-M transition network. Key complex Cdc13-Cdc2 is activated by
Cdc25p through dephosphorylation and inactivated by Wee1. Cdc13-
Cdc2 promotes phosphorylation of Cdc25 and Wee1. During G2-M
transition, elevated cyclin (Cdc13) level promotes the activation of
Cdc13-Cdc2 complex. (e), (f) The concentration of Cdc13-Cdc2 is
normalized, and the unit of [ATP] is mM (=mmol/L). Red and
orange arrows in (a) and (d) are phosphorylation and dephosphory-
lation reactions. Solid lines in (b) and (e) represent the steady state
of target concentration as a function of cellular ATP level. Colored
areas in (c) and (f) are monostable. Details of models and parameters
are listed in Sec. I of the SM [32].

yeast [Figs. 1(d)–1(f)] [18]. In this case, increasing �μ can
elevate, not reduce, the threshold for [ATP] to turn on the
switch. Moreover, the conserved G2-M transition networks
in mammalian cells were previously found to be controlled
by bistable switches, and, hence, may have the same depen-
dence on [ATP] and �μ [20,30]. Notwithstanding evidence
provided by previous research, we must still ask (1) why ATP
kinetics and thermodynamics play distinct roles in different

bistable switches, (2) what determines their roles, and (3)
whether or not [ATP] and �μ perform more complicated
functions.

To address these questions, we herein propose thermody-
namically consistent models of single-PdP-cycle and double-
PdP-cycle networks with bistability, and utilize [ATP] − �μ

phase diagrams to investigate how network structures affect
the interplay between [ATP] and �μ in bistable switches.
Theoretical and numerical analyses reveal the cooperation be-
tween [ATP] and �μ in turning on/off switches with identical
network structures wherein all phosphorylation reactions pro-
mote target production. In reversed, or nonidentical networks,
[ATP] may, however, compete against �μ to turn on/off the
switch. In this instance, competition could enhance the robust-
ness of bistability against ATP fluctuation. Additionally, we
discuss tristability and nonmonotonic effects of �μ on the
bistablity found in the reversed networks.

II. MODELS

A. Single phosphorylation-dephosphorylation cycle system
as bistable switch

Generic reactions of a PdP cycle can be written as

ATP + S
ks,p F−−−⇀↽−−−

ks,p− F
ADP + Sp

Sp

ks,dp G−−−−⇀↽−−−−
ks,dp− G

S + Pi, (1)

where Sp is the phosphorylated molecular S assumed to be
the target product; F and G are the catalysts of PdP cycle and
contain input signals and self-feedback of Sp or S; and ks,p,
ks,p−, ks,d p, and ks,d p− are the reaction constants.

Assuming that total concentration of molecule S is a con-
stant ([ST ] = [S] + [Sp]), the ordinary differential equation of
target product concentration is written as

d[Sp]

dt
= (Jp + Jd p−) − (Jp− + Jd p)

= (ks,p[ATP]F + ks,d p−[Pi]G)([ST ] − [Sp])

− (ks,p−[ADP]F + ks,d pG)[Sp]. (2)

The free energy provided by the hydrolysis of one molecule
ATP is defined as [19]

�μ = �μ0 + kBT ln
[ATP]

[ADP][Pi]

= kBT ln
ks,pks,d p[ATP]

ks,p−ks,d p−[ADP][Pi]

= kBT ln
JpJd p

Jp−Jd p−
, (3)

where [X ] is the concentration of molecule X ∈
{ATP, ADP, Pi} and the equilibrium constant is

Keq = e�μ0/(kBT ) = ks,pks,d p

ks,p−ks,d p−
= 4.9 × 105 mol/L. (4)

When �μ = 0, the system reaches a state of thermodynamic
equilibrium. However, the system is far from equilibrium at
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the physiological state �μphys ≈ 23 kBT , where kB is the
Boltzmann constant and T is the temperature [19].

By introducing one positive feedback through F or G, the
system may perform bistable behaviors. For example, both the
Schlögl model, a canonical example of a chemical reaction
system that exhibits bistability [27,29,31], and the PdP cycle
of Rad53 [25,28] involve the autocatalysis of Sp by its dimer
(F = [Sp]2I and G = I). Assuming that [Sp] = x, [ST ] = 1,
ks,p[ATP] = a, ks,p−[ADP] = d , ks,d p = p1, ks,d p−[Pi] = p2,
and input signal I = 1, we simplify Eq. (2) as

dx

dt
= −(a + d )x3 + ax2 − (p1 + p2)x + p2, (5)

where �μ = kBT ln[p1a/(p2d )]. Other feedback mechanisms
of single-PdP-cycle network are discussed in Sec. II of the
Supplemental Material (SM) [32].

B. Double-PdP-cycle systems with bistability
and different network structures

The reactions of the double-PdP-cycle network can be
written as

ATP + S
ks,p Fs−−−−⇀↽−−−−

ks,p− Fs

ADP + Sp,

Sp

ks,dp Gs−−−−⇀↽−−−−
ks,dp− Gs

S + Pi,

ATP + Y
ky,p Fy−−−−⇀↽−−−−

ky,p− Fy

ADP + Yp,

Yp

ky,dp Gy−−−−−⇀↽−−−−−
ky,dp− Gy

Y + Pi, (6)

where Sp is the target product of the network, and Fs and Gs

are the catalysts in the PdP cycle of Sp, which may contain
input signals, self-feedback of Sp or S, and regulation of Y or
Yp. Similarly, in PdP cycle reactions of molecule Y , Fy and Gy

are catalysts involving input signals and the regulation terms
of Sp or S; ki,p, ki,p−, ki,d p, and ki,d p− are the reaction constants
in the PdP cycle reactions of molecular i = Y, S, which are
constrained by the equilibrium condition Eq. (4).

The equations for [SP] and [YP] are written as

d[Sp]

dt
= (ks,p[ATP]Fs + ks,d p−[Pi]Gs)([ST ] − [Sp])

− (ks,p−[ADP]Fs + ks,d pGs)[Sp],

d[Yp]

dt
= (ky,p[ATP]Fy + ky,d p−[Pi]Gy)([YT ] − [Yp])

− (ky,p−[ADP]Fy + ky,d pGy)[Yp]. (7)

The network structure is determined by Fi and Gi (i = s, y) as

Fi = I ( f )
i

∏
j=s,y

[αi, jg j,p + (1 − αi, j )g j]
θi, jβi, j ,

Gi = I (g)
i

∏
j=s,y

[αi, jg j,p + (1 − αi, j )g j]
θi, j (1−βi, j ),

where θi, j indicates whether molecule i’s PdP cycle reaction
is regulated by molecule j (θi, j = 1) or not (θi, j = 0); βi, j ∈
{1, 0} denotes whether the regulation through Fi (βi, j = 1) or

Gi; and αi, j ∈ {1, 0} signifies whether molecule i is regulated
by phosphorylated molecule j (αi, j = 1) or the dephosphory-
lated molecule.

Since the target product is Sp, we assume that the regu-
lation term of Sp is gs,p = [Sp]2 and Yp or Y cannot regulate
itself (αy,s = αs,s = 1 and θy,y = 0), similar to the single-PdP-
cycle system. Regulation by Y is linear, i.e., gy,p = [Yp], and
gy = [YT ] − [Yp]. The total concentrations for each molecule
are constants, where [XT ] = [X ] + [Xp] (X = S,Y ). Input sig-
nals are set as I ( f )

i = I (g)
i = 1 for simplicity. The hydrolysis

free energy �μ is a global parameter for these PdP cycles
[Eq. (3)], since the rate constants (k) of each PdP cycle satisfy
the same equilibrium condition [Eq. (4)].

III. RESULTS

In the following sections, we discuss the coopera-
tion between [ATP] and �μ in single-PdP-cycle switches
(Sec. III A), the relationship between network structures
and [ATP]-�μ interplay in double-PdP-cycle switches
(Sec. III B), the robustness of bistability against [ATP] and
�μ fluctuations (Sec. III C), and complex roles of �μ in
bistable switches (Sec. III D).

A. ATP concentration and hydrolysis free energy cooperatively
turn on/off the single-PdP-cycle bistable switch

We first discuss the roles of ATP concentration ([ATP])
and hydrolysis free energy (�μ) in the single-PdP-cycle sys-
tem [Eq. (1)]. As shown in Fig. 1, the slopes of bistable
region borders in [ATP] − �μ phase diagram characterize
their roles. For example, in Fig. 1(c), increasing [ATP] and
�μ simultaneously can turn on the switch when the slope of
the right border is negative. However, Fig. 1(f) shows the right
border with positive slope, indicating that an increase in �μ

results in the requirement of a higher threshold of [ATP] to
turn on the switch.

Bistable region borders in the [ATP] − �μ phase dia-
gram are groups of saddle-node bifurcation points. Assuming
[Pi] as a constant, the function fs = d[Sp]/dt on these
points ([ATP]∗, [ADP]∗, [Sp]∗) satisfy the two following
conditions [33]:

fs([ATP]∗, [ADP]∗, [Sp]∗) = 0,
∂ fs

∂[Sp]

∣∣∣∣
[Sp]∗

= 0. (8)

Considering the total differential of fs, we have

� fs = ∂ fs

∂[ATP]
�[ATP] + ∂ fs

∂[ADP]
�[ADP] + ∂ fs

∂[Sp]
�Sp

Substituting the conditions [Eqs. (8)], we have

d[ADP]

d[ATP]
= − ∂ fs/∂[ATP]

∂ fs/∂[ADP]

The slope of borders (SLP) in [ATP] − �μ space can be
derived by using the definition of �μ in Eq. (3) as

SLP ∼ 1

[ATP]
− 1

[ADP]

d[ADP]

d[ATP]

= [ATP]∂ fs/∂[ATP] + [ADP]∂ fs/∂[ADP]

[ATP][ADP]∂ fs/∂[ADP]
. (9)
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FIG. 2. Single-PdP-cycle networks and bistable regions.
(a) Schematics of single-PdP-cycle bistable switches with
different positive feedback mechanisms (Sp → F or S → G).
(b), (c) Examples of bistable region borders in [ATP] − �μ space
with different feedback mechanisms, where a = ks,p[ATP]. The
bistable region was first computed in the a and d = ks,p−[ADP]
space, and showed in the a − �μ space. (b) Network with feedback
(Sp → F ), p1 = 10−2 and p2 = 10−5. (c) Network with feedback
(S → G), p1 = 10 and p2 = 5.

In the single-PdP-cycle system [Eqs. (1) and (2)], we have

∂F

∂[ATP]
= ∂F

∂[ADP]
= ∂G

∂[ATP]
= ∂G

∂[ADP]
= 0

and
∂ fs

∂[ATP]
= ks,pF ([ST ] − [SP]∗),

∂ fs

∂[ADP]
= −ks,p−F [SP]∗

on the bistable region borders ([SP] = [SP]∗). Therefore, the
slope of borders is formulated as

SLP ∼ ks,p−F [ADP][SP]∗ − ks,pF [ATP]([ST ] − [SP]∗)

[ATP][ADP]ks,p−F [SP]∗
,

where the denominator of SLP is positive and the numerator of
SLP is (Jp− − Jp). At physiological steady states (d[Sp]/dt =
0), the system consumes hydrolysis free energy (�μ > 0),
requiring Jp > Jp−. Consequently, in the single-PdP-cycle
system, the signs of bistable border slopes in [ATP] − �μ

space are negative when �μ > 0 and independent of network
structures (F and G).

Next, we investigate the influence of different feedback
mechanisms in the single-PdP-cycle system. For simplicity,
we discuss the networks with only one positive feedback
regulation: (1) F = [Sp]2, (2) G = [S]2, (3) F = [S]2, and
(4) G = [Sp]2, as shown in Fig. S1(a) [32]. For the network
with F = [Sp]2, G = 1, we derive the border functions d1/2(a)
in the Appendix, and the slopes of both borders are proved
analytically to be negative, which is validated by numerical
simulations with randomly sampled parameter sets (p1 and
p2), as shown in Figs. 2(b), S1(d), and S1(e) [32]. For the net-
works with F = 1, G = [S]2, we also sample the parameters

(p1 and p2) and calculate the slopes of both borders under
different �μ levels. The sampling results confirm that all the
slopes are negative [Figs. 2(c) and S1(e)] [32]. However, the
other two networks F = 1, G = [Sp]2 and F = [S]2, G = 1
show no bistability under �μ > 0, since they require that the
PdP cycles operate in the revere direction (�μ < 0) to form
positive feedback, and thus exhibit bistability [Fig. S1(b)]
[32].

Therefore, based on the analytical analysis of SLP [Eq. (9)]
and numerical results of the single-PdP-cycle networks with
different feedback mechanisms (Figs. 2 and S1) [32], we
find that the slopes of bistable region borders of single-PdP-
cycle switches are negative under �μ > 0, irrespective of
the network structures. These results suggest that [ATP] and
�μ cooperatively turn on/off the single-PdP-cycle bistable
switch.

B. Phosphorylation contribution to target molecules determines
the interplay between �μ and ATP level in bistable switches:

cooperation or competition

In this section, we discuss the interplay between the ATP
level and �μ in double-PdP-cycle switches. Based on the
assumptions made in Sec. II B, we have 20 different network
structures for a double-PdP-cycle system, and 16 of them
could exhibit bistability, termed Network 0 to Network 15
[Figs. 3(c) and S2] [32]. We classify these networks into two
types: identical and reversed networks, based on the structure
factor, phosphorylation contribution to target molecules (PC).
PC is defined as the ratios of phosphorylation reactions that
promote target molecule production. The network with PC =
1 is termed the identical network, because all phosphoryla-
tions in the network have the same contribution. The reversed
network is defined as the network with PC < 1, where at
least one of the phosphorylations reduces target molecules.
There are only two phosphorylations in double-PdP-cycle
networks and the phosphorylation of S always promotes the
target Sp production, thus PC is determined by the contribu-
tion of phosphorylation of Y . For example, Fig. 3(a) shows
that Network 12 is an identical network with PC=(1+1)/2=1
because phosphorylation of molecule Y produces more Yp, Yp

then catalyzes the phosphorylation from S to target Sp, and
thus phosphorylation of Y promotes the target production.
However, in Network 13 (reversed), Yp enhances the dephos-
phorylation and, hence, reduction of Sp, indicating that only
the phosphorylation reaction of S contributes positively to
the target Sp (PC=1/2=0.5). Apart from PC, we introduce
another index to characterize the network structure. This index
is termed the positive feedback level (PFL), which is defined
as the sum of feedback array. The feedback array represents
the types of all the feedback regulations in the network, e.g.,
[−1, 1] means one negative and one positive feedback for Sp

(PFL=−1+1=0).
Applying the analytical method described in Sec. III of the

SM [32], we prove that both slopes of bistable region borders
are negative for identical networks. Hence, for all identical
double-PdP-cycle networks (PC = 1), �μ and the ATP level
always cooperate to turn on/off switches as those found in
single-PdP-cycle networks. The conclusion remains valid in
the identical network even with more upstream PdP cycles
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FIG. 3. Double-PdP-cycle networks and corresponding bistable
area types. (a) Examples of identical and reversed double-PdP-cycle
networks. Phosphorylation contribution (PC) quantifies the ratio of
phosphorylation reaction that contributed positively to the target.
Feedback is the array of all feedback signs. (b) Examples of four
bistable region types in the [ATP] − �μ phase diagram. The white
region is monostable and the colored region is bistable. In these
diagrams, the x axis is [ATP] and the y axis is �μ ∼ [ATP]/[ADP].
With a given [ATP], we change [ADP] to modify �μ. (c) Percentages
of bistable region types in parameter sampling results of different
networks. Networks are clustered according to two structure indexes,
PC and positive feedback level (PFL).

(Sec. III of the SM [32]). In contrast, the border slopes in
reversed networks have various choices [Figs. 3(b) and 3(c)],
for instance, one positive and one negative slope or both
positive slopes of borders, which depends on the parameters.

Therefore, we use numerical simulations to validate the an-
alytical results and investigate different roles of �μ and ATP
level in reversed networks. For each network structure, the
parameters ki,p, ki,p−, and ki,d p are randomly sampled, where
i ∈ s, y. ki,d p− is calculated by thermodynamic constraint
[Eq. (4)], while the bistable region is computed in [ATP] −
�μ space. We classify these bistable region shapes into four
types according to the signs of the border slopes: negative-
negative (NN), negative-positive (NP), positive-positive (PP),
and other, as shown in Fig. 3(b). In NN, NP, and PP, the
slopes of borders monotonically change with increased �μ

and become infinite when �μ is large enough. Other bistable
region shapes include slopes as a nonmonotonic function of

FIG. 4. Relative width of bistable region (wbi) in different
bistable types. (a) Relative frequency P(wbi ) of wbi in different
bistable types, based on the sampling results of double-PdP-cycle
switches. (b) Dephosphorylation energy (�μd p) bounds the width of
NN bistable region in PdP-cycle switches. The width is calculated
with �μ → inf in the single-PdP-cycle networks (Sp → F ) and
�μ ∼ 23 kBT in the double-PdP-cycle networks.

�μ or more complex shapes of bistable region, as discussed
in Sec. III D.

In Fig. 3(c), the sampling results show that the identical
networks only have the NN type of bistable region, except for
Network 7. Although Network 7 could induce the NN or other
type, the slopes of the other-type bistable region in Network 7
are also negative like those of NN [Fig. 5(f)]. Hence, based
on the sampling results of all identical double-PdP-cycle
networks with different feedback mechanisms, the slopes of
bistable region borders are always negative. Accordingly,
�μ cooperates with [ATP] to turn on/off double-PdP-cycle
switches, irrespective of the feedback mechanisms. However,
because all types of bistable regions can be found in the
sampling results of reversed networks, slopes of borders in
reversed networks could be either positive or negative, and
depend on the parameters we sampled, as shown in Fig. 3(c).
These results suggest that �μ and [ATP] could either com-
pete or cooperate to turn on/off double-PdP-cycle switches
with reversed network structures. In addition, we find that en-
hanced positive feedback level could increase the ratio of the
NP type in sampling results of reversed networks [Fig. 3(c)].
Accordingly, since the G2-M regulation network has two
positive feedbacks and the phosphorylation of Cdc13-Cdc2
reduces the target (Cdc13-Cdc2), the G2-M regulation net-
work is a reversed network with a strong positive feedback
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FIG. 5. Multistable states and the nonmonotonic function of �μ

in other types of double-PdP-cycle switches. (a)–(c) Tristability in
Network 2. When free energy �μ elevates, the number of steady
state Sp ([Sp]ss) changes from three to five (b), thus accounting for the
switch change from bistable to tristable (c). (d)–(f) Nonmonotonic
effect of �μ found in Network 7. Increasing �μ to 2.3kBT first
induces bistability and broadens the region width like NN, NP, and
PP switches. However, width begins to narrow around �μ ∼ 20kBT ,
and bistability finally disappears when �μ > 27.8kBT .

level (PFL=2) and more likely to have the NP-type bistable
region [Figs. 1(d)–1(f)].

C. Bistability robustness is strengthened by the opposing roles
of cellular �μ and ATP level (NP) and limited

by the dephosphorylation free energy (NN)

In identical networks, hydrolysis free energy �μ is only
consumed for producing target molecules, whereas part of
hydrolysis free energy is used to inhibit target production in
reversed networks. We ask why cells apply inefficient net-
works (reversed) in some cellular processes. Based on bistable
shapes, �μ and [ATP] have an opposing effect on bistable
switches with NP types, since increased �μ can elevate the
“on” thresholds for [ATP]. This then prompted us to ask why
some bistable switches have opposing roles of �μ and [ATP]
in NP types. Owing to the fluctuations of ATP concentration
and �μ in cells [14,34–37], we proposed that cells choose
the inefficient reversed network with NP-type bistable regions
to maintain the robustness of bistable switches by countering
these fluctuations. In this section, we discuss how bistable
types and dephosphorylation energy affect the robustness of
bistability against these fluctuations.

When the bistable region is NN type, the system could eas-
ily move out of the bistable region since �μ ∼ [ATP]/[ADP]

and [ATP] generally change in the same direction, i.e., from
left bottom to right up, and cooperate to turn on/off the switch.
However, when the region is NP type, two different signs
of slopes can broaden the width of the bistable region by
increasing �μ. Hence, an intuitive guess is that robustness
against these fluctuations in NN is probably lower than that
in NP. Therefore, we perform simulations to demonstrate that
the opposing roles of �μ and [ATP] in NP types contributes to
a wider bistable region under physiological conditions and a
larger size of the bistable region in [ATP] − �μ space, which
enhance the robustness of bistable switches against [ATP] and
�μ fluctuations.

First, to confirm the relationship between robustness and
bistable types, we quantify the robustness of bistable switches
by the relative width of bistable region [5,29] as

wbi = [ATP]+ − [ATP]−
[ATP]+ + [ATP]−

, (10)

where [ATP]+ and [ATP]− represent [ATP] of left and right
bistable borders with a given �μ. Next, we calculate wbi in
the sampling results of double-PdP-cycle under �μphys and
compute the distribution of wbi in different bistable types
[Fig. 4(a)]. NP shows the highest relative frequency of wbi ∈
[0.75, 1] among all four types, and more than 80% of the
samples in PP and other lie in wbi ∈ [0.75, 1], as well. In
contrast, 40% of wbi in NN types are less than 0.75. Hence,
among four bistable region types, the bistable switch with the
NP type is most likely to have a wide bistable region under
physiological condition.

Second, we quantify the robustness of bistable switches by
the size of the bistable region in [ATP] − �μ space (Sec. IV
of the SM and Fig. S4 [32]). We use the sampling result of
Network 2, wherein the distribution of bistable region types is
nearly uniform. For each parameter set sampled in Network
2, we change one parameter and compute the new bistable
region to examine whether the shape of bistable region is
transformed into another type [Fig. S4(a)] [32]. By applying
such parameter perturbations, we find that transforming the
bistable region to the NP type is most likely to increase the
size [Fig. S4(b)] [32]. Therefore, we conclude that, in com-
parison with the cooperation between [ATP] and �μ (NN
types), the opposing role of �μ and [ATP] (NP types) has
higher probability to enhance the robustness of bistablity in
double-PdP-cycle networks.

Apart from the relationship between the bistable type and
bistability robustness, we also find that dephosphorylation
reactions can affect robustness. In single-PdP-cycle bistable
switches with feedback (Sp → Fs), we derive the analytical
expression of wbi by substituting d (a) into Eq. (10) with
d = 0 (�μ � 0) as

max{wbi} =
√

p1

p2

( p1

p2
− 8

)3

( p1

p2

)2 + 20 p1

p2
− 8

. (11)

This equation suggests that p1

p2
bounds the maximum width

of the bistable region, and bistable switches work only when
p1/p2 > 8. Notably, �μ can be divided into two terms, as
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follows:

�μ

kBT
= �μp + �μd p

kBT
= ln

( a

d

)
+ ln

(
p1

p2

)
. (12)

Thus, Eq. (11) indicates that the level of dephosphorylation
free energy, as represented by �μd p = kBT ln(p1/p2), bounds
the robustness of bistability in single-PdP-cycle networks
(Sp → Fs), as shown in Fig. 4(b). In NN-type sampling results
of double-PdP-cycle switches, we observed a similar bound
on wbi by maximum �μd p of Sp and Yp cycles, even though
this bound is looser than that in single-PdP-cycle switches
[Fig. 4(b)]. Intriguingly, a group of NN double-PdP-cycle
switches follows the bound in single-PdP-cycle, which may
result from weak impact of Yp, causing, in turn, the switch to
become single-PdP-cycle-like. No obvious bound by �μd p is
found in NP, PP, and other types of double-PdP-cycle switches
(Fig. S3) [32].

D. Network structures and feedback mechanisms associate
with multistability and complex roles of �μ

in double-PdP-cycle switches

Finally, we explore some interesting shapes of the bistable
region in other types. Apart from one positive feedback to
sustain bistability, several structures of double-PdP-cycle net-
works involve another positive/negative feedback (Fig. S2)
[32]. These feedbacks and specific network structures could
result in distinct phase diagrams in the [ATP] − �μ space.

In Fig. 5(a), Network 2 has one positive feedback
from Sp to its phosphorylation, and one negative feedback
from Sp to phosphorylation of Y ← Yp (Yp as phosphatase for
Sp). Some sample parameters of Network 2 show tristable
behaviors. In Fig. 5(b), for example, three steady states of
[Sp] can be observed under low �μ(= 4.6 kBT ) and high
[ATP] range. When �μ increases to 10 kBT , two more steady
states emerge, providing the possibility of forming tristable
switches. Elevating �μ to a physiological level (23 kBT )
further widens the possible tristable region. These behaviors
of �μ and the system response lead to an intriguing phase
diagram in [ATP] − �μ space, i.e., a NN-type tristable region
locates inside an NN-type bistable region [Fig. 5(c)]. Such
multistability can also be found in Network 7. These findings
suggest that negative feedback through dephosphorylation of
Sp is a potential underlying mechanism for multistability in
double-PdP-cycle networks.

In the sampling results of Network 7, we found a special
bistable region type where �μ plays a reversed and constrain-
ing role in bistability robustness [Figs. 5(d)–5(f)]. In Fig. 5(e),
when �μ increases from 2.3 kBT , the width of the bistable
region increases to a fixed level as in the normal NN type,
indicating that �μ can enhance robustness. However, when
�μ is larger than 20 kBT , the bistable region becomes smaller
and finally disappears under �μ ∼ 27.6 kBT . Then, such a
sample of Network 7 is characterized by an islandlike bistable
region [Fig. 5(f)]. This phenomenon suggests that �μ around
the physiological level (23 kBT ) will constrain the robustness
of bistability; in other words, it will engage in role reversal
in comparison with NN, NP, and PP types. Another special
shape of the bistable region frequently found in other types is
characterized by the nonmonotonic change of bistable region

width with increasing �μ [Figs. 3(b) and S5] [32]. All the
networks involving such a special bistable region have one
regulation from Y to the PdP cycle of S (Networks 4–7, 10,
and 11 in Fig. S2) [32].

IV. DISCUSSIONS

This paper demonstrates that the structure of the
phosphorylation-dephosphorylation-cycle network deter-
mines the functions of [ATP] and �μ in bistable switches.
Our theoretical and numerical results demonstrate that [ATP]
and �μ act cooperatively to turn on/off the switches in
identical networks, irrespective of the number of PdP cycles
and type of self-feedback mechanisms. Meanwhile, reversed
networks show various roles of [ATP] and �μ. We explore
the advantage of seemingly inefficient reversed networks and
explain why biological processes choose them rather than
the more economical identical networks. Although few PdP
cycles in reversed networks retrain the switch, this structure
likely satisfies various demands of biological processes.
For example, the NP-type bistable region can strongly
enhance the robustness of bistable switch by increasing �μ

such as exhibited in G2/M transition where the cell cycle
must be fairly robust against perturbations. In a contrasting
example, the Rad53 system functions to prohibit errors of
DNA synthesis and, therefore, needs to be sensitive to the
DNA damage signal, a case that requires less robustness
of bistability. Consequently, the Rad53 system utilizes the
simplest identical network with NN-type bistable region.

Apart from the robustness of bistablility, the [ATP] − �μ

phase diagram also indicates the roles of hydrolysis free en-
ergy �μ in different bistable switches. First, in all of the
bistable switches we discuss, the system requires a certain
level of �μ to exhibit bistability, which is characterized by
the bottom intersection point ([ATP]c,�μc) of bistable region
borders. Generally, �μ(∼�μc) could affect the bistable re-
gion borders and the bistable switch, and the region is widened
with increasing �μ. However, border shapes are insensitive to
�μ under physiological conditions in bistable switches gov-
erning the G2-M transition and DNA replication checkpoint,
since �μc 	 �μphys ∼ 23kBT (Fig. 1). To explain, �μphys

with fixed [ATP] and [Pi] means that [ADP] is much lower;
under these conditions, perturbation around high �μ (low
[ADP]) would not affect reactions in the system. Therefore, it
is advantageous that these bistable switches are robust against
�μ noise under physiological condition. Second, the roles of
�μ in the other type of reversed networks are much different,
which may shed light on multifunctional design of synthetic
biochemical switches. For example, in Network 7, bistable
region borders depend on �μ even under physiological levels
and, more interestingly, the bistable region narrows when �μ

increased [Fig. 5(f)]. Based on this special role of �μ, one
can add NN-type [Fig. 1(c)] and islandlike [Fig. 5(f)] switches
together in the system. Then, one can change the functions of
the system only by controlling �μ, e.g., maintaining �μ =
�μphys keeps two switches working normally, and elevat-
ing �μ mutes the islandlike switch with no effect on the
other. Third, when we divide �μ into phosphorylation �μp

and dephosphorylation �μd p, we find that �μd p has to step
over a threshold in single-PdP-cycle networks, as a necessary
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condition for the bistability. In some in vitro experiments, this
hypothesis could be verified, to some extent, by just alter-
ing Pi concentration. Finally, in other biological processes,
not bistable switches, the functional region in [ATP] − �μ

space may become complicated and sensitive to �μ under
physiological condition. For example, in the glucose response
pathway of pancreatic β cells, ATP can affect the open rate
of the KATP channel through binding, not hydrolysis, and the
response region is S-shaped in [ATP] − �μ space [38].

This paper, together with our previous studies [18,28],
emphasizes that the roles of [ATP] and other �μ-related
parameters are important when we are discussing the impact
of �μ on biological functions. Most of the previous research
focused on the lower bound or the minimum dissipation rate
of the hydrolysis free energy for the biological functions,
while they generally ignored the impacts of [ATP] and other
parameters [5–12]. In our paper, we have shown that under
same thermodynamic condition (�μ), the biochemical net-
work could exhibit different behaviors due to the variations of
�μ-related parameters. For example, increasing [ATP] with a
constant [ATP]/[ADP] ratio and �μ = 23kBT could induce
a transition in the Rad53 reaction network from a monostable
state to a bistable state, as shown in Fig. 1(b). Meanwhile,
the reduction of [Pi] and �μd p may decrease the width of the
bistable region [Fig. 4(b)].

Limitations of this paper are (1) the general relationship
between network structures and phase diagrams for bistabil-
ity is not examined in more complex networks of bistable
switches, such as those including more PdP cycles, those with
interactions between upstream PdP cycles, and those with
feedback of non-target reactants; and (2) a detailed analysis
of parameter sensitivity on the bistable region may help in
the design of specific bistable switches with different response
diagrams in synthetic biology.

In summary, our results emphasize the different and inde-
pendent roles of cellular ATP levels (kinetics) and hydrolysis
free energy (thermodynamics), as determined by the network
structure. Some inefficient network structures in cell signaling
pathways could be beneficial in maintaining biological func-
tions against [ATP] and �μ noise.
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APPENDIX: THEORETICAL ANALYSIS OF BISTABLE
REGION BORDERS IN THE SINGLE-PDP-CYCLE

NETWORK WITH AUTOCATALYSIS

The single-PdP-cycle model with the autocatalysis of Sp

by its dimer can be described by Eq. (5). The necessary

conditions for saddle-node bifurcation [Eq. (8)] are written as

f (x, a, d ) = dx

dt
= −(a + d )x3 + ax2

− (p1 + p2)x + p2 = 0,

df

dx
= −3(a + d )x2 + 2ax − (p1 + p2) = 0.

(A1)

By solving the two equations above, we figure out
the relationship between a ∼ [ATP] and d ∼ [ADP] in
Eqs. (A1), when the system meets the bifurcation condi-
tion (on the bistable region borders). Meanwhile, solving the
two real root conditions of the cubic equation f (x, a, d ) =
0 (discriminant formulas � = 0) can easily derive the
same relationships, where � = B2C2 − 4AC3 − 4B3D −
27A2D2 + 18ABCD, A = −(a + d ), B = a, C = −(p1 + p2),
and D = p2.

The relationships d = d1(a) and d = d2(a) are formulated
as below:

d1(a) = K (g1(a) − 2
√

g2(a)),

d2(a) = K (g1(a) + 2
√

g2(a)), (A2)

where

g1(a) = −2(p1 + p2)3 + [
9(p1 + p2)p2 − 27p2

2

]
a,

g2(a) = [(p1 + p2)2 − 3p2a]3, and K = 1

27p2
2

. (A3)

First, since [ATP] and [ADP] are both positive (a, d > 0),
the existence of the bistable region requires that the intersec-
tion point (a∗, d∗) of the two curves is in the first quadrant of
a − d space,

a∗ = (p1 + p2)2

3p2
> 0, (A4)

and

d∗ = d1/2(a∗) = K (g1(a∗) ∓ 2
√

g2(a∗))

= Kg1(a∗) = K (p1 + p2)2(p1 − 8p2) > 0
(A5)

which means p1 > 8p2. Then we have the free-energy level,

�μ∗/(kBT ) = ln(γ ∗) = ln

(
a∗ p1

d∗ p2

)
= ln

(
9

2(1 − 8p2/p1)

)
.

(A6)

Second, by solving the equations d1(a1) = 0 and d2(a2) =
0, we have the formula of the maximum relative width of
bistable region [Eq. (11)], which is validated by simulation of
random sampling (p1, p2) [Fig. 4(b)]. These two theoretical
analysis infer that the forward reaction rate (p1) of dephos-
phorylation reaction should be much larger than the backward
one (p2) to form a effective and robust bistable switch.

Third, we estimate the slope of bistable region borders
(SLP) by functions d (a):

SLP = ∂�μ

∂a
∼ 1

γ

∂γ

∂a
= ∂

∂a

(
ap1

d p2

)

= p1

p2d2

(
d − a

∂d

∂a

)
. (A7)
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Since p1, p2, and d are all positive, the value of above is
uniquely dependent on the term inside brackets.

When d (a) = d2(a), it is straightforward to figure out
that SLP < 0 [Eq. (A8)] with the condition a < a∗ = (p1 +
p2)2/3p2. When d (a) = d1(a), SLP can be formulated by
Eq. (A9), where y = 3a/[p2(p1/p2 + 1)2] is restricted by the

same condition (a < a∗) and then belongs to (0, 1). Since
the U (y) is a monotonic decreasing function, ∂U (y)/∂y =
−3y/(2

√
1 − y) < 0, SLP for d1(a) is also negative. In

addition, simulations are consistent with the analytical con-
clusion that two borders are both negative, as shown in
Fig. 2.

d2 − a
∂d2

∂a
= p2

27

⎧⎨
⎩−2

(
p1

p2
+ 1

)3

−
[

2

(
p1

p2
+ 1

)2

+ 3a

p2

]√(
p1

p2
+ 1

)2

− 3a

p2

⎫⎬
⎭

<
p2

27

⎧⎨
⎩−2(8 + 1)3 −

[
2(8 + 1)2 + 3a

p2

]√
(8 + 1)2 − 3a

p2

⎫⎬
⎭ < 0, (A8)

d1 − a
∂d1

∂a
= p2

27

(
p1

p2
+ 1

)3
{

−2 +
[

2 + 3a/p2

(p1/p2 + 1)2

]√
1 − 3a/p2

(p1/p2 + 1)2

}

= p2

27

(
p1

p2
+ 1

)3

U (y) <
p2

27

(
p1

p2
+ 1

)3

U (y = 0) = 0. (A9)
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