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We investigate the quench dynamics in the dipolar Bose-Hubbard model (DBHM) in one dimension. The
boson hopping is constrained by dipole conservation and shows fractonic dynamics. The ground states at large
Hubbard interaction U are Mott insulators at integer filling and a period-2 charge density wave (CDW) at half-
integer filling. We focus on Mott-to-Mott and CDW-to-CDW quenches and find that dipole correlation spreading
shows the light-cone behavior with the Lieb-Robinson (LR) velocity proportional to the dipole kinetic energy
J and the square of the density in the case of Mott quench at integer filling. An effective model for postquench
dynamics is constructed under the dilute-dipole approximation and fits the numerical results well. For the CDW
quench, we observe a much reduced LR velocity of order J?/U and additional periodic features in the time
direction. The emergence of a CDW ground state and the reduced LR velocity at half-integer filling can both be
understood by careful application of the second-order perturbation theory. The oscillatory behavior arises from
quantum scars in the quadrupole sector of the spectrum and is captured by a PXP-like model that we derive by
projecting the DBHM to the quadrupolar sector of the Hilbert space.

DOI: 10.1103/PhysRevResearch.6.023269

I. INTRODUCTION

Dipole-conserving systems are a simple example of the
particle dynamics and the many-body phases being al-
tered in a fundamental way by kinetic constraints [1-24].
In addition to the immobility of single particles reminis-
cent of the fractonic dynamics, other phenomena such as
the lack of thermalization, Hilbert space fragmentation, and
quantum scars are all manifested in the dipole-constrained
systems [3,4,11,12,18,21,25,26]. More recently, they have
received a great deal of attention as ways to understand
anomalous transport and relaxation phenomena in tilted op-
tical lattices [19-22,26].

Over the years, the optical lattice system has proven to
be an excellent platform for probing nonequilibrium states
of matter. A prototypical example of a nonequilibrium probe
is the quench dynamics where a sudden change of system
parameters results in the ground state evolving according to
the postquench Hamiltonian. Some intriguing aspects of the
postquench dynamics have been examined in the past, ranging
from light conelike information spreading subject to the Lieb-
Robinson (LR) bounds [27-32], dynamical quantum phase
transition (DQPT) [33,34], and quantum scars [25,35-37].
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The issues have been addressed in the framework of, e.g., the
Bose-Hubbard model (BHM) [27,28,30], the transverse Ising
model [34], and the PXP model [25,36].

Motivated by recent experiments in tilted optical lattices,
several interacting models embodying the dipole conser-
vation in addition to the charge conservation have been
proposed [15-17,20,24]. An interesting ramification of one
such model, called the dipolar BHM (DBHM) [15-17], is
the disappearance of the conventional superfluid phase and
the emergence of the dipole condensate phase taking its place
in the weak Hubbard interaction regime. The ground-state
phase diagrams and various low-energy correlations of this
model have been worked out. Notably, single-particle cor-
relations are heavily suppressed in all phases of the model,
and two-particle dipole-dipole correlations take over as a
measure of (quasi)ordering. Recent progress in experiments
shows that the DBHM and its fermionic cousin, the dipolar
Fermi-Hubbard model, are among the most experimentally
accessible models displaying fractonic quasiparticle behavior
through enforcing the dipole symmetry [19-22,26].

Despite the growing importance of dipole-constrained
models with roots in tilted optical lattice, the quench dynamics
of the DBHM has not been examined theoretically. Here,
we present a thorough study of the quench dynamics over
different phases of the DBHM at integer and half-integer fill-
ings. Due to the strict prohibition of single-particle dynamics,
dipoles as low-energy excitations become the main channel
of correlation spreading. The LR bound for the BHM, which
scales linearly with the density, is replaced by a new bound
scaling as the square of the density in DBHM. At half-integer
filling, where the ground state is a period-2 charge density
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wave (CDW), dipole correlation spreading is bounded by a
much smaller LR speed and a periodic (in time) revival, remi-
niscent of quantum scars. Effective models for the postquench
dynamics in both integer and half-integer fillings are derived
in terms of a low density of dipole excitations and can explain
the numerically observed LR bound quantitatively. Further-
more, a PXP-like model consistent with the scarlike features
in the half-integer quench can be derived by considering
quadrupole excitations and explain the observed periodicity
very well.

In Sec. II, we provide a brief overview of the DBHM and
the numerical techniques employed in this paper. Section III
discusses the intraphase quench dynamics observed sequen-
tially within the Mott phase and the CDW phase. The paper
concludes with Sec. IV.

II. MODEL AND METHODS
The one-dimensional DBHM is [15-17]

. U
H=—J Z (b!_,b2b!,, +He) + 5 sznx(nx -1, (D

where n, = bibx is the boson number at site x, and n =
> . ny/L (L = number of sites) is the average density. The
key departure from the BHM is the absence of one-boson
hopping and the dipolar hopping (J) that takes its place. The
model is invariant under both the global U(1) and dipolar
U(1) phase changes b, — ¢€b,, b, — €"*b, and possesses
two conserved quantities: the total charge Q =), bb, and
the dipole moment D = )" _xb!b,.

We employ the density matrix renormalization
group (DMRG) [38—41] and time-dependent variational
principle (TDVP) [42,43] calculations to explore the ground
state and its quench dynamics. For DMRG simulations, we
utilize the two-site and subspace expansion algorithms [44],
focusing on a finite system with size L = 100 and limiting
the local boson number at each site to 10. The maximum
bond dimension for DMRG is set to xpmrg = 500 ensuring
an accurate representation of the ground state in the matrix
product states representation. In the context of TDVP, we
adopt both one- and two-site algorithms, with the maximum
bond dimension up to xrpvp = 3000. This substantial
increase in the maximum bond dimension allows for a more
detailed exploration of the dynamics of the system. We also
incorporate the conservation of boson number Q and dipole
moment D in both DMRG and TDVP simulations. It not only
guarantees the conservation of associated U(1) symmetries
but also greatly enhances the computational efficiency of the
simulations [45].

III. QUENCH DYNAMICS OF DBHM

A. Mott quench

We obtain the ground state |y) of the DBHM [Eq. (1)]
at U = U, and observe the evolution under the new Hamilto-
nian with U = Uy as Y (¢)) = exp(—itHppum)|¥). The final
value of Uy is chosen such that the equilibrium state cor-
responding to U = Uy is also in a Mott phase. We refer to
such as the Mott-to-Mott quench or simply Mott quench. In
the simulation, J is set to unity. With [(¢)), we examine
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FIG. 1. (a) Time-dependent variational principle (TDVP) and
effective model results of the postquench dipole correlation func-
tion (real part) C,(x,¢) at the fillings » = 1 and 2 with the initial
value U;/J = 100. The data are normalized such that the maximum
value is adjusted to unity. The dashed line and the solid arrows rep-
resent the travel speed of the overall wave packet and the peak in the
response, respectively. (b) Phase and group velocities for the dipole
correlation at n =1 and 2 as a function of the quench interaction
Uy /J deduced from the TDVP data such as shown in (a).

the time evolution of relevant quantities such as correlators
and fidelities. The single-boson correlation (1//(t)|blbx/|1p(t))
remains strictly zero, except x = x’ at all times due to
the dipole constraint, indicating the fractonic nature of the
single-boson particle in the DBHM. Instead, meaningful in-
formation is contained in the dipole correlator Cy(x,t) =
Re[(l//(t)|djo+xdx()|1p(t))], where d, = bibe is the dipole op-
erator. In the TDVP simulation, we choose xo = L/2 at the
center of the system 1 < x < L; results are unaffected by the
choice of xj unless it is positioned too close to the boundary.
We begin by focusing on the integer-filling n, =n at
large U/J where the ground state is a Mott state, faith-
fully represented as a product state |M) = ®§=1|n)x. The
dipole correlation function in the Mott state is extremely
short ranged, but the quench triggers the spreading of the
correlation with a well-defined propagation front in the shape
of a light cone, as shown in Fig. 1(a). A modern inter-
pretation of this is in terms of the LR bound [46], whose
existence has been rigorously proven for the conventional
BHM [31,32,47,48] after many years of numerical observa-
tion to the effect [28—-30,49-51]. The light-cone spreading of
dipole correlation in Fig. 1(a) is highly suggestive of an LR
bound in the DBHM as well, with the information carried in
the dipole, not charge, sector. To make a quantitative state-
ment on the LR bound of the DBHM, we extract the group

023269-2



FRACTONIC QUANTUM QUENCH IN ...

PHYSICAL REVIEW RESEARCH 6, 023269 (2024)

velocity (vg) and the phase velocity (v,) from the TDVP
data by fitting the leading wave packets in the dipole correla-
tion [52]. See the Appendixes for details on how to determine
the velocities. The results are presented in Fig. 1(b) as a
function of Uy at filling n = 1 and 2, strongly indicating that
v, remains independent of Uy, whereas v, exhibits a linear
dependence on it. In terms of the filling factor dependence, v,
appears to increase with the square of the filling factor, while
v, remains independent of it.

The Mott quench dynamics can be comprehensively un-
derstood by developing an effective model deep inside the
Mott phase U > J. The low-lying excitations in the Mott
phase are the two kinds of dipole excitations |/,) ~ d,|M) and
[re) ~ d;|M) called [ and r dipoles, respectively. Considering
a Hilbert subspace consisting of the Mott state |[M) and the
dipoles {|/;), |ry)}, the effective Hamiltonian in this space can
be derived:

1/2
Ha =Y ovie. o= (0 +1P)” @

k,o
The parameters p, and X are given by

pr =U —2Jn(n+ 1)cosk,

e = Jny/(n+ D(n+2)e* — (n+ 1)y/n(n — 1)e™*],

for general integer filling factor n. The operator y,ja cre-
ates Bogoliubov quasiparticles with pseudospin ¢ =/, r and
momentum k. A detailed description can be found in the
Appendixes. There is much resemblance of this effective
model to the quasiparticle model for Mott quench in the
BHM [29,30], with the key difference that dipoles rather than
doublons and holons are the elementary excitations here.

The postquench wave function |y (¢)) can be derived in
exact form using the Bogoliubov Hamiltonian and allows
a closed-form expression of the dipole correlation function
at t > 0, which shows excellent agreement with the TDVP
simulations, as shown in Fig. 1(a). One can deduce the
two propagation velocities analytically from the Bogoliubov
model as follows:

J3
v, = max 2owr) =4J/n(n+ 1)+ 0(?)’

k=kmax
J3
+ 0<ﬁ). )

When U > Jn?, v, is maximized at kpax = /2. The two
velocity expressions provide very good fits to the velocities
extracted from the TDVP data, as shown in Fig. 1(b). Further-
more, the quadratic dependence of the group velocity on the
density v, ~ n(n + 1) deduced from effective model captures
the observed increase in v by three times in going fromn = 1
to 2. This contrasts with its linear dependence on n in the
conventional BHM [30,32]. The group velocity in the DBHM
approaches zero as n — 0, whereas it remains finite in the
conventional BHM [32,48].

2wkmax _ 4U

vy, =
p
kmax T

B. CDW quench

The correlation spreading at half-integer filling n + %
shows a number of features which distinguish it sharply from
those in the Mott quench. Though the discussion is based on
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FIG. 2. Time-dependent variational principle (TDVP) results of
the dipole correlation C,(x,¢) at the filling n = %, with the initial
U;/J = 100. The data are normalized such that the maximum value
is adjusted to unity. The black solid line indicates the wavefront

expected from the theory (see text).

detailed numerics at n = %, the results straightforwardly gen-

eralize to arbitrary half-integer filling. Firstly, the ground state
at half-filling obtained by DMRG is a period-2 CDW state
with an alternate occupation of one boson and two bosons per
site. The LR velocity bounding the correlation spreading in
the CDW quench scales as J2/U r and is substantially smaller
than the Mott quench value which scales as J. Finally, the
dipole correlation functions show a periodic revival in time
that was absent in the Mott quench. Both these features are
apparent in the plots shown in Fig. 2.

First, we discuss the origin of the CDW ground state at
half-filling. The Hubbard term at half-filling demonstrates ex-
tensive degeneracy, with any state with half the sites occupied
by one boson and the other half with two bosons sharing the
same Hubbard energy. The massive degeneracy is lifted at the
second order of J/U in degenerate perturbation theory, result-
ing in twofold degenerate CDW ground states. Further details
on the perturbation theory are available in the Appendixes.
Without loss of generality, we choose the CDW state on an
open chain of length L to be [CDW) = & 1341, 24).

As in the Mott quench, low-lying excitations are those of [
and r dipoles, created in equal numbers to preserve the total
dipole moment. Due to the translation symmetry breaking of
the CDW, however, the [ dipoles (r dipoles) are created at odd
(even) sites only, given by the change in the local occupation:

lla—1) ~ daa—1112a—1, 224) ~ 12241, 124),
|r2u) ~ d;a|2207 12a+l> ~ |12a7 22a+1>'

Degenerate perturbation theory leads to an effective Hamilto-
nian of the dipoles in the CDW state:

JZ
Hiy = =127 3 (o) asi] + 1720) (o] + Hee.)

J2
+32.87 Zaj(|12a_1><lza_1| + 1724} (F24)- )

The superscript D is a reminder that only the dipole states
comprise the low-energy Hilbert space, of order J?/U above
the CDW ground state per dipole, used to construct the effec-
tive Hamiltonian.
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FIG. 3. Dynamics of the quantum fidelity are illustrated in (a) for
the dipolar Bose-Hubbard model (DBHM) and (b) for the PXPQ
model provided in Eq. (5), where Uy = 50/ and L = 200. In the
DBHM, the projections of the postquench wave function |y (¢))
onto the states |CDW), |131), and |202) are displayed, while states
|0), |1, 0), and |0, 1) are considered in the latter case. Additionally,
the projection onto the quadrupole condensate states [Eq. (6)] with
fugacities («, B) in the legends are presented in (c) and (d).

In constructing the effective model, we ruled out con-
figurations where the (/,r) dipoles are adjacent, i.e.,
[r2a—2ba—1) = [131241) and |laar2411) = |2025,). They are in
fact quadrupole and antiquadrupole excitations and cost an
energy of order U more than two separately created dipoles.
Ignoring the quadrupole events, the effective Hamiltonian
in Eq. (4) can be diagonalized with the dispersion w; =
(J?/U)(32.8 — 24 cos 2k) > 8.8J2/U. The factor 2 in cos 2k
appears as a result of the unit cell doubling. The group veloc-
ity is deduced v, = max (20 ;) = 96J 2/U. This prediction,
shown as black solid lines in Fig. 2, agrees very well with
the TDVP results for the propagation boundary of the dipole
correlation function. Being of order J?/U, the LR velocity is
considerably smaller than v g ~ J in the Mott quench and,
moreover, depends inversely on U in marked contrast to the
Mott quench at integer filling or the quench in the conven-
tional BHM where it is governed exclusively by kinetic energy
J.

The other prominent features in the CDW quench, i.e., a
periodic revival of the correlation, originates from quadrupole
excitations that were previously ignored in deriving the ef-
fective model in Eq. (4) in the dipole subspace. To prove the
importance of quadrupole excitations, we calculate the time
evolution of fidelities F (1) = |(¢|¥ (¢))|?, shown in Fig. 3(a),
measuring the overlap to three target states |¢): |CDW)
and the two quadrupole states [131) = (2/L)1/2Y"_ [1312,-1)
and |202) = (2/L)'/? > 4 12025,). All three fidelities undergo
periodic revivals with the same frequency as in the dipole cor-
relation function—a phenomenon often observed in scarred
systems [36,37,53].

Motivated by the fidelity results, we consider a subspace in
which only the quadrupole states are kept along with the CDW
ground state. The connection between dipole and quadrupole
sectors are considered negligible, given that such connections
are made by an intermediate state of energy 2U or more, and
are suppressed by a factor of J/U in perturbation theory. On
the other hand, quadrupole states are linked to the CDW by a
single application of the dipolar kinetic term in the DBHM as

q20—2|CDW) = 2+/6]1312,_1),

43, ||ICDW) = 2¢/2]202y,),
Thy2113124-1) = 2v/6|CDW),

G20-112025,) = 2+/2|CDW),

where we introduce the quadrupole operator ¢, = d;d, .

The algebra suggests that, at every odd site x = 2a — 1,
{|CDW), [131)} forms a two-level system, and at every even
site x = 2a, {|{CDW), |202)} forms another two-level sys-
tem. This structure can be effectively modeled by assigning
pseudospin-% operators (X, Z) acting on an effective qubit to
every site in the lattice:

Xxl”x) = |nx +1 (mOd 2)): Zx|nx) = (1 - 2nx)|nx>

The CDW state maps to [0) = ®L_,|0),. Projecting the
DBHM to the Hilbert space of quadrupoles gives

Hy — —2J<J6 > P XcPey

xeodd

+ﬁ Z Px2Px1Xxpx+1Px+2) s

xeeven

L
Hy — Uan, (5)

x=1

with CDW as the vacuum. The projector P, = (1 + Z,)/2
projects a local state to |0),. The P,_;X P,y in the first
line means that, if one tries to create a 131 quadrupole at
the odd site x, one can only do so if both of the adjacent
sites (x — 1, x + 1) are devoid of existing 202 quadrupoles.
Otherwise, creating a 131 quadrupole on top of an existing
202 quadrupole at the adjacent site annihilates the state al-
together. In the second line, the X operator tries to create a
202 quadrupole at the even site x, provided that its two adja-
cent sites are devoid of any existing 131 quadrupoles (hence,
P._1X\Py+1). Extra projectors P,_,, P.y, are used because
creating two 202 quadrupoles at adjacent positions like x and
x + 2 leads to an occupation of 20402 and an additional en-
ergy cost of 4U compared with separate 202 quadrupoles. In
the first line, the projectors at second-neighbor sites are omit-
ted since generating two 131 quadrupoles at sites x and x + 2
yields an occupation of 13031 without incurring additional
energy compared with separate 131 quadrupoles. We refer to
the emergent projected Hamiltonian as the PXPQ model, with
Q referring to the quadrupole excitations. The on-site energy
cost U acts as an effective magnetic field polarizing the state
toward the CDW [26,54]. Translational symmetry is explicitly
broken by two lattice spacings in the PXPQ model.
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We calculate the postquench wave function | (f)) =
exp(—it Hpxpg)|0) and its overlap with [|1,0) =
Q/L)2 Y oqa 1Dy and [0, 1) = /L)' 3, ..., 1), using
the PXPQ model. For the same values of (J, U), we find very
good agreement in the fidelity evolution F(¢), as shown in

J

QP l_Lceodd(1 +aXX)I—[xeeven(1 + IBXx)|0>,

QP erodd (1 + ﬁg q)t) nxeeven (1 + % q)L)|CDW)’ (ll’l DBHM)’

1QC) =

where €2 is the normalization, and « () is the fugacity param-
eter of the 131 (202) excitation. Here, a projector P rules out
configurations that contain overlapping two 202 excitations
or neighboring 131-202 excitations. The |QC) state can be
represented by a matrix product state with a small bond di-
mension x = 3 in PXPQ and x = 4 in the DBHM, details of
which are provided in the Appendixes. Note that the amplitude
[{(QC|v¥(1))|*> grows substantially and reaches a maximum as
the overlap [(CDW v (¢))|? or |(0]v(¢))|* is most suppressed
at periodic intervals [Figs. 3(c) and 3(d)], showing there is a
periodic transfer of weight from CDW to QC and back. The
dependence of amplitude on fugacities strongly suggests that
the quantum scar state approximates the QC state with small
(o, B) < 1, corresponding to a dilute quadrupole density.

IV. DISCUSSION

The quench dynamics in the DBHM reveals that corre-
lation spreading is mediated by dipole excitations. Effective
models for the dipole dynamics can explain the observed
quench dynamics at both integer and half-integer fillings,
though in detail they are substantially different in that the LR
velocity is set by J for the integer quench and by J?/U in
the half-integer case. The CDW ground state at half-integer
filling brings dramatic changes in the low-energy dipole dy-
namics. Furthermore, quantum scar states exist in the form
of quadrupole excitations in the CDW quench, manifesting
themselves as periodic oscillations in the dipole correlation
function. The scarlike features in the CDW quench are cap-
tured by an effective model resembling the PXP Hamiltonian.
The existence of CDW ground state as well as the quench
dynamics at half-integer filling can be probed in a future tilted
optical lattice setup.
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Fig. 2(b), with the correct period as found in the DBHM.
Having identified a PXP-like effective model governing the
dynamics of quadrupoles, we address the important question
of the nature of the quantum scar state in the PXPQ model, by
constructing a coherent state of quadrupoles or a quadrupole
condensate (QC):

(in PXPQ),
(6)

(
APPENDIX A: MOTT PHASE EFFECTIVE THEORY

The Mott-to-Mott quench processes can be understood
quite well using the effective model constructed deep within
the Mott regime U >> J, where a dilute gas of left and right
dipoles dominates the low-energy spectrum. The two kinds of
one-dipole states introduced in the main text are given by

L) = [(n+ 1Dx(n = Dig1), o) = [(n = Dx(n + Dixsa),

in the occupation number basis. Undesignated sites have the
occupation n, = n. The Mott state [M) = |---n,---) serves
as the vacuum. The dipole-hopping J term in the DBHM
acting on |M) creates a pair of / and r dipoles:

bo(bl, VbeialM) = ny/(n+ D(n+ 2)|ridep),
bL(bey )DL IM) = (n+ Dy/n(n — Dllrern),
where
rdt) = 10— D+ 2)e1(n — Do),
erert) = 11+ Da(n — 2)eq1(n + Do),

with unmarked sites occupied by n bosons. The dipole pair
then drifts apart by further action of dipole hopping.

In terms of the dipole operators, the dipolar hopping oper-
ators can be replaced by

be(bl, | )bepa = n(n + V(LI + i)
+ny/(n+ D(n+2)ri1] |
+(n+ Dy/n(n — Dlre,

bi(bes1*b 5 — n(n+ DU Ly + rerl, )
+n\/mrxlx+1
+(n+ Dynn = DIrl,.

The Hubbard interaction in the dipole subspace becomes

Hy;, =U Z(l-:l" + r;rx).

(A1)

(A2)

This assumes that the dipoles are far apart, and each dipole
costs energy +U. The dipole creation/annihilation processes
take place only when they are adjacent, as indicated by the
pair-creation and annihilation terms in Eq. (A1). This, how-
ever, is a rare event in the case of the dilute-diplon regime,
and for the most part, the Hubbard energy is simply given by
Eq. (A2). In the same dilute-dipole regime, r and [ operators
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can be treated as ordinary boson operators subject to the
hard-core constraints (r])? = (IJ)*> = 0. The constraints are,
in turn, resolved by mapping the boson model to the fermion
model through Jordan-Wigner transformation [29,30]. We fol-
low the same footsteps and arrive at the effective Hamiltonian.

In the momentum space, the effective Hamiltonian be-
comes

Het = Y (ool + rirp)
k

— hulexp(—ip)l{r — expim)lrgl),  (A3)
where
pr =U —2Jn(n+ 1)cosk,
hcexplip) = JIny/(n + D(n + 2) exp(ik)
—(n+ 1)y/n(n — 1) exp(—ik)].
After the Bogoliubov transformation,
Vi = wd{ F o, v = —udi+ (A4)
where
. . 1 —1 Ak
Uy = cosb, v =sinbrexp(ing), 6O = < tan -,
2 Py

one obtains

Her = ) 04y Vio (A5)

k,o

with @y = (p;> + A2)!/2 describing quasiparticle dynamics
deep in the Mott phase of the DBHM.

The ground state of the postquench Hamiltonian is given
by yixIM’') =0 and y,.x|M’) = 0 in the quasiparticle picture,
related to the prequench ground state (Mott state) |M) by

M) = l_[[cos 6 + sin 6 exp(—iuk)yzkyj%“M').
k

(A6)

One can show that [;|M) = r;|M) = 0. The time evolution of
the postquench state follows as

19(6)) =] Jlcos b + sin 6y expl—iwxt + wo)ly/ v, 1M).
k
(A7)

APPENDIX B: DIPOLE CORRELATOR
IN THE MOTT PHASE
In the TDVP calculation, we calculate the dipole correlator:
Ca(x. 1) = (Y (Od] , diy | ¥ (1)), (B1)

where d, = bibx+1. We assume that the quenched state |/ (¢))
is represented according to Eq. (A7). By expressing the oper-

ator dX‘O +xdx, with the dipole operators /; and r,, the correlator

is expressed as
Cy(x,t) = n(n+ D[Cr;(x,t) + Cpp(x, 1) + Cpi i (x, 1)
+ Cir(x, 1], (B2)
where the four dipole correlators are given by
Craae, 1) = (YOl ol 1Y (1),
Cpiy(x. 1) = (YO raga W (1)),

Cpiyi (x,1) = sgn() (YOI, 1l 1w (@),

Cir(x, 1) = sgn(x)(W ()] Ly PV (1)) (B3)

where sgn(x) denotes the sign of x.

Performing the Fourier transformation and the Bogoliubov
transformation in sequence, one can get

Cr(x,t) = % ;exp(—ikx)sinz(%k)[l — cos(2wy1)],
Coip(x, 1) = % Xk:exp(—ikx) sin?(260,)[1 — cos(Rwy1)],

Cpie(x, 1) = —sgn(x)é Xk: exp(—ikx — ijeg) sin(26;) sin(wxt)

X [exp(iwxt) cos’ Or + exp(—iwyt) sin? 6],

Cpy(x, 1) = —sgn(x)i 3 exp(—ikx + i) sin(26;) sin(axt)
k
X [exp(—iwit) cos’ O + exp(iwit) sin’ 6:]. (B4)

Here, ;. and u; are parameters for Bogoliubov transformation
given in Eq. (A4), and @, is the spectrum of the postquenched
Hamiltonian given in Eq. (AS).

Summarizing all together, the dipole correlator can be ex-
pressed as

Cox, 1) = ”(”LJF D 3 M eXp(z_ ) 501 — cosQagt)]

k k

+ 2i sgn(x) sin(wg? )[@y cos(wyt) cos ik

~+ o, sin(wy?) sin g} (BS)

APPENDIX C: DETERMINATION OF THE GROUP
AND PHASE VELOCITIES

Figure 4(a) illustrates the propagation of the dipole corre-
lation, denoted as C;(x,t) = Re[(I/f(t)IdLT/zdL/zﬂ|1/f(t))], asa
function of time at distances x = 5, 7, and 9. We fit the wave
packet appearing earliest to a Gaussian wave packet:

2
Clx, 1) = exp [—(%) } sin(or + kv),  (CD)

where the parameters fy, @, k, and o represent the center,
frequency, wave number, and width of the wave packet, re-
spectively, which can be determined through fitting at given
x. We consider x values ranging from 15 to 20, which are
sufficiently far from the center yet not close to the bound-
ary. For instance, Figs. 4(b) and 4(c) display the leading
wave packet along with the fitting function at x = 15 and
16, respectively. From 7y values obtained for various x, one
can estimate the group velocity using the formula v, = (x; —
x1)/[to(x2) — to(x1)]. For the phase velocity, we utilize the
formula v, = w/k, where both @ and k are obtained from the
fitting procedure.
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FIG. 4. (a) Dynamics of dipole correlation as a function of time at x = 5,7, and 9. (b) and (c) show the leading wave packet and its
corresponding fitting function at x = 15 and 16, respectively, along with the fitting parameters 7, @, and k.

APPENDIX D: FILLING NUMBER DEPENDENCY OF GROUP VELOCITY AT LARGE U LIMIT

The group velocity from the effective theory is given in Eq. (3). A more specific form is given by

2
Vg = Max 2w = max — (0, dp; + Aedih)

=Kmax k

4Jn(n + 1) sink[U — 2Jn(n + 1) cosk] + 8Jn(n + 1)/(n — I)n(n + 1)(n + 2) sin 2k

= max . (D1

k=kmax {[U — 2Jn(n + 1)cosk]? + J2[2n* +4n® + n? —n —2n(n + 1)/(n — Dn(n + 1)(n + 2) cos 2k]}1/2 ©h

In the limit of U > Jn?, one can deduce kmax ~ 7 /2. At k = kpmay, the group velocity is given by

4Jn(n + HU?
vy =
(U2 4+J22n* +4n3 +n?2 —n+2n(n+ 1)/(n — Dn(n + DH(n + 2)]}1/2
J2

~ 4Jn(n + 1){1 — 2—U2[2n4 +4nd +n® —n+42n(n+ 1)y/(n — Dn(n + D)(n + 2)]}. (D2)

APPENDIX E: GROUP AND PHASE VELOCITIES
AT FIXED U

Here, we depict the group velocity (vg) and the phase
velocity (v,) as a function of J while keeping U fixed. In
other words, we consider a quench process: (Jo, U) — (J, U).
Figure 5 illustrates the velocities calculated from Eq. (3) for
both n = 1 and 2 as a function of J/Jy, with U/Jy = 40 kept
constant. Here, Jy serves as the normalized energy scale. In
both cases, one can check that the group velocity increases
linearly with J, whereas the phase velocity remains relatively
unaffected by the variations in J.

80 80
) )
60 Ug T 60 Vg i
_/ PR
= 40 =40
20 20
0 0
0 5 10 0 2
1y 1y

FIG. 5. Phase and group velocities for the dipole correlation at
n=1 and 2 as a function of J/Jy with constant U/Jy = 40. The
green and red lines represent the calculated group (v,) and phase (v,)
velocities derived from the effective model using Eq. (3).

APPENDIX F: ADDITIONAL DATA ON QUENCH
DYNAMICS IN THE MOTT PHASE FORn =1
AND 2 FILLINGS

Here, we provide supplementary results from the TDVP
simulations of quench dynamics within the Mott phase of the
DBHM for two specific filling factors: n = 1 and 2. Addition-
ally, we compare these results with the ones obtained from the
effective theory. See Figs. 6 and 7.

Additionally, we include TDVP data for the quench dy-
namics transitioning from a smaller initial on-site interaction
strength U; to a larger quench strength Uy within the Mott
phase, as illustrated in Fig. 8. Our findings indicate the prop-
agation speed of the dipole correlation is consistent with that
from the reverse quench direction discussed in the main text,
where v, is ~20. This observation corroborates the prediction
of the effective theory that the group velocity depends only on
the hopping strength J.

APPENDIX G: CDW PHASE PERTURBATION THEORY

The ground-state space of Hy at half-integer filling (v = %)
is denoted . Having identified the CDW state as the refer-
ence vacuum state in %, other low-lying excited states in %
can be identified with the creation of / and r dipoles above
the CDW. A subset of states in # is derived by transferring
two bosons from two next-nearest-neighboring sites within a
CDW state that each hosts 2 bosons—one moving to the left
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FIG. 6. Spreading of the dipole correlations at the filling » = 1. Here, the initial state is the ground state at U;/J = 100. The data are

normalized such that the maximum value is adjusted to unity.

and the other to the right:

- 1,2, 5,20,y > |-, 2, L1, 1,2, ),
|"'72~,17271727"'>_) |"'71727212711“')' (Gl)

In each scenario, a pair of 1,2 (magenta) and 2, 1 (cyan)
swaps to form 2,1 and 1,2 pairs, respectively. The transi-
tioned pair to 2, 1 is designated as an / dipole, and the 1, 2 pair
as an r dipole, each seamlessly embedded into the otherwise
perfect CDW pattern. A notable distinction from the Mott
phase with integer filling is that the / dipole is exclusively

generated and located on odd-numbered sites, whereas the r
dipole is restricted to even-numbered sites. Considering the
dipole-moment conservation, the numbers of / and r dipoles
are equal in the basis of 7.

The ground-state space of Hy at half-integer filling (v = %)
is denoted %, and a particular state in % is |”"). For any
two states within this subspace, we have (v [H,|y)") = 0
since H; changes the occupation at a particulate site by two
(e.g., 2 — 0 or 1 — 3) and lifts the state out of #". We thus
need to employ H, to second order to lift the degeneracy.

TDVP (n =2)
2 1
1.5 05
21 0
05 : 05
= F N
Ul =40 | Udi=30] § Uli=20 4 Upld =18 yi=16 F vi=14 [ yir=12 ylr=10
20 40 20 40 20 40 20 40 20 40 20 40 20 40 20 40
X xr X X X X X xr
Theory
2 1
1.5 0.5
D1 / 0
05 ’ ; // y 4 205
C UI=40 yn=30 { =2 uvs=18 Ull=16| | Uli=14| | U/lI=12 / =10 |§
20 40 20 40 20 40 20 40 20 40 20 40 20 40 20 40
T T T T T T T T

FIG. 7. Spreading of the dipole correlations at the filling n = 2. Here, the initial state is the ground state at U;/J = 100. The data are
normalized such that the maximum value is adjusted to unity.
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FIG. 8. Propagation of the dipole correlations at the filling n = 2. Here, the quench direction is reversed, i.e., from a smaller U;/J = 20 to
larger (left) Uy/J = 30 and (right) Uy /J = 40. The data are normalized such that the maximum value is adjusted to unity.

The effective Hamiltonian for subspace %, as derived us-
ing second-order perturbation theory, is given by

HE = X [wd v

a,BeW

) (G2)

where

1
W) =" —— W [P (PO W) ). (G3)
P E‘/ﬂ _Ep

Here, |p©) are the first excited states of Hy lying outside 7.
It can be recognized that the second-order Hamiltonian quan-
tifies how much a state within a given subspace temporarily
shifts to a state outside that subspace, due to the effects of
H,, before transitioning to a different state within the original
subspace.

In the second-order perturbation by H;, we have two path-
ways that move the r dipole to the right:

[ooe  1,2,2, 1,000 ) = |-+ ,2,0,3,1,-++)
= e, 2, 1,1,2,00),
[ooe  1,2,2, 1,000 ) = | -4+ ,2,3,0,2,-++)
= |- ,2,1,1,2,--4),  (G4)

moving the defect position by two sites to the right.
The energy gap between the initial (and final) states
and the intermediate state amounts to 2U, leading to
EQ —E{?Y) = —2U. In each pathway, it is verifiable that
(W 1Hp ) (pO1H, |}y = 12J%. Similarly, moving an
dipole results in equivalent outcomes in the second-order
Hamiltonian, as shown in Eq. (G3), establishing the transition
amplitude for the hopping of either / or r dipoles as
(2) _ 12

ba-172sba-3,720 " ha-172p,bat 1,726

2
E) J

= —127 (G5)

T Vha-1rap,ba-1,12p42

Subtracting the second-order energy shift of the CDW state
from this value gives the effective on-site energy of the / and
r dipoles. In calculating the on-site terms 42), we now must
consider eight pathways for these on-site terms. Omitting the
detailed derivation, the on-site energy for a single pair of [—r

dipoles is calculated as

328 J? J?
L =65.6— >0. (G6)
5 U U

It is observed that the creation and annihilation of [—r
dipole pairs do not manifest even in the second-order per-
turbation. However, it is possible to construct an effective
Hamiltonian that accounts for /—r pairs being generated at
the second-order level. Combining all the considerations, we
arrive at the effective model for the dipole excitations:

) @ _
ba—172p,ba—172p CDW,CDW

J2
He = — 1277 ;( a1 {bas1] + 72a) (r2asal + Hee.)
J2
+32.875 3 (ha)(laat | + Iradraal).— (GT)
a

APPENDIX H: QC STATES

We employ the matrix product state representation (MPS)
to construct a QC state in the DBHM:

= B B T)
lQC)=aP ] <1+2\/6qx) I (1+2ﬁqx |CDW).

xeodd xeeven
(HI)

Here, the projector P rules out configurations that contain
neighboring two 202 excitations or neighboring 131-202 exci-
tations. Here, o (8) is the fugacity of the 131 (202) excitation.
Taking the two-site unit-cell structure, the MPS consists of
two different tensors 7, and 7}, such that the wave function of
the QC state is given as

WAL = ATe [T T2 T - T, (H2)

where tTr[---] denotes the tensor trace, and n, stands for
the local boson number, and L is the system size being an
even number. There are two types of local quadrupole, i.e.,
[131), (or |1),) and |202), (or |1),) at even and odd sites,
respectively. In the DBHM, the QC state for general (o, 8)
can be generated by two tensors 7, and 7, with the bond
dimension y = 4 defined as below:

[Tdoo =[Tl55 = [Tul3 = 1.
L1, =L, =«
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[T,150 =[T)o1 = [T)io = [T)3o =[]}, =1,
(1,155 =B. (H3)

In the PXPQ model, the corresponding QC state is con-
structed as follows:

QC)=QP [[U+aX) [] A +8X)I0). (H4)

xeodd xeeven

The MPS for this wave function can be generated by two
tensors T, and 7, with the bond dimension ¥ = 3 defined as
below:

(7100 =110, = [T.15, = 1,
(7,100 =[T310 , = [T19 = L,

[T.160 = .

[T}, =8.  (H5)
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