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Optimizing one-axis twists for variational Bayesian quantum metrology
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Quantum metrology and sensing seek advantages in estimating an unknown parameter of some quantum state
or channel, using entanglement such as spin squeezing produced by one-axis twists or other quantum resources.
In particular, qubit phase estimation, or rotation sensing, appears as a ubiquitous problem with applications to
electric field sensing, magnetometry, atomic clocks, and gyroscopes. By adopting the Bayesian formalism to the
phase estimation problem to account for limited initial knowledge about the value of the phase, we formulate
variational metrology and treat the state preparation (or encoding) and measurement (or decoding) procedures
as parameterized quantum circuits. It is important to understand how effective various parametrized protocols
are as well as how robust they are to the effects of complex noise such as spatially correlated noise. First,
we propose a family of parametrized encoding and decoding protocols called arbitrary-axis twist ansatzes, and
show that it can lead to a substantial reduction in the number of one-axis twists needed to achieve a target
estimation error. Furthermore, we demonstrate that the estimation error associated with these strategies decreases
with system size in a faster manner than classical (or no-twist) protocols, even in the less-explored regimes
where the prior information is limited. Last, using a polynomial-sized tensor network algorithm, we numerically
analyze practical variational metrology beyond the symmetric subspace of a collective spin and find that quantum
advantage persists for the arbitrary-axis twist ansatzes with a few one-axis twists and smaller total twisting angles
for practically relevant noise levels.
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I. INTRODUCTION

Sensors that utilize quantum mechanical effects to increase
sensing precision and accuracy are expected to be among
the first quantum information technologies to achieve broad
applications [1]. The study of the abilities of such sensors is
referred to as quantum sensing or quantum metrology. When
the system being used as a sensor is a collection of qubits
or spin-1/2 particles, a quintessential problem is qubit phase
estimation, or rotation sensing [1,2]. Many applications can
be understood as instances of this problem including magne-
tometry with neutral atoms [3], atomic clock stabilization with
trapped ions [4] or with neutral atoms [5,6], nuclear magnetic
resonance gyroscopes [7], Rydberg atom electric field sensors
[8], and many other examples. This paradigm may even be
relevant to quantum algorithms [9].

It has been known for a long time that using entangled
many-body states can, in principle, lead to sensing precision
that would not have been possible with an unentangled state of
the same system [1,10–15]. Typically, the available advantage
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is quadratic in system size, leading to the famous Heisenberg
limit [12]. A useful type of entanglement for rotation sensing
with spin-1/2 particles is spin squeezing, which can be gen-
erated, for example, via one-axis twisting-type interactions
[16,17]. These interactions have been engineered in Bose-
Einstein condensates [18], cavity QED setups [19], trapped
ions [20], and approximately in Rydberg atom arrays [21,22].
When one-axis twisting is used in only the state preparation
phase, the available advantage scales with system size to the
power of 5/3 [17]. If one-axis twists are used in both the
state preparation and measurement phases, as in twist-untwist
protocols [23–30], the available advantage scales quadrati-
cally. These protocols have been realized experimentally, for
example, in Ref. [29].

However, the situation is further complicated when prior
knowledge about the value of the parameter to be estimated
must be accounted for [31–45]. In addition, the extreme sen-
sitivity of the required states to noise has so far prevented
entanglement-enhanced sensors from becoming a practical re-
ality [46–52]. A possible route to addressing these challenges
is provided by the paradigm of hybrid quantum-classical
variational techniques. In the context of quantum comput-
ing, variational quantum algorithms were introduced as an
algorithmic framework that may be feasible even when the
effects of noise cannot be suppressed to an arbitrarily low level
[53–56]. More recently, variational approaches to quantum
metrology have emerged as a potential application [34,57–
73]. However, the most efficient use of available entan-
gling resources is not known in most scenarios. Further, the
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robustness of these techniques to noise is not well understood.
This second difficulty is partially due to the breakdown of
standard symmetric subspace simulation techniques in the
presence of spatially correlated noise. In this paper, we par-
tially address both of these broad challenges.

First, to optimize the Bayesian mean-squared error
(BMSE), we propose a family of parameterized circuits called
arbitrary-axis twist ansatzes, where the entangling capacity of
one-axis twists is effectively optimized with the help of global
rotations about arbitrary axes. We find that performance com-
parable to that of previous approaches can be found with a
reduced number of one-axis twists, especially in the few-twist
regime. Second, we study whether these schemes remain ef-
fective in the presence of complex noise. To this end, we
utilize a tensor network simulation technique which takes the
permutation invariance of the noiseless evolution as a starting
point to exactly simulate the protocol in the presence of corre-
lated dephasing noise during the free evolution. We also study
the effect of circuit-level noise associated with the one-axis
twists.

The organization of the paper is as follows. In Sec. II, we
review the necessary background. In Sec. III, we describe our
arbitrary-axis twist ansatzes and evaluate their effectiveness.
Finally, in Sec. IV, we study the robustness of our ansatzes to
various types of noise.

II. BACKGROUND FOR QUANTUM METROLOGY

Throughout this paper, we consider a system of N qubits
or spin- 1

2 particles. We denote by Xj , Yj , and Zj , respectively,
the Pauli-X, Y, and Z operators on qubit j. We will refer to
the normalized sum of all Pauli operators in a particular direc-
tion, e.g., Jz = 1

2

∑
j Z j , as a component of the total angular

momentum operator. We denote by |0〉 or |1〉, respectively, the
+1 or −1 eigenstate of single qubit Pauli-Z and by |+〉 or |−〉,
respectively, the +1 or −1 eigenstate of single qubit Pauli-X.
We will also refer to any state of the form e−iθzJz e−iθyJy |0〉⊗N

for any azimuthal angle θz and any polar angle θy, as a spin
coherent state.

A. Setting

The goal of single parameter quantum metrology [1,10–
15,74,75] is to optimally estimate a parameter ϕ associated
with some quantum channel �ϕ . Since we are interested in
optimal schemes for estimating the parameter, we must spec-
ify an objective function by which different schemes may be
compared and a feasible set that describes schemes we are
willing to consider. The exact form of the objective function
is typically dictated by prior knowledge about the value the
parameter may take. One method to properly account for prior
knowledge (or lack thereof) about the value of ϕ is to treat ϕ as
a random variable and pursue a Bayesian statistics approach to
the problem. Now knowledge about ϕ before the experiment
is performed can be captured by the prior distribution for
this random variable p(ϕ). A useful objective function is then
given by the BMSE,

�ϕ2 ≡
∫ ∞

−∞
dϕ

∑
ζ

[ϕ − ϕest(ζ )]2 p(ζ |ϕ)p(ϕ), (1)

where the {ζ } are measurement outcomes, ϕest(ζ ) is an es-
timator for the value of ϕ, and p(ζ |ϕ) is the probability of
measurement outcome ζ conditioned on the value of ϕ. This
quantity is also referred to as the averaged estimation error.
Such an approach is often called a global approach since it
evaluates performance based on estimation error for all values
of ϕ. In contexts where �ϕ[·] = �ϕ+2π [·], as we will consider
below, this integral is sometimes taken to run for 0 to 2π

instead. Whether or not this choice makes sense depends on
the physical origin of the channel �ϕ[·]. For example, a spin- 1

2
particle exposed to a strong magnetic field for a fixed amount
of time may acquire a relative phase between its spin-up and
spin-down states that is equal to 2πn + θ for some large
integer n. This gives the same state as would a relative phase
θ which may arise from a much weaker magnetic field but
the underlying physical situation is clearly different. Further,
when δϕ is not too large, the probability that |ϕ| > 2π is small
and the two approaches should give similar results. In this
paper, the integrals in all BMSEs run from −∞ to ∞.

This is in contrast to approaches based on the quantum
Fisher information [12,75] which tells us about the possible
variance of the estimator at some particular parameter value
ϕ0. To gain some understanding of the relationship between
this averaged estimation error and the Fisher information, note
that the BMSE can be written in terms of the variance and bias
as

�ϕ2 =
∫ ∞

−∞
dϕ{Varϕ[ϕest] + Biasϕ[ϕest]

2}p(ϕ), (2)

where the variance and bias are defined by

Varϕ[ϕest] ≡
∑

ζ

(ϕest(ζ ) − 〈ϕest〉)2 p(ζ |ϕ), (3)

Biasϕ[ϕest] ≡
∑

ζ

(ϕest(ζ ) − ϕ)p(ζ |ϕ), (4)

and 〈·〉 denotes the average over measurement outcomes. So,
this roughly indicates that the Fisher information approach
should be appropriate when an estimator can be found that is
unbiased or has small bias for all possible values of parameter
ϕ. Throughout this paper, we will take the BMSE as the
objective function and we will take the prior to be a Gaussian
distribution with mean zero and standard deviation δϕ.

The basic structure of a quantum metrology experiment is
outlined in Fig. 1. The first step is the preparation of some
initial fiducial state ρfid. Throughout this paper, we take this
state to be the spin-coherent state ρfid = |+〉〈+|⊗N . An encod-
ing channel, at least partially controlled by the experimenter,
is then applied to this state to produce a probe state ρprobe =
�En[ρfid]. By partially controlled, we mean, for example, that
the intended probe encoding may consist of unitary dynamics,
but the quantum channel that is actually realized may be a
more general completely positive trace-preserving map due
to experimental limitations. This situation is considered in
Sec. IV. The probe state then undergoes a free evolution
according to the channel �ϕ[·] that is not controlled by the
experimenter and depends on the parameter to be estimated.
The resulting state now generally depends on the parameter
ρϕ = �ϕ[ρprobe]. We will consider channels that reduce to
�ϕ[·] = e−iϕJz · eiϕJz in the limit that noise is negligible. After
the encoding of the parameter ϕ, the experimenter can apply a
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FIG. 1. A schematic representation of a general quantum metrology experiment. Time advances from left to right.

decoding channel �De[·] to produce the state ρ̃ϕ = �De[ρϕ].
At this point, the state is measured according to some pos-
itive operator-valued measure (POVM) with measurement
operators {Eζ } giving outcome ζ with probability p(ζ |ϕ) =
Tr(ρ̃ϕE†

ζ Eζ ). We always take the measurement operators asso-
ciated with this measurement to be projectors onto the space
of states with Hamming weight w, i.e. Pw = ∑

x s.t. |x|=w |x〉〈x|
where x ∈ {0, 1}N and |x| is the Hamming weight of x, i.e.,
the number of entries in the bit string x that are equal to one.
This constitutes a measurement of the observable Jz. Note that
these operators respect a permutation symmetry and can be
implemented experimentally without the ability to detect each
particle independently.

The final step in this type of experiment is to process the
measurement outcome into an estimate ϕest(w) of the phase
ϕ. We take this estimator to be ϕest(w) = a

2 (N − 2w), where
a is a proportionality constant. The average of this estimator
over measurement outcomes is proportional to the expectation
value of Jz in the state ρ̃ϕ ,

〈ϕest(w)〉 ≡ a

2

N∑
w=0

p(w|ϕ)(N − 2w)

= a

2

N∑
w=0

Tr(Pwρ̃ϕ )((N − w) + (−1)w)

= a〈Jz〉, (5)

where we have used the fact that

Jz = 1

2

∑
w

(N − w + (−1)w)Pw, (6)

since each qubit in |0〉 increases the Z-angular momentum by
1
2 and qubit in |1〉 decreases it by 1

2 . A permutation-invariant
measurement operator such as this is known to be optimal in
the absence of noise for this type of free evolution [31,33].

The optimal value of the proportionality constant a can be
found by first expanding the quadratic form in Eq. (1) and
performing the averages over the measurement outcomes and
the prior distribution to obtain

�ϕ2 = δϕ2 − 2a(ϕ〈Jz〉)avg + a2
〈
J2

z

〉
avg, (7)

where ·avg denotes the average with respect to the prior p(ϕ).
Optimizing this expression with respect to a gives the optimal
value of the proportionality constant

aopt = (ϕ〈Jz〉)avg

〈J2
z 〉avg

. (8)

This value is fixed by the encoding and decoding procedures
and the free evolution. Notably, the value of aopt depends on
any noise that may be present. While the resulting estimator
is not optimal over all estimators, it is simple to compute

and the use of a linear estimator eases comparison to prior
work [34,69], where consideration was also restricted to linear
estimators.

The optimal value of the BMSE over all possible probe
states, measurements, and estimators can be found via an iter-
ative optimization procedure [33,76,77]. In this optimization
procedure, first the probe state is fixed and the measurement
is optimized for that state. Then the measurement is fixed
and the state is optimized for that measurement. This is then
repeated until the procedure converges. Since in the absence
of noise the optimal strategy is permutation invariant [31],
this optimization can be restricted to the N + 1 dimensional
permutation-invariant subspace. Unfortunately, however, the
output of this optimization does not provide a procedure for
realizing this optimal performance with any particular set of
resources.

B. Practical resources for quantum metrology

We now turn the the question of what should constitute
the feasible set of strategies. In many experimental setups, the
available resources include global rotations

Rn(θ ) = e−iθ (n·J) (9)

and one-axis twists

Tn(θ ) = e−iθ (n·J)2
, (10)

where n is a three-dimensional unit vector and J = Jxex +
Jyey + Jzez [17,18,21,22]. Here eμ is the unit vector directed
along the μ axis. We will frequently use the shorthand nota-
tions Rμ(θ ) ≡ Reμ

(θ ) and Tμ(θ ) ≡ Teμ
(θ ) for global rotations

and one-axis twists along the x, y, or z axes, respectively.
Measurements of the total angular momentum of the ensemble
along some axis are also commonly possible. Accordingly,
we will take the feasible set of strategies to be defined by
the set of probe states that can be prepared from |+〉⊗N by
a specified sequence of global rotations and one-axis twists
and the set of POVMs that can be implemented via a (pos-
sibly different) specified sequence of global rotations and
one-axis twists ending with a global π

2 x-rotation Rx( π
2 ) and

followed by a measurement of the z component of the total
angular momentum. Note that all of the entanglement used
in these schemes comes from the one-axis twists. These are
the resources used in twist-untwist protocols [23–30]. In these
protocols, the encoding operation consists of a one-axis twist
about the z axis by 1√

N
followed by a rotation about the x

axis by π
2 . The decoding is then the inverse of the encoding

operation followed by a final rotation about the x axis by π
2 .

C. Variational metrology and parity symmetric ansatzes

The basic idea of quantum variational algorithms is to
prepare, on the quantum device, a classically parameterized
state by applying a series of unitaries that depend on classical
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FIG. 2. Illustration of the general form of (a) encoding and
(b) decoding layers used in the parity symmetric ansatzes [34,57].
In this diagram, operations further to the left occur first.

parameters to some fiducial quantum state following which
some efficient measurement is performed on the resulting
state. The outcome of this measurement, or a series of such
measurements, is then used to update the values of the classi-
cal parameters. The sequence of unitaries used here is referred
to as a parameterized circuit or an ansatz. We will replace
both the encoding channel and the decoding channel described
above with appropriate parameterized circuits and then nu-
merically find the optimal values for the classical parameters.

We are primarily interested in studying the performance
of two sets of parameterized circuits. The first set was in-
troduced originally by the pioneering work of Kaubruegger
et al. [34,57]. This family of ansatzes is described in terms of
a number of encoding layers LEn and a number of decoding
layers LDe, so the total encoding and decoding circuits can be
written U (En/De) = ∏LEn/De

j=1 U (En/De)
j . Each layer is composed

of two one-axis twists as defined in Eq. (10) and a global
rotation as defined in Eq. (9). The encoding and decoding
layers, respectively, have the form

U En
j = Rx

(
θ

(3)
j

)
Tx

(
θ

(2)
j

)
Tz

(
θ

(1)
j

)
, (11)

U De
j = Tz

(
φ

(1)
j

)
Tx

(
φ

(2)
j

)
Rx

(
φ

(3)
j

)
, (12)

as illustrated in Fig. 2. After the decoding unitary is applied,
an Rx( π

2 ) rotation is performed, followed by a measurement
of the z component of total angular momentum as described
in Eq. (5). We call these the parity symmetric ansatzes since
all gates used in the circuit independently commute with
the X-parity operator PX = ∏

j Xj . This property implies that
the resulting estimator will be antisymmetric in ϕ and that
the probe state’s average angular momentum will be directed
along the x axis. The second property is important because
spin-squeezed states oriented along the x axis are likely to
perform well. The member of this family of ansatzes with LEn

encoding layers and LDe decoding layers will be referred to as
the PAR2LEn

2LDe
ansatz since 2LEn one-axis twists are used in the

encoding and 2LDe twists are used in the decoding. The parity
symmetric ansatzes were found to achieve nearly the optimal
estimation performance allowed by quantum mechanics [33]
when the number of layers is sufficiently large, see, for refer-
ence, Fig. 2 in Ref. [34].

FIG. 3. Illustration of the general form of the unitaries that are
appended to the (a) encoding and (b) decoding circuits to increase the
number of one-axis twists once at least one is in use in the arbitrary-
axis twist ansatzes. In this diagram, time proceeds from left to right.

III. ARBITRARY-AXIS TWIST ANSATZES

A. Definition and motivation

We propose a family of parameterized circuits for this
problem, which we refer to as the arbitrary-axis twist
ansatzes. The encoding and decoding unitaries are alter-
nations of arbitrary global rotations and one-axis twists
about the z axis. The unitaries always begin and end with
an arbitrary rotation so they effectively implement a se-
ries of one-axis twists and global rotations about arbitrary
axes followed by an additional rotation. We will label
these ansatzes by the number of one-axis twists used in
the encoding and the number of one-axis twists used in the
decoding. The arbitrary-axis twist ansatz using nEn one-axis
twists in the encoding and nDe one-axis twists in the decoding
will be referred to as AATnEn

nDe
. For example, AAT1

1 can be
thought of as a family of generalized twist-untwist protocols.
The encoding and decoding unitaries used in AAT1

1 are

V (En)
1 = Rz

(
θ

(5)
1

)
Rx

(
θ

(4)
1

)
Tz

(
θ

(3)
1

)
Rz

(
θ

(2)
1

)
Ry

(
θ

(1)
1

)
, (13)

V (De)
1 = Rx

(
φ

(1)
1

)
Rz

(
φ

(2)
1

)
Tz

(
φ

(3)
1

)
Rx

(
φ

(4)
1

)
Rz

(
φ

(5)
1

)
. (14)

As for the parity-symmetric ansatzes, we also include a fi-
nal Rx( π

2 ) rotation at the end of the decoding immediately
prior to the Jz measurement. Each additional one-axis twists
requires three new parameters. In particular, adding an addi-
tional encoding or decoding one-axis twist means appending
the following unitaries to the end (beginning) of the encoding
(decoding) circuit:

V (En)
j = Rz

(
θ

(3)
j

)
Rx

(
θ

(2)
j

)
Tz

(
θ

(1)
j

)
, (15)

V (De)
j = Tz

(
φ

(1)
j

)
Rx

(
φ

(2)
j

)
Rz

(
φ

(3)
j

)
. (16)

The form of these appended unitaries is illustrated in Fig. 3.
Altogether, AATnEn

nDe
contains 4 + 3(nEn + nDe) circuit param-

eters.
We note that using sequential rotations about only two

axes, rather than the standard three rotations by Euler angles,
is sufficient to make the global rotations arbitrary. To under-
stand why, notice that we can write a one-axis twist flanked
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FIG. 4. (a) The optimized root Bayesian mean squared error �ϕ/δϕ of various low depth arbitrary-axis twist ansatzes plotted vs the prior
standard deviation δϕ. (b) Plot of �ϕ/δϕ vs δϕ for up to five decoding twists for 0.5 � δϕ � 0.9. In (c) and (d), respectively, the variances
and squared biases of the estimators associated with AAT1

1, AAT1
2, and AAT2

1 are plotted vs ϕ at δϕ ≈ 0.74. In all plots, N = 30.

by two different arbitrary global rotations as

Rz(γ ′)Rx(β ′)Rz(α′)Tz(ω)Rz(γ )Rx(β )Rz(α)

= Rz(γ ′)Rx(β ′)Tz(ω)Rz(α′ + γ )Rx(β )Rz(α). (17)

So, the number of rotations can be reduced by one. This can be
repeated for each set of three rotations. Since the fiducial state
is taken to be |+〉, a parameter can be removed from the first
rotation by using the Euler decomposition Rz(γ )Ry(β )Rx(α)
and dropping the x rotation. Similarly, since the final mea-
surement is effectively a measurement of Jy, a parameter can
be removed from the last global rotation by using the Euler
decomposition Ry(γ )Rx(β )Rz(α) and dropping the last rota-
tion.

Notably, while it utilizes only the one-axis twists about the
fixed z axis, AATnEn

nDe
is the most general ansatz composed of

one-axis twists and global rotations with nEn twists used in
the encoding and nDe used in the decoding. This is because
the rotations can effectively change the axis of the one-axis
twists, so this family of ansatzes is universal to generate the
set of unitaries which are composed of a sequence of one-
axis twists about arbitrary axes interspersed with any global
rotations. Due to the generality of the arbitrary-axis twist
ansatzes, AATnEn

nDe
will perform at least as well as PARnEn

nDe
. How-

ever, PAR2nEn
2nDe

has 3(nEn + nDe) parameters while AAT2nEn
2nDe

has
4 + 6(nEn + nDe) parameters. Thus, comparisons between the
members of these two families of ansatzes with a similar

number of parameters represent a comparison between the
power of increased freedom in rotations and increased entan-
glement.

B. Noiseless performance

To analyze the performance of these ansatzes, we begin
by numerically optimizing the circuit parameters for several
of the low depth arbitrary-axis twist ansatzes over a wide
range of values of the prior variance δϕ. While the simulation
of the quantum evolution is efficient due to the permutation
invariance in the ideal setting (and low-bond dimension matrix
product state representations in the noisy setting), the clas-
sical optimization of the circuit parameters can be a major
limitation as the number of circuit parameters is increased.
Accordingly, we consider a system size of N = 30 throughout
this section. See Appendix A for details on how the numer-
ical optimization was performed. In Fig. 4(a), we plot the
BMSE we obtain vs the prior standard deviation. In partic-
ular, we compare AAT0

1, AAT1
0, AAT1

1, AAT1
2, and AAT2

1. For
reference, we also include curves corresponding to the best
entanglement-free (i.e., classical) approach and the optimal
approach allowed by quantum mechanics [33]. We observe
a first dramatic improvement in performance when moving
from the classical approach to AAT1

0. A second large improve-
ment occurs when moving from AAT1

0 to AAT1
1. Finally, we

notice another significant improvement when moving from
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AAT1
1 to AAT1

2. This indicates that, once there is a single
encoding twist, the most promising place to look for improve-
ment is in adding twists to the decoding. This also makes
sense in light of previous observations that the optimal probe
states are well approximated by spin squeezed states in this
case [33].

We now focus on the regime where the largest improve-
ment over the classical approach is possible, i.e., 0.5 � δϕ �
0.9. In this region, we examine how increasing the depth of
the decoding circuit effects the BMSE. A comparison for
AAT1

1, AAT1
3, AAT1

4, and AAT1
5 is shown in Fig. 4(b). We

observe that as the circuit depth is increased, the optimized
estimators approach the optimal value of the BMSE. How-
ever, we also note that increasing the circuit depth appears
to provide diminishing returns as the optimal is approached.
While this is to some extent inevitable due to the existence
of a lower bound, we observe strikingly little improvement in
the transition from AAT1

4 to AAT1
5. Due to these diminishing

returns, it is reasonable to consider circuits with only a few
one-axis twists in at least some cases.

We next examine the origin of the improvement of AAT1
2

over AAT1
1. To do this, we plot, in Fig. 4(c), the variance of the

optimized estimators at δϕ ≈ 0.74 over a range of values of ϕ

for AAT1
1, AAT2

1, and AAT1
2. We note that neither AAT1

2 nor
AAT2

1 exhibit dramatic improvement over AAT1
1. In Fig. 4(d),

we plot the bias squared of the optimized estimators over
measurement outcomes at the same value of δϕ and same
range of ϕ for AAT1

1, AAT2
1, and AAT1

2. We observe that the
estimator associated with AAT1

2 displays a larger region of low
bias than the other two ansatzes. This is in line with previous
observations that increasing the depth of the decoding circuit
primarily serves to decrease bias [69]. It is also not surprising
that a decrease in bias should be the most effective way to
obtain a smaller BMSE since we are examining the case where
the prior variance is fairly large.

C. System size dependence and scaling

Next, we examine how the performance of our ansatz
compares to that of the optimal and classical strategies as
the system size is increased with an emphasis on scaling.
The quantum van Trees [34,42,78–80], or Bayesian quantum
Cramér-Rao, inequality states that

�ϕ2 � 1

FQ + FP
, (18)

where FQ is the quantum Fisher information averaged over
the prior distribution and FP is the Fisher information of the
prior distribution. In the absence of noise, the quantum Fisher
information is independent of the value of ϕ and thus, this
averaged Fisher information satisfies

FQ � 4
(
Tr

(
J2

z ρprobe
) − Tr(Jzρprobe)2

)
� N2. (19)

The Fisher information of a Gaussian distribution is given by

FP = 1

δϕ2
. (20)

Motivated by this, we simplify the curve fitting process by
considering a shifted version of the BMSE defined by

(�ϕ′)−2 ≡ �ϕ−2 − δϕ−2. (21)

The fitting is further simplified by subtracting out the excess
mean-squared error associated with phase slips, i.e., times
when the φ < π or φ > π . When this happens the mean-
squared error is approximately 4π2. Further, the probability
of this occurring is 1 − erf ( π√

2δϕ
). Accordingly, we further

transform to

�ϕ̃2 ≡ �ϕ′2 − 4π2

(
1 − erf

(
π√
2δϕ

))
. (22)

FIG. 5. Plots of the shifted Bayesian mean squared error �ϕ̃2 vs system size N for prior standard deviations of (a) δϕ = 10−3 and (b) δϕ =
0.7. The markers on the solid curves correspond to the performance of the strategies the dashed lines are the fitted curves. In (a), the optimal,
AAT1

2, twist-untwist (TuT) strategies are all fit to curves with exponents ν ≈ 2.0, the AAT1
0 is fit to a curve with ν ≈ 1.7, and the classical

strategy is fit to a curve with ν ≈ 1.0. In (b), the optimal strategy is again fit to a curve with ν ≈ 2.0, the AAT1
1 strategy is fit to a curve with

ν ≈ 0.73, and the classical strategy is fit to a curve with ν ≈ 0.45.
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To study the scaling, we then fit �ϕ̃ to a curve of the form

f (N ) = α

Nν
, (23)

where α and ν are fitting parameters. When performing the
fitting, we exclude points where optimization becomes stuck
in a local minimum.

The results are shown in Fig. 5 for prior standard deviations
of (a) δϕ = 10−3 and (b) δϕ = 0.7. The markers on the solid
line indicate the performance of the strategy at a particu-
lar system size and the dashed lines indicate the fittings. In
Fig. 5(a), where the prior standard deviation is small, the
BMSE is dominated by variance and the optimal and classical
curves respectively exhibit the familiar Heisenberg ν ≈ 2 and
standard quantum limit ν ≈ 1 scaling. Our AAT1

0 shows a
scaling in good agreement with that expected of spin squeezed
states ν ≈ 1.7 ≈ 5

3 [17]. Our AAT1
1 ansatz exhibits Heisen-

berg scaling for large enough system sizes. For reference, we
also plot the performance of the twist-untwist (TuT) protocol
described in Ref. [25]. The twist-untwist protocol exhibits
comparable but slightly worse performance than our AAT1

1
ansatz which makes sense given that the AAT1

1 ansatzes are
generalized twist-untwist protocols. In Fig. 5(b), where the
prior standard deviation is much larger, we find that the expo-
nents of the optimal strategy continues to exhibit Heisenberg
scaling as expected from the π -corrected Heisenberg limit
[38]. However, while the optimal scaling is independent of
the prior standard deviation, the variational strategies only
achieve the optimal performance at large prior standard devi-
ation if a large number of layers are used. For this reason, we
see a decrease in the scaling exponent when the prior standard
deviation is increased but the number of layers is kept small.
The scaling of the classical strategy decreases to ν ≈ 0.45.
This decrease may be due to the restriction that 〈ϕest〉 ∝ 〈Jz〉.
Our AAT1

1 ansatz exhibits an intermediate scaling with ν ≈
0.73. From these observations, we infer that even our low
depth arbitrary-axis twist ansatzes can achieve better scaling
than the corresponding classical strategies over a wide range
of values of prior standard deviation.

D. Comparison to the previously considered parity
symmetric ansatzes

Finally, we compare the performance of the optimized
arbitrary-axis twist estimators to that of the optimized parity
symmetric estimators with the low- and medium-depth decod-
ing circuits introduced in Refs. [34,57,69]. The results of this
comparison are shown in Fig. 6. We find that AAT1

1 achieves
a smaller BMSE than PAR2

2 despite using only half as many
one-axis twists. We also observe that AAT1

4 performs com-
parably to PAR2

6 despite the former using only five one-axis
twists and the latter using eight. We also have some evidence
that the optimization of the arbitrary-axis twist ansatzes seems
to be eased for numerical optimization. In particular, we find
that arbitrary-axis twist ansatzes may be less likely to fail due
to local minima compared to the parity symmetric ansatzes
with a similar number of parameters. See Appendix C for
more details about the comparison of the performance of these
two families of ansatzes and Appendix B for information
about the total twisting times associated with the arbitrary-
axis twist strategies.

FIG. 6. Plot of the root Bayesian mean squared error �ϕ/δϕ vs
prior variance δϕ for the optimized ansatzes PAR2

2, PAR2
6, AAT1

1,
and AAT1

4 in the 0.5 � δϕ � 0.9 regime for N = 30. AAT1
1 performs

better than PAR2
2 and AAT1

4 performs about as well as PAR2
6. We note

that the rightmost PAR2
6 point is trapped in a local minima in this

numerical setting, but can be resolved by a different initialization,
for instance. See Appendixes A and C for details on how the op-
timization was performed and values of the Bayesian mean squared
error that can be obtained with this ansatz and prior variance via other
optimization methods.

IV. TENSOR NETWORK SIMULATION FOR NOISY
QUANTUM METROLOGY

As the effect of single qubit dephasing noise during the free
evolution in variational quantum metrology has been studied
previously in both the Bayesian [34] and Fisher information
settings [59,62,64,65,71,73], here we focus on the effect of
more complex noise such as correlated dephasing models. We
also study the effect of circuit level noise during the encoding
and decoding circuits.

A. Correlated dephasing

In realistic scenarios, the signal ϕ to be detected may not
be constant over all qubits. We consider the case where the
signal ϕ j at each site can be broken up as ϕ j = ϕ + r j , where
ϕ is a constant piece at each site and r j is a Gaussian random
variable with mean zero. In particular, we take the spatial
correlation functions associated with this random variable to
be r jrk ≡ Cj,k , where · indicates the average over the Gaussian
distribution that the r j are drawn from and we will assume,
as a first nontrivial example, that Cj,k = 0 if | j − k| > 1. The
physical content of this is that we allow for correlations but
only between nearest-neighbor sites in 1D. Such an evolution
can be thought of as a global z rotation followed by a corre-
lated dephasing channel. The effective noise channel is then

N [ρ] = e−i
∑

j
r j
2 Z j ρei

∑
j

r j
2 Z j

=
∑

m,n∈{0,1}N

ρm,ne− i
2 (

∑
j,k (−1)m j r j−(−1)nk rk )|m〉〈n|

=
∑

m,n∈{0,1}N

ρm,ne− 1
8

∑
j,k ((−1)m j −(−1)n j )Cj,k ((−1)mk −(−1)nk )|m〉〈n|,

(24)
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where in the last line we explicitly performed the multivariate
Gaussian integration. Such a noise model may be relevant
to cavity QED-based experiments in which the spins are ar-
ranged in a quasi-one-dimensional lattice [19,29,30,81,82].

Up until this point, all dynamics have been restricted to
the symmetric subspace, i.e., the N

2 ( N
2 + 1) eigenspace of

J2
x + J2

y + J2
z . This subspace has dimension N + 1 allowing

for efficient simulation. This is a result of the initial states, uni-
tary dynamics, and measurements respecting a permutation
symmetry. However, this noise model breaks the permutation
symmetry. It has been shown by Chabuda et al. in Ref. [77]
that this noise model nevertheless has an efficient tensor net-
work representation, and a tensor network contraction was
utilized to solve recursively for the optimal Fisher information
associated with this noisy free evolution. On the other hand,
we propose compiling symmetric subspace techniques to ten-
sor network constructions for permutation-invariant states and
one-axis twists and combine them with the above construction
of correlated dephasing, so the correlated noise effects during
the free evolution of metrology protocols are simulated effi-
ciently.

B. Matrix product states and operators for
permutation-invariant states and one-axis twists

We now review some basic facts about matrix product
states (MPSs) and operators (MPOs) [83–86] and efficient
representations of permutation-invariant states and one-axis
twists. An MPS representation of a state |ψ〉 is a represen-
tation of the form

|ψ〉 =
∑

x∈{0,1}N

∏
j

A(x j )[ j]|x〉, (25)

where the {A(0)[ j], A(1)[ j]} are matrices, except when j = 1 or
j = N , in which case they are, respectively, row and column
vectors. The label x j is called the physical index. The largest
dimension of any of the matrices A(s)[ j] is referred to as the
bond dimension of the representation. Any state of N qubits
can be put into an MPS form with a bond dimension of 2� N

2 .
A natural extension of the MPS construction is the MPO.

An MPO representation of an operator O is a representation
of the form

O =
∑

xL,xR∈{0,1}N

∏
j

A(xL
j ,x

R
j )[ j]|xL〉〈xR|. (26)

The labels xL
j and xR

j are the called physical indices and the
matrix indices are referred to as virtual indices. All operators
on N qubits can be put into the form of an MPO with bond
dimension 4� N

2 .
An MPS representation for the state that results from acting

on an operator with a known MPO representation on a state
with a known MPS representation can be determined by con-
tracting the physical indices of the MPO associated with xR

with the physical indices of the MPS. If the initial state MPS
representation had bond dimension ds with tensors composed
of {A(x j )[ j]} and the MPO had bond dimension do with tensors
composed of {B(xL

k ,xR
k )[ j]}, then the MPS representation for the

final state has bond dimension dsdo with

A(x j )[ j] =
∑

s

B(x j ,s)[ j] ⊗ A(s)[ j]. (27)

This allows for the simulation of time evolution by contracting
an MPO representation of the time evolution operator with
an MPS representation of some initial state. If the bond di-
mension of the state remains polynomial at all times, then
expectation values of operators that have polynomial bond
dimension MPO representations can be computed with poly-
nomial cost.

An MPS representation with bond dimension �N
2  + 1 can

always be constructed for a permutation-invariant state as
follows. Any permutation-invariant state of N qubits can be
written as

|ψ〉 =
∑

x∈{0,1}N

c|x||x〉, (28)

where the coefficients c|x| depend only on the Hamming
weight of x. The matrices used in the matrix product state rep-
resentation at a site j < �N+1

2  have dimension j × ( j + 1)
and elements given by(

A(0)
S [ j]

)
m,n = δm,n, (29)(

A(1)
S [ j]

)
m,n = δm,n−1. (30)

The matrices associated with site N − j + 1 with j > �N+1
2 

are just the transpose of those associated with site j. The
remaining site j = �N+1

2  has matrices(
A(0)

S [�(N + 1)/2]
)

m,n = cm+n, (31)(
A(1)

S [�(N + 1)/2]
)

m,n = cm+n+1. (32)

Analogously, all permutation-invariant operators have a MPO
representation with bond dimension O(N3) as described in
Appendix D.

We now turn to constructing MPOs for one-axis twists. We
focus on the one-axis twist about the z axis but similar results
hold for any operator that is permutation-invariant and can
be diagonalized by single qubit operations. A one-axis twist
about the z axis can be written as

Tz(θ ) =
∑

x∈{0,1}N

e− i
4 (N−2|x|)2 |x〉〈x|. (33)

The key observation is that, as was the case for the
permutation-invariant state, the coefficients depend only on
the Hamming weight. The MPO matrices for a site j �= �N+1

2 
are then given by A(0,0)[ j] = A(0)

S [ j], A(1,1)[ j] = A(1)
S [ j], and

A(0,1)[ j] = A(1,0)[ j] = 0. At site �N+1
2 , the matrices are given

by

(A(0,0)[�(N + 1)/2])m,n = e− i
4 (N−2(m+n))2

, (34)

(A(1,1)[�(N + 1)/2])m,n = e− i
4 (N−2(m+n+1))2

, (35)

and A(0,1)[�(N + 1)/2] = A(1,0)[�(N + 1)/2] = 0.
The other unitary element of our ansatzes, the global ro-

tations, can be given a bond-dimension 1 representation. For
example, the matrices at each site associated with an x rotation
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are

A(μ,ν)[ j] = 〈μ|e−i θ
2 X |ν〉, (36)

where μ, ν ∈ {0, 1}. Accordingly, when used in time evolu-
tion, the global rotations do not cause the bond dimension of
the state to increase. This is a result of the fact that the global
rotations do not involve interactions between spins.

Finally, we will need MPO constructions for the operators
Jz and J2

z since we must evaluate expectation values of these
operators. The operator Jz can be given a bond-dimension 2
representation. At sites away from the boundary j �= 1, N , the
matrices are given by

A(μ,ν)
Jz

[ j] =
(

1 (−1)μ 1
2

0 1

)
δμ,ν. (37)

At j = 1 and j = N , the matrices are, respectively,

A(μ,ν)
Jz

[1] = (1 (−1)μ 1
2 )δμ,ν and A(μ,ν)

Jz
[N] = ((−1)μ 1

2
1 )δμ,ν .

The operator J2
z can be given a bond-dimension 3 represen-

tation. At sites away from the boundary, it has matrices given
by

A(μ,ν)
J2

z
[ j] =

⎛
⎝1 (−1)μ 1

2
1
4

0 1 (−1)μ

0 0 1

⎞
⎠δμ,ν. (38)

At the boundary sites, the matrices are given by A(μ,ν)
J2

z
[1] =

(1 (−1)μ 1
2

1
4 )δμ,ν and A(μ,ν)

J2
z

[N] = (
1
4

(−1)μ 1
2

1
)δμ,ν .

C. Simulation algorithm

We use these constructions as a basis for simulations of
metrology experiments in the presence of noise that breaks
the permutation symmetry. If 1D geometrically local noise,
for example, the correlated dephasing described above, occurs
during the free evolution, we introduce a simulation strategy
that makes use of both symmetric subspace simulation and
matrix product constructions.

Initially, the first three stages in Fig. 1 are simulated in
the symmetric subspace so an (N + 1) × (N + 1) symmet-
ric subspace representation of ρprobe is obtained. Then this
is converted to an MPO representation using the construc-
tion for permutation-invariant states described in the last
section.

Second, if the only entangling resources used are one-axis
twists and the number of one-axis twists is sufficiently small,
the decoding, i.e., stages 6 and 7 in Fig. 1, can be dealt with in
two ways. The first method is to map each one-axis to an MPO
as described in the last section. The MPOs for all one-axis
twists and global rotations used in the decoding can then be
contracted to obtain an MPO for the time evolution operator
associated with the decoding. Alternatively, if the number of
one-axis twists is large enough that the first procedure would
lead to an intractable bond dimension or entangling resources
other than one-axis twists are used, the decoding unitary may
be compiled into a single permutation-invariant unitary as
described in Appendix E. If the depth of the circuit is �, then
the cost of this compilation is O(�N7) in time. Note that it is
not sufficient to work only in the symmetric subspace when
compiling the decoding unitary, as it will be acting on a state

that lies outside of the symmetric subspace. The resulting
permutation-invariant unitary can then be mapped to an MPO
with bond dimension O(N3) via a construction analogous to
the one for permutation-invariant states as noted above and in
Appendix D. The first approach has the advantage of allowing
the compiling step to be skipped, while the advantage of the
second approach is that by construction the bond dimension of
the resulting MPO is guaranteed to be polynomial in system
size. In this paper, we utilize the former approach in which
the MPOs for individual one-axis twists are independently
constructed.

Next, an MPO is constructed for the superoperator asso-
ciated with the free evolution, i.e., stages 4 and 5 in Fig. 1.
The correlated dephasing model described above in Eq. (24)
has an MPO representation with bond-dimension 2 [77]. Since
this noise commutes with the unitary part of the free evolution
we consider and the unitary part is a global rotation, the entire
free evolution superoperator can be given a bond-dimension 3
representation.

Finally, the MPOs obtained in these three steps can then
be contracted to obtain an MPO of the state immediately
before measurement. If the number of one-axis twists used in
the decoding does not scale with system size and the MPO for
the free evolution superoperator has polynomial bond dimen-
sion, either decoding simulation strategy gives an algorithm
with cost polynomial in system size. If the number of gates
used in the decoding scales polynomially with system size
then the compiling strategy continues to give a polynomial
cost algorithm.

D. Robustness to correlated noise

We now study the robustness of the strategies found to
be optimal in Sec. III to various types of noise. First, in
the presence of spatially correlated dephasing as described in
Sec. IV A, we analyze how the performance of the solutions
found to be optimal in the absence of noise decays. In partic-
ular, we take the correlation functions to be

r jrk = c1δ j,k + c2(δ j,k−1 + δ j,k+1), (39)

so c1 is the variance at each site and c2 is the covari-
ance between adjacent sites. These results were obtained
using our tensor network simulation scheme. Due to the
polynomial bond dimensions of the involved states and
operators described in Sec. IV B, there is no truncation
of singular values and the results are exact to numerical
precision.

The effect of this type of noise on the optimal AAT1
1

noiseless strategy found at δϕ ≈ 0.74 for different values of
c1 and c2 is shown in Fig. 7. Note that while we use the
circuit parameters from the noiseless optimization, the pro-
portionality constant a in the estimator is changed to be the
optimal one given the noise channel defined by Eq. (24). We
do not observe a dramatic drop off in performance in the
presence of correlated noise. This is indicated by the rela-
tively constant value of the BMSE along curves of constant
c1 + c2 when c2 > 0. We also find that the BMSE at con-
stant values of c1 decreases as c2 is made more negative. In
other words, performance is improved as the noise becomes
anti-correlated. This can be understood as resulting from the
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FIG. 7. Reduction of the root Bayesian mean-squared error
�ϕ/δϕ for the optimized AAT1

1 ansatz under a correlated dephasing
channel of Eq. (24) during a free evolution when N = 30 and δϕ ≈
0.74. The correlated noise is characterized in terms of the variance
of r j at each site c1 and the covariances at adjacent sites c2. The
curves of constant �ϕ/δϕ indicate that correlated dephasing is not
much worse than uncorrelated, and anticorrelated dephasing is more
favorable than uncorrelated.

underlying estimator being proportional to 〈Jz〉 when averaged
over measurement outcomes. Intuitively, as the estimator is
the average of a separate estimator for each qubit, we may
imagine some cancellation of the errors if the errors in these
estimators are anti-correlated.

E. Circuit level noise

Finally, we study the robustness of the strategies found to
be optimal in Sec. III to circuit level noise, namely, noises
during encoding and decoding circuits. First, we consider the
effect of single-qubit dephasing,

D( j)
p [ρ] = (1 − p)ρ + pZjρZj, (40)

on each qubit after each one-axis twist, as a model of a
noisy one-axis twist. We refer to p as the noise strength.
We again employ the tensor network based simulation and
again the proportionality constant a used in the estimator is
the optimal one given the noise. The results are shown in
Fig. 8(a). We observe that AAT1

1 and AAT1
2 outperform the

classical strategy up to a noise strength of at least p = 0.1.
Second, notice that AAT1

2 performs better than AAT1
1 over the

same range. This is not a property shared by the ansatzes
with deeper decoding circuits. The deeper circuit ansatzes
are all outperformed by AAT1

2 starting at some noise strength

(c) (d)

FIG. 8. The root Bayesian mean squared error �ϕ/δϕ for (a), (b) AAT1
1, AAT1

2, AAT1
3, AAT1

4, AAT1
5, AAT1

6; (c), (d) PAR2
2, PAR2

4, and
PAR2

6, and the classically optimal strategy under noisy one-axis twists vs the noise strength when N = 30 and δϕ ≈ 0.74. In (a) and (c), the
noise model is dephasing noise with noise strength p and in (b) and (d) the noise model is amplitude damping noise with noise strength γ . The
ansatzes with deeper decoding circuits are advantageous only when the noise strength p or γ is sufficiently small.
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between 0.0025 and 0.0047. AAT1
3 is outperformed by AAT1

1
at p ≈ 0.03 and by the classical strategy at p ≈ 0.079. The
ansatzes with deeper decoding circuits are outperformed by
AAT1

1 beginning between a noise strength of p ≈ 0.0085 and
p ≈ 0.012 and they are outperformed by the classical strategy
beginning between a noise strength between p ≈ 0.035 and
p ≈ 0.05. In Fig. 8(c), the robustness of the parity symmetric
ansatzes to dephasing noise is displayed. The behavior is
qualitatively similar. We note that AAT1

1 always outperforms
PAR2

2, AAT1
4 always outperforms PAR2

4 and PAR2
4, and AAT1

2
outperforms PAR2

4 and PAR2
6 for noise strengths greater than

about 0.00091. In particular, for noise strengths greater than
0.00091, all of the considered parity symmetric ansatzes are
outperformed by at least one of AAT1

1 or AAT1
2. All of the

parity symmetric strategies are outperformed by the classical
strategy for error rates greater than p ≈ 0.027 due to the
increased number of one-axis twists.

Next, we consider the effect of single qubit amplitude
damping. This could arise due to atomic spontaneous emis-
sion. The noise channel is given by

A( j)
γ [ρ] = (1 + √

1 − γ )2

4
ρ + (1 − √

1 − γ )2

4
ZjρZj

+ γ

4
{Zj, ρ} + γ σ

(−)
j ρσ

(+)
j , (41)

where γ is the noise strength for this model and σ
(±)
j =

1
2 (Xj ∓ iYj ). Again we consider the situation in which each
qubit passes through this channel after each one-axis twist.
As for the last noise model, the estimator coefficient used
is the optimal one given the noise. The results are shown in
Fig. 8(b). For this noise model, AAT1

1 still outperforms the
classically optimal strategy up to at least γ = 0.1. All deeper
ansatzes are outperformed by AAT1

1 at some noise strength
between 0.0095 and 0.028 and by the classical strategy at
some noise strength between 0.044 and 0.089. The robustness
of the optimized parity symmetric strategies to the same noise
is shown in Fig. 8(d). Again, the results are qualitatively
similar but we note that AAT1

1 always outperforms PAR2
2 and

AAT1
2 outperforms PAR2

4 and PAR2
6 for noise strengths greater

than 0.0047. Above this noise strength, all parity-symmetric
ansatzes are outperformed by atleast one of AAT1

1 or AAT1
2.

All of the parity-symmetric strategies are outperformed by
the entanglement-free strategy for values of γ greater than
≈0.0056.

The first point of this analysis is to give some indication
of when it is worth increasing the circuit depth in a particular
device, as which circuit performs the best can be dependent
on the noise level. The second is to indicate that the presence
of noise during the encoding and decoding can rapidly elim-
inate the benefit of increased decoding depth. This is another
sense in which going to deeper ansatzes provides diminishing
returns.

V. CONCLUSION

We have advanced several aspects of Bayesian, or global,
variational quantum metrology. We introduced and analyzed a
family of parameterized circuits which we call arbitrary-axis
twist ansatzes. These are the most general ansatzes composed
of one-axis twists and global rotations with a fixed number

of one-axis twists in the encoding and decoding circuits. We
found that a reduction in the number of one-axis twists needed
for performance comparable to that of a previously considered
variational approach based on parity symmetric ansatzes is
available. This is especially meaningful in the shallow depth
regime where the reduction can be by as much as half. The
significance of this finding is complemented by another find-
ing that the usefulness of deeper circuits is harmed by the
presence of noise in the encoding and decoding circuits. In the
example shown in Fig. 8, we found that for dephasing noise
strengths greater than p = 0.00091 or amplitude damping
noise strengths greater than γ = 0.0047, all parity symmetric
ansatzes considered are outperformed by AAT1

2. At larger
noise strengths, they are also all outperformed by AAT1

1. In
addition to being the ansatzes utilizing the fewest one-axis
twists, AAT1

1 and AAT1
2 are usually also among the ansatzes

with the smallest total twisting angles (see Appendix B). In
fact, for the example in Fig. 8 they are the two ansatzes
with the smallest total twisting angle. They also start out-
performing the other AAT ansatzes at similar noise strengths.
Minimizing the number of entangling resources is also useful
from a classical simulation perspective. For example, we sim-
ulated the effect of spatially correlated dephasing noise during
the free evolution using a tensor network algorithm. The cost
of this algorithm was reduced due to the small number of
entangling one-axis twist gates in the ansatz of interest.

Our findings first show the rather important contributions
of nonentangling resources to variational metrology espe-
cially in the shallow depth regime. This could be a useful
fact in the design of future ansatzes. Second, we found that
variational metrology can still perform well in the presence
of a small amount of spatially correlated noise. Finally, we
also studied the robustness of the ideal strategies to circuit
level noise, and found that for deep decoding circuits the
performance falls off rapidly with the strength of the noise
associated with the one-axis twists. This suggests that in the
absence of some form of quantum error correction, variational
metrology circuits should be kept shallow.
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APPENDIX A: NUMERICAL DETAILS

We numerically search for the optimal values of the circuit
parameters for a given value of δϕ for both the arbitrary-axis
twist and parity symmetric ansatzes. We first perform the
optimization for AAT1

1 and PAR2
2. Then the circuit parameters

found via this optimization are used as the initialization for
one level deeper circuits, e.g., AAT1

2. The parameters found
via this optimization are then used as the starting point for
the next level deeper optimization and so on. We refer to this
initialization strategy as sequential initialization.

The optimization of each ansatz begins with a Nelder-
Mead search [87–89]. For an optimization over n variables,
Nelder-Mead constructs an n + 1 point simplex. Roughly
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FIG. 9. Illustration of the algorithm used to find the optimal
strategies. First, the expectation values of Jz and J2

z are estimated
at a sufficient number of different values of ϕ to estimate �ϕ. Then
the estimate of �ϕ/δϕ and possibly estimates of the derivatives of
this function are used to choose new values of the circuit parameters
θ to consider.

speaking, at each step of the optimization, it attempts to
replace the point in the simplex with the largest objective
value with a better point. If a better point cannot be found,
this is interpreted as indicating the presence of a valley and
the simplex is shrunk. The optimization is stopped when the
difference between the largest and smallest value currently in
the simplex differ by less than some value ε1.

We then take the output parameters from the Nelder-Mead
search and use them as the initialization parameters for a
sequential quadratic programming optimization [90,91]. At
each iteration, this algorithm finds the minimum of a quadratic
approximation to the objective function at the current point.
While this approach can provide better performance than
linear approximations, it does require access to second deriva-
tives. The stopping criteria is that the minimum objective
function value between consecutive iterations differ by less
than ε2. We then take the output circuit parameters from that
optimization and use them to initialize an additional Nelder-
Mead optimization. This process is repeated until consecutive
optimizations agree to within ε3.

While the values of ε1, ε2, and ε3 could, in principle, be
allowed to differ, we fix them all to the same value ε = ε1 =
ε2 = ε3 and take that value to be ε = 10−13. The optimization
is carried out using the software package NLOPT [92] with
automatic differentiation provided by ZYGOTE [93]. We also
note that the numerical integration over ϕ to estimate the
BMSE is performed using Hermite-Gauss quadrature with
500 integration points during the optimization and 25 in-
tegration points in the tensor network simulations. The 25
integration points are close to the amount used in a recent
proof of principle experiment [69]. The total algorithm is
illustrated by the flow chart in Fig. 9. The Hermite-Gauss
quadrature is performed using the FASTGAUSSQUADRATURE

package [94] and the tensor network simulations use the ITEN-
SORS package [95,96].

TABLE I. This table contains the values of θ twist
En , θ twist

De , and θ twist
tot

for nEn = 1, N = 30, δϕ ≈ 0.74, and various values of nDe. The
values reported here are for three significant figures.

(nEn, nDe) θ twist
En θ twist

De θ twist
tot

(1,1) 0.0600 0.0331 0.0931
(1,2) 0.0630 0.0713 0.134
(1,3) 0.0642 0.172 0.236
(1,4) 0.0675 0.186 0.253
(1,5) 0.0680 0.194 0.262
(1,6) 0.0685 0.262 0.331

APPENDIX B: RESOURCE COUNTING AS MEASURED BY
THE NUMBER OF ONE-AXIS TWISTS VS TOTAL

TWISTING ANGLE

To place in context the method of resource counting uti-
lized in this paper, we briefly comment on the total twisting
angle θ twist

tot , which is given by the sum of the magnitudes
of the angles associated with all one-axis twists used in the
ansatz, as a potential alternative to the number of one-axis
twists. Although the total twisting angle is a seemingly sim-
ple way to quantify the cost of the variational strategies for
many experimental setups, in this Appendix we will explain
why the number of one-axis twists is indeed both a more
suitable and more tractable resource to count. We also note
that the strategies considered here do not exhibit large to-
tal twisting angles in practice, in fact they are usually less
than π

8 .
First, in Table I, we separately display the total twisting

angle associated with the encoding circuit θ twist
En and the total

twisting angle associated with the decoding circuit θ twist
De for

N = 30 and δϕ ≈ 0.74 (our most commonly studied prior
standard deviation in the main text). The data suggests that
these should be treated as two separate objects rather than two
parts of θ twist

tot . For example, when the data from this table is fit
to a curve of the form

f (nEn/De) = AnEn/De + B, (B1)

θ twist
En exhibits almost constant behavior with A ≈ 0.0017 and

B ≈ 0.059, while θ twist
De exhibits a stronger dependence on nDe

with A ≈ 0.044 and B ≈ 0.00041. This is closely related to
the observation in the main text that most of the improvement
comes from adding twists to the decoding once a single twist
is used in the encoding. In Fig. 10, we plot the total twisting
angle vs decoding depth for the optimized AAT ansatzes with
N = 30, nEn = 1, and various values of δϕ. Usually, AAT
ansatzes with a larger number of twists result in a larger total
twisting angle than AAT ansatzes with fewer twists. In the
cases where this is not true, we often observe little improve-
ment due to the additional twists. These observations suggest
that the number of one-axis twists used by the strategy is
indeed a reasonable proxy for the total twisting angle for the
AAT ansatzes.

Second, the optimization where the number of twists used
in the encoding and in the decoding are separately allowed
to vary but the total twisting angle is fixed is possible but
could lead to unusual solutions if the number of twists is
truly unbounded. In particular, such an approach could result

023179-12



OPTIMIZING ONE-AXIS TWISTS FOR VARIATIONAL … PHYSICAL REVIEW RESEARCH 6, 023179 (2024)

FIG. 10. Plot of the total twisting angle of the optimal AAT1
nDe

strategies vs the decoding depth for various values of δϕ. Note that
there is a clear relation between the two quantities and in the case that
δϕ ≈ 0.74 the relationship is nearly linear for the depths considered
here.

in pathological solutions where the number of twists used
becomes very large but the angle of each twist becomes very
small. Such a strategy may be challenging to implement in
some experimental platforms, for example, in ion traps [69].
Additionally, it is still guaranteed that at a fixed total twisting
angle the AAT ansatzes will outperform the PAR ansatzes,
as the latter are a special case of the former. We also note
that fixing the number of twists does provide an upper bound
on the total twisting angle used for that optimization. In this
sense, the number of twists can be viewed as a coarse-grained
measure to capture much of the physics of the dependence
of the BMSE on the magnitude of the twisting angles. For
completeness, we mention the total twisting angle for the PAR
ansatzes for δϕ ≈ 0.74. The total twisting angles associated
with PAR2

2 and PAR2
4 are both about 0.153, and the total angle

associated with PAR2
6 is about 0.194. These total twisting

angles are larger than that of AAT1
2 but smaller than that

of AAT1
4. However, the total twisting angle varies for other

values of δϕ. In particular, the total twisting angle of AAT1
4

has a range between 0.15 and 0.26 as seen in Fig. 10, so it can
be comparable to that of PAR2

6. In particular, for some values
of δϕ, AAT1

4 exhibits a smaller total twisting angle than PAR2
6.

APPENDIX C: COMPARISON OF ARBITRARY-AXIS
TWIST AND PARITY SYMMETRIC ANSATZES

We note that the result of the optimization, and even which
ansatzes outperform others, can depend significantly on the
specifics of the hyperparameters used. To study this phenom-
ena, we perform the optimization of PAR2

6 and AAT1
3 for

different sets of hyperparameters. In particular, the hyperpa-
rameters we adjust are ε, whether the sequential initialization
is used or if all circuit parameters are initialized to zero, and
the number of points used to approximate the integral over ϕ.
The results of all these optimizations are shown in Fig. 11.
We chose these two ansatzes as examples for three reasons.
First, they are fairly deep circuits. Second, PAR2

6 and AAT1
3

have a similar number of circuit parameters with 12 and 16,
respectively. Third, they are an example where which ansatz
achieves a smaller BMSE depends on the hyperparameters
used. We find that the optimizations are liable to get stuck in
local minimia whenever the hyperparameters are relaxed from
the values described above.

This sensitivity to hyperparameters has the potential to
be an issue for experimental on device optimization since it
necessitates examining more values of ϕ for the integration
and using more repetitions to increase the estimation preci-
sion of �ϕ/δϕ. We also note that we have found that the
sequential initialization strategy described above is able to
at least partially mitigate these issues. We have also heuris-
tically observed that the arbitrary-axis twist ansatzes may be
somewhat less susceptible to these issues than the parity sym-
metric ansatzes. On an optimistic note, most optimizations

(a) (b)

FIG. 11. Plot of the root Bayesian mean-squared error �ϕ/δϕ vs prior variance δϕ resulting from the Nelder-Mead sequential quadratic
programming approach described in the text for various hyperparameters for (a) PAR2

6 and (b) AAT1
3. The blue crosses are the results for

initializing all circuit parameters to zero, setting ε = 10−8, and using only 25 points in the numerical integration. The orange circles are the
same as the blue crosses but with 500 points used in the numerical integration. The green triangles are the same as the orange circles but with
ε = 10−13. The red diamonds use ε = 10−8 but sequential initialization. Finally, the purple triangles are the result of using the hyperparameters
described in Appendix A. As they are usually the best, the numerical setting of the purple triangles are displayed throughout the main text
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found reasonably good values for �ϕ/δϕ even if they do not
find the global minimum. This is likely acceptable for some
applications.

APPENDIX D: MPOs FOR PERMUTATION
INVARIANT OPERATORS

In this Appendix, we provide a construction of an MPO
for any permutation invariant operator with bond dimension
O(N3). The action of the permutation group defines a set of
equivalence classes of computational basis states labeled by
the Hamming weight according to

|x〉 ∼ |y〉 iff ∃σ ∈ SN s.t. x = σ (y). (D1)

For reasons that will become clear shortly, in this Ap-
pendix and the next we will denote the Hamming weight as
t1. It is useful to choose a representative element from each
of these equivalence classes. We choose elements of the form
|x(t)〉 = |0〉⊗N−t1 ⊗ |1〉⊗t1 so the first N − t1 qubits are in state
|0〉 and the rest are in state |1〉. A permutation invariant state
|ψ〉 is then one of the form

|ψ〉 =
∑

t1
s.t. t1�N

ct

t1!(N − t1)!

∑
σ∈SN

Pσ |x(t)〉, (D2)

where the denominator of the coefficient is a normalization
convention which accounts for repetitions of identical kets and
Pσ |x〉 ≡ |σ (x)〉.

This framework can be naturally extended to states of N
qudits. We denote a standard basis for qudits of dimension
d by {|0〉, |1〉, . . . , |d − 1〉}. A standard basis state for N qu-
dits of dimension d then has the form ⊗ j |s j〉 ≡ |s1s2 · · · sN 〉,
where each |s j〉 ∈ {|0〉, |1〉, . . . , |d − 1〉}. Now the equiva-
lence classes defined by the action of the permutation group
are labeled by a type vector of the form t = (t1, t2, . . . , td−1)
subject to the constraint

∑d−1
j=1 t j � N . We again choose a rep-

resentative element from each equivalence class as |x(t)〉 =
|0〉⊗N−∑

j t j ⊗ |1〉⊗t1 ⊗ · · · ⊗ |d − 1〉⊗td−1 . It is convenient to
define t0 ≡ N − ∑

j t j to be the number of qudits in state |0〉.
Then permutation invariant qudit states |ψ〉 can be written as

|ψ〉 =
∑

t
s.t.

∑
j t j�N

ct

t0!
∏

j t j!

∑
σ∈SN

Pσ |x(t)〉. (D3)

The number of independent coefficients here is equal to the
number of distinct type vectors or the number of multisets of
cardinality N with elements drawn from an underlying set of
cardinality d , i.e.,

(N+d−1
d−1

) = O(Nd−1).
This framework can also include permutation invariant op-

erators via the Choi-Jamiołkowski isomorphism. Under this
isomorphism, an operator O = ∑

s,s′ cs,s′ |s〉〈s′| on qudits of
dimension d is associated with a state of qudits of dimension
d2 according to

O =
∑
s,s′

cs,s′ |s〉〈s′|

→ |O〉 =
∑
s,s′

cs,s′ |(s1, s′
1)(s2, s′

2) · · · (sN , s′
N )〉, (D4)

where the standard d2 dimensional qudit states are now la-
beled by the ordered pairs (s j, s′

j ) and the s j can take d

values. To make the consequences for the underlying opera-
tor transparent, when considering an operator on qubits we
will write the type vectors, labeling the equivalence classes
as t = (t(0,1), t(1,0), t(1,1)) and identify a representative from
each equivalence class as |x(t)〉 = |(0, 0)〉⊗N−t(0,1)−t(1,0)−t(1,1) ⊗
|(0, 1)〉⊗t(0,1) ⊗ |(1, 0)〉⊗t(1,0) |(1, 1)〉⊗t(1,1) . This representative
element can be connected via the Choi-Jamiołkowski isomor-
phism to an operator on qubits:

x̂(t) = |0〉〈0|⊗N−t(0,1)−t(1,0)−t(1,1)

× ⊗|0〉〈1|⊗t(0,1) ⊗ |1〉〈0|⊗t(1,0) ⊗ |1〉〈1|⊗t(1,1) . (D5)

A permutation invariant operator is then one that can be
written as

O =
∑

t
s.t.

∑
j t j�N

ct

t(0,0)!
∏

j t j!

∑
σ∈SN

Pσ x̂(t)P†
σ , (D6)

where, in analogy with the qudit case, t(0,0) ≡ N − ∑
j t j .

It has been known for a long time that permutation invari-
ant states of qubits can be represented with a bond dimension
that scales linearly with system size [83]. Here we give a
concrete construction that works for any state of qudits of any
dimension d in the symmetric subspace and has maximum
bond dimension O(Nd−1). That is, the resulting MPS has a
bond dimension that is polynomial in the system size. This
construction can be extended to MPOs for operators via the
Choi-Jamiołkowski isomorphism.

In this construction, the tensor at site 1 is described by
1 × d matrices of the form (A(s)[1])1,m = δs,m−1. This vector
can be thought of as keeping track of the type vector of some
given basis ket in the sense that there is one possible vector
with a single entry equal to one and the rest zero here for
each possible type vector of a one-site system. The remaining
tensors associated with sites on the left half of the chain, i.e.,
those sites with j < �N+1

2 , will serve to update this vector
with new information about the global type as we move from
left to right in that

∏ j
k=1 A(sk )[k] should be a 1 × ( j+d−1

d−1

)
vec-

tor in which each entry is associated with one of the possible
type vectors of a j site system. Accordingly, the right dimen-
sion of A(s)[ j] is

( j+d−1
d−1

) = O( jd−1). The sorting of the entries
of this vector is in order of increasing values of ||t||1 = ∑

j t j .
For types with the same value of ||t||1, the entries are sorted
first in order of decreasing t1. For types with the same value
of t1, they are sorted in order of decreasing t2 and so on.

If s = 0, then (A(0)[ j])μ,ν = δμ,ν . When s �= 0, the tensors
are constructed recursively as (A(s)[ j]) = [A(s)[ j − 1],Cs

j ],

where the matrix Cs
j has right dimension

( j+d−2
d−2

)
and all of

its elements are either zero or one. The nonzero elements of
the matrix (Cs

j )μ,ν are those whose components satisfy

μ =
d−2∑
k=1

( j−1)−∑k
�=1 t�−1∑

nk=0

(
nk + d − 2 − k

d − 2 − k

)
+ 1, (D7)

ν =
s−1∑
k=1

j−∑k
�=1 t�−1∑

nk=0

(
nk + d − 2 − k

d − 2 − k

)

+
d−2∑
k=s

j−∑k
�=1 t�−2∑

nk=0

(
nk + d − 2 − k

d − 2 − k

)
+ 1 (D8)
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for some choice of {tn} satisfying
∑

n tn = j − 1. The tensors
for the right half of the chain j > �N+1

2  are constructed in
the same way but with the role of column and row indices
exchanged, i.e., they are the transpose.

This leaves a single site unaccounted for at j = �N+1
2 . All

the coefficients that are needed to describe this operator can
be placed in the tensor at this site. The μν matrix element of
A(s)[�N+1

2 ] has the value ct if

μ =
(||t(L)||1 − 2 + d

d − 1

)

+
d−2∑
k=1

∑d−1
�=k+1 t (L)

� −1∑
nk=0

(
nk + d − 2 − k

d − 2 − k

)
+ 1, (D9)

ν =
(||t(R)||1 − 2 + d

d − 1

)

+
d−2∑
k=1

∑d−1
�=k+1 t (R)

� −1∑
nk=0

(
nk + d − 2 − k

d − 2 − k

)
+ 1, (D10)

with t(L) + t(R) + ês = t, where ês is the type vector with all
elements equal to zero except for element s, which is equal
to one and we use the convention that

(n
m

) = 0 if m < 0.
The result of this construction is an exact MPS or MPO
representation of the state or operator with bond dimension(� N+1

2 +d−1
d−1

) = O(Nd−1) for pure states and
(� N+1

2 +d2−1
d2−1

) =
O(Nd2−1) for operators.

APPENDIX E: PERMUTATION INVARIANT
COMPILATION

Here we show that a polynomial depth circuit of per-
mutation invariant unitaries can be compiled into a single
permutation invariant unitary at a cost polynomial in system
size. In Appendix D, we saw that a permutation invariant op-
erator is specified by only

(N+3
N

) = O(N3) coefficients, one for
each possible length-three-type vector for N sites. Thus, given
two permutation invariant operators U and V with coefficients
at and bt′ respectively, our task is to find the coefficients ct′′

of their product UV . We will prime the elements of the type
vectors in the same way as the type vectors themselves so, for
example, t′′ = (t ′′

(0,1), t ′′
(1,0), t ′′

(1,1)).
Ultimately, the resulting bra-ket pair on qubit j can end

up with the form |μ〉〈ν| in only two ways. Either it emerged
from a product of the form |μ〉〈0|0〉〈ν| or from a product
of the form |μ〉〈1|1〉〈ν|. It will be convenient to label the
number of (μ, ν) pairs that emerge from the first type as nμ0

0ν .
Further, the contribution will be nonzero only if the resulting
number of t ′′

(1,0) pairs is equal to the number that emerges from
the |1〉〈0|0〉〈0| products plus the number that emerges from
the |1〉〈1|1〉〈0|, that is, t ′′

(μ,ν) = nμ0
0ν + nμ1

1ν . We must also have
t(μ,ν) = nμν

ν0 + nμν
ν1 and t ′

(μ,ν) = n0μ
μν + n1μ

μν . This allows us to
derive conditions on the type vector of the two input operators

in terms of these parameters and the type of output operator.
For the first operator, we have

t(0,1) = n01
10 + n01

11 = n01
10 + t ′′

(0,1) − n00
01, (E1)

t(1,0) = n10
00 + n10

01 = t ′′
(1,0) − n11

10 + n10
01, (E2)

t(1,1) = n11
10 + n11

11 = n11
10 + t ′′

(1,1) − n10
01. (E3)

The conditions on the second operator type are

t ′
(0,1) = n00

01 + n10
01, (E4)

t ′
(1,0) = n01

10 + n11
10, (E5)

t ′
(1,1) = n01

11 + n11
11 = t ′′

(0,1) − n00
01 + t ′′

(1,1) − n10
01. (E6)

Thus, both input operators types are fixed in terms of the type
of output operator and the four parameters {n00

01, n10
01, n01

10, n11
10}.

It is natural to first consider the product of the sum of all
possible permutations of two of our representative elements
of the equivalence classes, i.e.,(

1

t(0,0)!
∏

j t j!

)(
1

t ′
(0,0)!

∏
j t ′

j!

)

×
∑
σ,σ ′

Pσ x̂(t)P†
σ Pσ ′ x̂(t′)P†

σ ′ . (E7)

It is useful to note that the second line of this expression can
be rewritten as

∑
σ∈SN

Pσ

⎛
⎝x̂(t)

∑
σ ′∈SN

Pσ−1σ ′x(t′)P†
σ−1σ ′

⎞
⎠P†

σ

=
∑
σ∈SN

Pσ

⎛
⎝x̂(t)

∑
σ̃∈SN

Pσ̃ x(t′)P†
σ̃

⎞
⎠P†

σ . (E8)

Each term in the sum in the parenthesis will be nonzero only if
all of the zero-bras in x̂(t) line up with a zero-ket in Pσ̃ x(t′)P†

σ̃

and similarly for the one-bras and one-kets. For a fixed values
of the parameters nμν

νρ . The number of nonzero contributions
are (

t(0,0)

n00
01

)(
t(0,1)

n01
10

)(
t(1,0)

n10
01

)(
t(1,1)

n11
10

)

= t(0,0)!t(0,1)!t(1,0)!t(1,1)!

(n00
00!n01

10!)(n00
01!n01

11!)(n10
00!n11

10!)(n10
01!n11

11!)
. (E9)

The numerator exactly cancels the normalization associated
with the type vector t. To obtain the coefficients ct′′ , we will
need to multiply this by the normalization associated with the
type vector t′′. The resulting factor is

t ′′
(0,0)!t

′′
(0,1)!t

′′
(1,0)!t

′′
(1,1)!

t(0,0)!t(0,1)!t(1,0)!t(1,1)!

(
t(0,0)

n00
01

)(
t(0,1)

n01
10

)(
t(1,0)

n10
01

)(
t(1,1)

n11
10

)

=
(

t ′′
(0,0)

n01
10

)(
t ′′
(1,1)

n10
01

)(
t ′′
(0,1)

n00
01

)(
t ′′
(1,0)

n11
10

)
. (E10)
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The coefficients associated with UV are then

ct′′ =
t ′′
(0,0)∑

n01
10=0

t ′′
(1,1)∑

n10
01=0

t ′′
(0,1)∑

n00
01=0

t ′′
(1,0)∑

n11
10=0

(
t ′′
(0,0)

n01
10

)(
t ′′
(1,1)

n10
01

)(
t ′′
(0,1)

n00
01

)(
t ′′
(1,0)

n11
10

)
a(n01

10+t ′′
(0,1)−n00

01,t
′′
(1,0)−n11

10+n10
01,n

11
10+t ′′

(1,1)−n10
01 )b(n00

01+n10
01,n

01
10+n11

10,t
′′
(0,1)−n00

01+t ′′
(1,1)−n10

01 ).

(E11)

These sums each run over N + 1 entries, so the complexity of computing this coefficient is O(N4). Since the output operator
is specified by O(N3) coefficients, the complexity of the multiplication is O(N7) in time and O(N3) in memory. We emphasize
that these coefficients contain all the information about how the operator acts on the entire state space, not just the symmetric
subspace.
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D. W. Berry, π -corrected Heisenberg limit, Phys. Rev. Lett.
124, 030501 (2020).

[39] A. Holevo, Probabilistic and Statistical Aspects of Quantum
Theory (Edizioni della Normale, Pisa, 1980).

[40] S. Personick, Application of quantum estimation theory to ana-
log communication over quantum channels, IEEE Trans. Inf.
Theory 17, 240 (1971).

[41] E. Martínez-Vargas, C. Pineda, F. Leyvraz, and P. Barberis-
Blostein, Quantum estimation of unknown parameters, Phys.
Rev. A 95, 012136 (2017).

[42] M. Tsang, Physics-inspired forms of the Bayesian Cramér-Rao
bound, Phys. Rev. A 102, 062217 (2020).

[43] C. Bonato, M. S. Blok, H. T. Dinani, D. W. Berry, M. L.
Markham, D. J. Twitchen, and R. Hanson, Optimized quantum
sensing with a single electron spin using real-time adaptive
measurements, Nature Nanotech 11, 247 (2016).

[44] T. Rosenband and D. R. Leibrandt, Exponential scaling of clock
stability with atom number, arXiv:1303.6357.

[45] I. D. Leroux, N. Scharnhorst, S. Hannig, J. Kramer, L. Pelzer,
M. Stepanova, and P. O. Schmidt, On-line estimation of local
oscillator noise and optimisation of servo parameters in atomic
clocks, Metrologia 54, 307 (2017).

[46] S. F. Huelga, C. Macchiavello, T. Pellizzari, A. K. Ekert,
M. B. Plenio, and J. I. Cirac, Improvement of frequency stan-
dards with quantum entanglement, Phys. Rev. Lett. 79, 3865
(1997).

[47] B. M. Escher, R. L. de Matos Filho, and L. Davidovich, General
framework for estimating the ultimate precision limit in noisy
quantum-enhanced metrology, Nat. Phys. 7, 406 (2011).
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asymmetric optical cavity for strong atom-photon coupling,
Phys. Rev. A 99, 013437 (2019).

[83] D. Perez-Garcia, F. Verstraete, M. M. Wolf, and J. I. Cirac,
Matrix product state representations, Quantum Inform. Comput.
7, 401 (2007).

[84] R. Orús, A practical introduction to tensor networks: Matrix
product states and projected entangled pair states, Ann. Phys.
349, 117 (2014).

[85] J. C. Bridgeman and C. T. Chubb, Hand-waving and interpretive
dance: An introductory course on tensor networks, J. Phys. A:
Math. Theor. 50, 223001 (2017).

[86] J. I. Cirac, D. Pérez-García, N. Schuch, and F. Verstraete,
Matrix product states and projected entangled pair states: Con-
cepts, symmetries, theorems, Rev. Mod. Phys. 93, 045003
(2021).

[87] J. A. Nelder and R. Mead, A simplex method for function
minimization, Comput. J. 7, 308 (1965).

[88] M. J. Box, A new method of constrained optimization and a
comparison with other methods, Comput. J. 8, 42 (1965).

[89] J. A. Richardson and J. L. Kuester, Algorithm 454: The com-
plex method for constrained optimization [e4], Commun. ACM
16, 487 (1973).

[90] D. Kraft, A software package for sequential quadratic program-
ming, Institut für Dynamik der Flugsysteme technical report,
1988.

[91] D. Kraft, Algorithm 733: Tomp–fortran modules for optimal
control calculations, ACM Trans. Math. Software 20, 262
(1994).

[92] S. G. Johnson, The NLopt nonlinear-optimization package,
http://github.com/stevengj/nlopt.

[93] M. Innes, Don’t unroll adjoint: Differentiating SSA-form pro-
grams, arXiv:1810.07951.

[94] Fastgaussquadrature.jl, https://github.com/JuliaApproximation/
FastGaussQuadrature.jl.

[95] M. Fishman, S. R. White, and E. M. Stoudenmire, The ITensor
software library for tensor network calculations, SciPost Phys.
Codebases 4 (2022).

[96] M. Fishman, S. R. White, and E. M. Stoudenmire, Code-
base release 0.3 for ITensor, SciPost Phys. Codebases 4
(2022).

023179-18

https://doi.org/10.1103/PhysRevResearch.4.013083
https://doi.org/10.1038/s41534-022-00667-4
https://doi.org/10.1140/epjqt/s40507-023-00195-w
https://arxiv.org/abs/2211.12296
https://doi.org/10.1103/PhysRevD.23.1693
https://doi.org/10.1103/PhysRevLett.72.3439
https://arxiv.org/abs/1312.1356
https://doi.org/10.1038/s41467-019-13735-9
https://doi.org/10.2307/3318681
https://doi.org/10.1142/S0219749909004839
https://doi.org/10.1364/OL.39.004005
https://doi.org/10.1103/PhysRevA.99.013437
https://www.rintonpress.com/journals/doi/QIC7.5-6-1.html
https://doi.org/10.1016/j.aop.2014.06.013
https://doi.org/10.1088/1751-8121/aa6dc3
https://doi.org/10.1103/RevModPhys.93.045003
https://doi.org/10.1093/comjnl/7.4.308
https://doi.org/10.1093/comjnl/8.1.42
https://doi.org/10.1145/355609.362324
https://doi.org/10.1145/192115.192124
http://github.com/stevengj/nlopt
https://arxiv.org/abs/1810.07951
https://github.com/JuliaApproximation/FastGaussQuadrature.jl
https://doi.org/10.21468/SciPostPhysCodeb.4
https://doi.org/10.21468/SciPostPhysCodeb.4-r0.3

