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Multimessenger measurements of the static structure of shock-compressed liquid silicon at 100 GPa
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The ionic structure of high-pressure, high-temperature fluids is a challenging theoretical problem with appli-
cations to planetary interiors and fusion capsules. Here we report a multimessenger platform using velocimetry
and in situ angularly and spectrally resolved x-ray scattering to measure the thermodynamic conditions and ion
structure factor of materials at extreme pressures. We document the pressure, density, and temperature of shocked
silicon near 100 GPa with uncertainties of 6%, 2%, and 20%, respectively. The measurements are sufficient to
distinguish between and rule out some ion screening models.
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With the advent of high-power lasers, a laboratory-based
exploration into extreme states of matter, such as those found
in planetary interiors [1] or during asteroid impacts [2], has
been realized. This exotic state, referred to as warm dense
matter (WDM) [3], is characterized by temperatures and pres-
sures on the order of 1000 K and 100 GPa. Experimental
measurement of material behavior and structure under such
conditions is paramount for testing theoretical models used in
the pursuit of fusion energy [4,5] and for modeling planetary
phenomena [6–9], where dynamic geophysics processes are
dominated by changes in solid- and liquid-state structure.

Over the past few decades, high-energy density (HED)
facilities have generated sufficiently long-lived WDM states,
enabling the deployment of advanced diagnostic suites
[10–12]. Notably, the Linac Coherent Light Source’s x-ray
free electron laser (XFEL) has facilitated high-resolution
x-ray scattering measurements for probing the electronic
and atomic structure of high-pressure states [13,14]. How-
ever, XFELs face limitations in compression capabilities and
achievable WDM volumes, hindering the creation of macro-
scopic homogeneous conditions. At kJ- to MJ-class laser
facilities, conditions expected in both Jovian planet interi-
ors [15] and fusion ignition capsules [16] can be generated.
Accurately determining pressure, density, and temperature
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within these complex states of matter remains challenging
without employing molecular-dynamics simulations in the
data analysis. Furthermore, limitations in applying standard
model approximations at high pressures make equation-of-
state (EOS) development [17,18] costly.

Probing shock-compressed matter often relies on single di-
agnostics, e.g., x-ray Thomson scattering (XRTS) [19–22] or
x-ray diffraction (XRD) [23–26] for measuring the electronic
and atomic structures, or impedance matching techniques via
a velocity interferometry system for any reflector (VISAR)
[27]. Initial efforts to combine scattering and velocimetry
observations to infer WDM conditions were undertaken by
Falk et al. [28], though this required fielding each diagnostic
on separate shots. These efforts highlight the critical need for
platforms equipped with multiple in situ probing diagnostics.

In this work, an experimental platform was designed to
investigate the extreme states of matter generated at high-
power laser facilities. We demonstrate a crucial step forward
in the endeavor to directly measure pressure, density, and
temperature of WDM through a multimessenger approach.
The simultaneous in situ structure characterization provides
a unique tool for controlling diagnostic biases, measure-
ment uncertainties, and selecting models. Reverse Monte
Carlo techniques were employed to determine the shock-
compressed conditions via measurement of liquid scattering
[29,30]. For this study, silicon was chosen due to its impor-
tance in the understanding of planetary interiors [31,32], for
its use as a dopant to ablators in inertial confinement fusion
target designs [33,34], and to mitigate laser-imprint effects on
multilayer targets [35,36].

The experiments were conducted at the OMEGA-EP
laser facility at the Laboratory for Laser Energetics [38]. A
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FIG. 1. Experimental setup at the OMEGA-EP laser facility. The
silicon target is mounted on the front of the PXRDIP box [37] with a
100-µm-thick, 0.5-mm-diam Ag or Ta pinhole. A single beam drives
the CH-Si target with a tailored pulse as shown in the inset. The
remaining three lasers generate Cu He-α x-rays. The red dashed lines
represent the scattered x-ray paths that are collected by the XRTS and
XRD IPs. The raw data shown were collected from s30967. NB: Not
drawn to scale.

51-µm-thick polycrystalline silicon sample was shock-
compressed to ∼100 GPa using a single drive laser beam
delivering ∼440 J over 10 ns with an ∼1.1-mm-diam dis-
tributed phase plate. The drive laser was incident on a 11 µm
polystyrene (C8H8) ablator at a 19.3◦ angle with respect to the
target normal. The ablator was fixed to the front of the silicon
sample using a thin layer of glue (<1 µm). Three additional
beams were tightly focused on a 12.5-µm-thick copper back-
lighter with an areal size of 4 mm2, generating a 1 ns pulse
of Cu He-α x-rays centered at E ∼ 8.4 keV [39]. The x-ray
source was placed ∼17 mm away from the silicon sample.

The experimental configuration devised to probe the struc-
ture of WDM silicon at OMEGA-EP is shown in Fig. 1. It
employed a variation of the powder x-ray diffraction image
plate (PXRDIP) setup [26], which uses Fujifilm BAS-MS
image plates (IPs) [40]. Due to spatial constraints, the x-
ray diffraction only accessed momentum transfers up to k ∼
4 Å−1 at 8.4 keV. To extend the capabilities of the PXRDIP di-
agnostic, OMEGA’s Bragg crystal spectrometer (ZSPEC) was
added to measure scattering at high momentum transfer, and it
is capable of resolving the electronic structure of sufficiently
ionized systems. The ZSPEC consists of a 25 mm × 50 mm
highly oriented pyrolytic graphite (HOPG) crystal with a ra-
dius of curvature of 27 mm, and placed 12.8 cm after the
sample. As shown in the top inset in Fig. 1, the ZSPEC was
fielded out of perfect von-Hamos focusing, meaning the x-
rays were spectrally dispersed on a curve. The silicon sample
was fitted to the front of the PXRDIP enclosure on top of a
0.5-mm-diam silver or tantalum collimating aperture pinhole,
which restricts the diagnostics’ line-of-sight to the central
planar shock region. These materials were chosen to ensure
no fluorescence within the ZSPEC energy range, and to reduce
interference between the pinhole and silicon Bragg peaks on
the PXRDIP.

To measure the shock-breakout (SBO) time, we fielded
line-imaging VISAR, which monitored the silicon sample’s

free surface [41]. The streaked image inset in Fig. 1 shows
the SBO as a rapid disappearance of the fringes around ∼5 ns.
As silicon is opaque to the VISAR wavelength (532 nm) at
the investigated conditions, direct measurements of shock and
particle velocity are only achievable by employing witnesses
and pressure windows. However, introducing these materials
is unsuitable for scattering measurements due to the signif-
icant resultant contamination, making it difficult to isolate
the scattering signal from the liquid silicon. Instead, utiliz-
ing the bilinear relationship in Ref. [27], which for small
velocities is calculated from previous high explosive mea-
surements [42], the silicon shock velocity is determined as
9.5 ± 0.2 km/s. As detailed in Appendix C, combining this
shock velocity with the Rankine-Hugoniot relations, we mea-
sured the achieved pressure-density state to be 101 ± 6 GPa
and 4.43 ± 0.08 g/cm3.

At these conditions, silicon is expected to be in the fluid
state, which occurs when dynamically compressed above
30 GPa [14,43]. While liquid silicon scattering, up to 30 GPa,
has been previously observed at XFELs [14], extracting the
contribution from low-Z liquids at high-power laser facilities
is experimentally challenging due to limited x-ray source
brightness, the presence of fluorescence, spurious scattering
from the pinhole, and x-ray emission in the drive ablation
plasma. To achieve this, we quantified the contribution from
the pinhole, ablation plasma, and ambient sample. The proce-
dure is described in detail in Appendix B.

As shown in Fig. 2(a), a broad scattering feature, attributed
to liquid silicon, is observed around 2θ ∼ 45◦. Due to the
PXRDIP’s geometry and the broadband x-ray emission from
the laser-generated plasma plume, shadows from the box
appear on the IPs, preventing a complete azimuthal integra-
tion in φ-space. Instead, a partial integration is performed
by selecting regions with reduced contamination from the
aforementioned sources. The resultant signal for a reference
shot (s30970), which contained only the pinhole and ablator,
and a driven silicon sample (s30967) are shown in Fig. 2(b) in
green and blue, respectively. The final liquid silicon scattering
signal, Iliq(k), shown in Fig. 3(a) is obtained by subtracting the
reference shot from the driven sample, and excluding the 2θ

regions around the pinhole Bragg peaks. Further details can be
found in Appendix B. A 2θ error of ∼0.5◦ is taken to be the
average deviation of the observed pinhole Bragg peaks from
their expected values.

Additionally, the fraction of shocked (fluid) material within
the probe volume was inferred using the ZSPEC diagnostic
by comparing data obtained with varying time delays between
the drive laser and x-ray probe. As the volume of liquid silicon
increases, the elastic scattering signal recorded on the XRTS,
fielded in-between Bragg peaks, becomes more intense. From
the elastic signal measured on s30967, the volume fraction
was found to be ∼0.6 (see Appendix A for the full spectral
analysis). Due to the low ionization of the liquid silicon, an
inelastic scattering feature was not resolved above the ZSPEC
instrumental noise.

At high momentum transfers, the liquid scattering signal is
the result of coherent, Icoh(k), incoherent, Iincoh(k), and multi-
ple, Im(k), scattering. As the silicon thickness is small relative
to its attenuation length, Im(k) is assumed to be negligible. The
experimentally measured Iliq(k) is related to the normalized
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FIG. 2. (a) X-ray diffraction data, projected into 2θ -φ space [37],
from background shot s30970, where no Si was placed in the target
holder, and the liquid Si diffraction from s30967. The superim-
posed red and blue dashed vertical lines are the expected 2θ Bragg
diffraction peaks of the Ta pinhole and ambient silicon, respectively.
(b) Relative intensities of the partial-φ integrated scattering shown
for the background (in green) and shock-compressed silicon (in blue)
shots.

ion-ion structure factor, Sii(k), via [44,45]

Iliq(k)

γ
≡ Iscal(k) = Icoh(k)[Sii(k) − 1] + [Icoh(k) + Iincoh(k)],

(1)

where Icoh(k) = | f (k) + q(k)|2, with f (k) the form factor of
the tightly bound electrons and q(k) that of the free electrons
that follow the ion motion [46]. The factor γ is a scaling
constant defined such that Iscal(k → ∞) = Icoh(k) + Iincoh(k).
To be experimentally obtained, momentum transfers in excess
of 10 Å−1 are required, a regime not currently accessible at
high-power laser facilities. Here, Iincoh(k) is obtained using the
tabulated values from Ref. [47], and Icoh(k) is simulated using
the multicomponent scattering spectra (MCSS) code [48]. As
detailed further in Appendix E, γ is left proportional to a free
random Gaussian scalar with a standard deviation equal to the
noise of the raw data.

FIG. 3. (a) Liquid Si diffraction signal, Iscal (k) (in black), is
shown scaled to the theoretical signal, Ifit (k) (thick red line), pro-
duced by the combined VISAR and converged MCMC conditions
using the nonlinear Hulthén model. The 1σ error of Ifit (k) is shaded
in red. The dash-dotted black line shows Icoh + Iincoh for these values.
The broad range of accepted MCMC fits (in gray) are scaled to
the mean fit. (b) Probability density functions in the P-ρ and P-T
phase for VISAR (blue heat maps) and x-ray scattering (gray heat
maps) analysis using each Vii. The corresponding joint distributions
are superimposed as red heat maps. In the upper grid, the likelihood,
as defined in Eq. (3), of each Vii is shown.

The large parameter space, �(ρ, T, Z ), is explored using a
Markov-Chain Monte Carlo (MCMC) procedure [30,49]. This
uses Bayesian inference to determine the likelihood of a set of
parameters producing the experimental spectrum based on an
acceptance percentage P[Iscal(k)|�] = e−βcost with

βcost = max

[
Ifit (k) − Iscal(k)√

2σ


]2

, (2)

where 
 is the error on Iscal, and σ = 0.5 is a scalar chosen
to allow acceptance freedom within data uncertainty. The
investigated parameter space assumed a uniform distribution
with linear sampling for the density, 2.33 � ρ (g/cm3) � 6,
ionization, 0 � Z � 14, and temperature, 103 � Te =
Ti (K) � 1.1 × 104.
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Simulating Sii(k), however, is subject to model biases and
requires appropriate selection of electron and ion interactions.
Measurement of the liquid structure factor opens the oppor-
tunity for direct model comparison. In the partially ionized,
low-density state, the ion-ion interaction potential, Vii(k), is
commonly modeled using Debye-Hückel (DH) [50]. This
work compares the DH model with the bare (unscreened)
effective Coulomb (EC) interaction and a model nonlinear
Hulthén (NH) interaction [51]; the latter approximately de-
scribes screening beyond the DH approach. For the screening
cloud, q(k), large momentum transfers in high-density matter
have shown deviation from the simple DH model as a result
of finite-wavelength screening (FWS) [52]. As detailed in
Appendix E, the simulated liquid scattering is comparatively
insensitive to each q(k) model, and FWS was chosen for the
MCMC analysis.

In Fig. 3(a) the range of accepted fits after MCMC con-
vergence using the NH model are shown in gray. The signal
from the XRTS recorded on shots that were probed after
shock breakout (where the liquid volume fraction >0.9) is
compared in green against the angularly resolved scattering in
Fig. 3(a), extending the effective k range. While these points
were not included in the MCMC fitting process due to the
lack of an absolute signal intensity calibration between XRD
and XRTS, they nonetheless exhibit good agreement with the
results.

Using a suitable theoretical description, the plasma pres-
sure can be determined from the range of accepted fits. Under
conditions of strongly coupled ions and degenerate electrons,
where screening is expected to be significant, a reasonable
framework is the “two-fluid” model discussed by Vorberger
et al. [53,54] (see Appendix E). The converged probabil-
ity density functions Pr(P, ρ) and Pr(P, T ), for each Vii, are
shown in gray in Fig. 3(b) and compared, in blue, to the P-ρ
state inferred using VISAR. Combining these concurrent di-
agnostics, we find the joint P-ρ probability density functions,
superimposed in Fig. 3(b) as red heat maps.

The likelihood of each Vii model given the VISAR informa-
tion is defined as the sum of its joint probability distribution,

L(Vii|VISAR) =
∑
ρ,P

Prm(P, ρ) × Prv (P, ρ) , (3)

where m and v denote the MCMC and VISAR proba-
bility density functions, respectively. These likelihoods are
indicated in the upper grid of Fig. 3(b). They show that
comparatively, the effective-Coulomb model is a poor repre-
sentation of the liquid silicon state. This is expected as it does
not account for screening effects.

The limited observed overlap between the VISAR and
XRD probability distribution functions (PDFs) can be at-
tributed to various factors. First, each diagnostic is sensitive to
distinct aspects of the shock-compressed conditions, leading
to differences in their observed distributions. Moreover, it
is worth noting that the VISAR Hugoniot measurement is
derived from data collected in Ref. [42] where no experi-
mental uncertainty was provided. Consequently, this results
in a narrower uncertainty on the VISAR PDF. However, this
constraint may be refined should more experimental silicon
Hugoniot information in this regime become available, or if

FIG. 4. (a) The principal silicon Hugoniot where this work
is compared to SESAME-3810 [57], quotidian equation-of-
state (QEOS) [58], PrOpacEOS [59], ab init io Kohn-Sham DFT
molecular-dynamics (KSMD) [60], principle Hugoniot from DFT
[61], and previous experimental work collected via conservation
methods [42,62,63]. The bilinear fit [27] used to infer particle veloc-
ity is shown as a filled gray bar. (b) The silicon pressure-temperature
phase diagram comparing the combined 1σ error for each Vii to the
measured and predicted melt curve [64], the DFT isentrope [65],
and previous shocked silicon experiments [43] where the temperature
was inferred using molecular dynamics [66].

advancements are made in experimental platforms that allow
for the inclusion of witnesses and pressure windows without
contaminating the observed liquid scattering. Secondly, the
relative simplicity of the screening models investigated in
the x-ray scattering data implies that they are not absolute
representations of the underlying physics. While more refined
models may be attainable through the utilization of density
function theory (DFT) simulations [55,56], such methodolo-
gies are computationally expensive and introduce varying
degrees of complexity in the models.

Despite these uncertainties, there are parameter spaces
common to both diagnostics. By combining their PDFs, we
can achieve a more comprehensive understanding of the
shock-compressed conditions by constraining the XRD pa-
rameter search to those consistent with the pressure-density
Hugoniot relation established by the VISAR measure-
ment. Furthermore, a discernible difference in the condi-
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tions inferred utilizing each screening model can still be
observed.

Unlike the VISAR diagnostic, the MCMC convergence
of the x-ray scattering analysis is dependent not only
on pressure and density, but also on temperature. Prop-
agating the combined Pr(P, ρ) into temperature space
redistributes the x-ray scattering Pr(P, ρ, T ) to penalize where
the density and pressure disagree with VISAR (see Ap-
pendix F for further details). The resultant Pr(P, ρ, T ) are used
to find the combined 1σ errors in the pressure-temperature
phase, shown in red in the lower grid of Fig. 3(b). The sim-
ulated x-ray diffraction fits, Ifit, produced by the conditions
inferred when combining VISAR and the NH MCMC conver-
gence are shown in red in Fig. 3(a).

In Fig. 4 the VISAR and MCMC combined 1σ P-ρ and
P-T for each Vii model are plotted on the principal Hugoniot.
Despite having the closest agreement with VISAR in P-ρ, the
temperature predicted by the Debye-Hückel model falls below
the Hugoniot state. Instead we find that the implementation of
a Hulthén potential [51], which estimates nonlinear screening
regimes beyond DH, better describes the thermodynamic con-
ditions. This platform, therefore, demonstrates the capability
to effectively distinguish between screening models, which
is essential for accurately predicting material behavior under
extreme conditions.

This paper presents detailed insights into the extreme
states of matter generated at high-power laser facilities.
While previous studies on liquid silicon have been confined
to pressures around ∼50 GPa [14,43], the combination of
multiple in situ diagnostics, along with MCMC analysis, ef-
fectively reduces diagnostic biases and yielded uncertainties
on the shock-compressed state that are comparable to previous
experimental work, without relying on EOS models. Further-
more, the synergistic combination of diagnostics facilitated
the differentiation of distinct static screening models. The
results revealed the necessity of incorporating screening be-
yond the linear Debye-Hückel approach, employing a Hulthén
potential, to achieve agreement between the measured liquid
silicon state and Hugoniot predictions. Therefore, this plat-
form paves the way for exploring the structure of HED matter
at high-power laser facilities.
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APPENDIX A: SPECTRALLY RESOLVED
X-RAY SCATTERING

The zinc-spectrometer (ZSPEC) diagnostic used to record
the x-ray Thomson scattering consisted of a highly oriented
pyrolytic graphite (HOPG) crystal placed 12.8 cm after the
sample. The central Bragg angle was 13.2◦ with an angular
spread of 2.5◦. Its image plate (IP) was protected by a 5 mm
Be filter and mounted 13.1 cm from the crystal meaning the
ZSPEC was fielded out of perfect von-Hamos focusing. This
resulted in the spectrally resolved x-rays being scattered onto
a cone, which can allow for some spatial information to be
resolved. In the raw intensity image shown in Fig. 5(a), the
x-ray scattering cone is highlighted in black and the scattered
photon energy increases to its point. The dispersion of the
ZSPEC is [67] �E/�x ∼ 7 eV/pixel where the pixels are
50 µm wide. To extract the spectrally resolved spectrum, the
total scattering signal along each energy arc is determined.
The pixels falling along an arc, such as those highlighted in
red, have an average pixel background value (determined from
the orange arcs which fall outside of the x-ray scattering cone)
removed, and they are then summed. This gives an integrated
scattering signal, I (x), for a given spatial position x on the IP.
The spectrum is converted from spatial to energy space using

I (E ) = hc

2d
csc

[
tan−1

(
I (x) + Dc sin θ0 + Dip sin θ0

Dip cos θ0 + Dc cos θ0

)]

≡ hc

2d
csc(tan−1(ψ ))

= hc

2d

√
1 + 1

ψ2
, (A1)

where 2d = 0.67 nm is the HOPG lattice spacing, Dc =
12.8 cm is the distance from the source to the HOPG crystal,
Dip = 13.1 cm is the distance from the HOPG crystal to the
IP, and θ0 = 13.2◦ is the central Bragg angle on the crystal.
In the upper plot of Fig. 5(b), the XRTS spectrum from the
Cu x-ray source is shown. After a further polynomial fit to
the background is removed, the total background removed
spectrally resolved XRTS spectrum is given in the lower
plot of Fig. 5(b). The energy calibration is performed by
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FIG. 5. (a) Raw intensity of calibration s33544 where the Cu foil was placed in the target holder of the PXRDIP box. (b) In the top plot,
the XRTS spectrum extracted after integrating along each energy arc is shown. A further polynomial background fit (red dash-dotted line) is
subtracted from the overall signal to produce the spectrum in the lower plot. The energy axis is calibrated to the Cu He-α peak. The expected
positions of the remaining Cu transitions are shown as vertical dashed lines. (c) Comparison of the spectrally resolved XRTS signal for the
post-SBO shots where Vl/Vs > 0.9. The source function from (b) is scaled to the θXRTS = 70◦ scattering signal and is shown as a red dashed
line.

aligning the peak signal with the Cu helium-α x-ray transition
at 8.358 keV. It can be seen in the lower plot that the re-
maining expected Cu transitions align with the lower intensity
peaks observed on the spectrum.

A comparison of the XRTS spectra produced by the
data shots taken after SBO (i.e., where Vl/Vs > 0.9) is
shown in Fig. 5(c) against the source function. As expected
with low silicon ionization, there is no resolvable inelastic
scattering signal above the source function. The XRTS sig-
nals, therefore, cannot be used independently to extract the
plasma parameters, but they can be combined with the x-ray
diffraction.

To compare the XRTS to the angularly resolved x-ray
diffraction signal, the XRTS must be spectrally integrated to
give I (k) = ∑

ω I (k, ω). However, as only the coherent scat-
tering signal is clearly observed over the background noise, an
integration over all ω-space cannot be performed. Addition-
ally, using the peak intensity of the spectrally resolved signals
shown in Fig. 5(c) as a measurement of their relative coherent
scattering signal, Lcoh, would introduce significant uncertainty
due to the compounded error of isolating the x-ray scattering
cone and from the integration methods performed over each
energy arc. Instead, as demonstrated in Fig. 6, their Lcoh are
determined by removing fitted background Gaussian distribu-
tions from the overall signal intensities—isolating the target
scattering. The signals are corrected for filtering, polarization,
backlighter distance, and relative thickness of the silicon seen
by the x-ray source. The subsequent Gaussian fits to these
scattering histograms yield Lcoh = (μs + 2 σs) − μb, where
s and b denote the Gaussian distributions to the scattering
and background signals, respectively. The coherent scattering
intensities are listed in Table I.

For the ambient s30968, where 2θXRTS = 70◦, the Ta Bragg
peak from the (112) lattice plane is resolved by the XRTS.
This pinhole scattering signal is isolated from the silicon
scattering by subtracting the XRTS coherent signal from the
reference s30970, where only the Ta pinhole was loaded in
the target holder. As discussed in the main paper, comparing
the coherent scattering intensities of ambient and shocked

silicon provided information on the fraction of shocked (fluid)
silicon within the probe volume. Using a simple scattering
model as described by Pelka et al. [68], which is based on the
approach of Chihara [46], the time-averaged volume fraction
of liquid (l) to solid (s) silicon present during the scattering
event is calculated as

Vl

Vs
= Ll

coh

Ls
coh

Ss
tot

Sl
tot

= Ll
coh

Ls
coh

ZSi
[
1 − Icoh(k)/Z2

Si

]
Icoh(k)Sii(k)

, (A2)

where Stot are the static structure factors and ZSi = 14 is the
nuclear charge. As shown in Fig. 6, the volume fraction for the
shock-compressed silicon states was found to be Vl/Vs > 0.6.

As shown in Fig. 3(a), the postshock breakout XRTS data
shots (s30964, s33538, and s33541)—where the fraction of
liquid silicon is greater than ∼0.9—are compared to the dif-
fuse angularly resolved scattering recorded on s30967. These
Lcoh signals are scaled by fitting the value at 2θXRTS = 70◦ to
the range of accepted MCMC fits. As only the coherent con-
tribution is resolved using ZSPEC, this fitting procedure uses
the MCMC fits, Ifit, prior to adding the incoherent scattering,
Iincoh. The higher 2θXRTS signals are then determined by their
scattering intensity relative to the 70◦ data. The total signal
errors are compounded by their respective coherent scattering
uncertainties and the scaling error of Lcoh at 70◦.

APPENDIX B: ANGULARLY RESOLVED
X-RAY SCATTERING

Using Lawrence Livermore National Laboratory’s Ana-
lyzePXRDIP procedure [37], the raw x-ray diffraction IPs,
shown in Figs. 7(a) and 7(b), are warped into 2θ -φ by us-
ing the Ta pinhole Bragg peaks as calibrants. The pinhole
calibration for each shot is shown in (c) and (d). To iso-
late the liquid silicon scattering, the background signal must
be removed from the shocked data. While a variant of the
statistics-sensitive nonlinear iterative peak-clipping (SNIP)
algorithm is often used to isolate the signal from the back-
ground in PXRDIP scattering data [37], this process is only
appropriate when dealing with sharp Bragg peaks, such as
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FIG. 6. The XRTS signal intensities focused around the coherent scattering arc for ambient s30968 (a), pre-SBO s30967 (b), and post-SBO
s33538 (c) at 2θXRTS = 70◦. The raw scattering image is shown on the right of each plot, and their corresponding scattering signal histograms
are shown on the left. The red dashed lines are the mean coherent signal intensities, Lcoh. (d) Relative intensity of the elastic XRTS signal
(∝ Sii) against the fraction of liquid silicon, Vl/Vs, for all 2θXRTS. Highlighted in red are the shots taken after shock-breakout. For these shots,
the liquid fraction is greater than ∼0.9 and the scattering is assumed to be only from liquid silicon. The liquid fractions of the unfilled diamond
points at 95◦ and 98◦ are determined from HELIOS simulations due to insufficient ambient data at these scattering locations.

shown in Fig. 7. As discussed in the main paper, to quan-
tify the background signal we instead performed a series
of shots to isolate each contributor. In s30966, as shown in
Fig. 8(a), we investigated the signal intensity recorded on
the IPs when only the drive laser was present (i.e., no x-
ray probe). At the investigated pressure, this was found to
be negligible in comparison to the data collected with x-ray
scattering events. In addition, the signal contamination from

the addition of the ZSPEC access slit in the PXRDIP box
was investigated in s33539, shown in Fig. 8(b). The only
contamination region was found to be around the access slit.
This region was therefore excluded in future analysis. Com-
parison of the scattering recorded on the PXRDIP using an
ambient silicon sample (e.g., s30968) versus for a reference
s30970, where the silicon sample was removed, showed the
dominant background scattering contributor to be the pinhole.

TABLE I. Experimental parameters for all shots including the total incident energy of the shock-compression drive, Edrive, and x-ray, Exray,
lasers.

Shot 2θXRTS (deg) Pinhole hCH (μm) hSi (μm) Edrive (J) Exray (J) tdrive (ns) txray (ns) tSBO (ns) Lcoh

Background target–No silicon

30970 70 Ta 11 ± 2 3760.7 260 ± 9

Ambient conditions

30968 70 Ta 11 ± 2 51 ± 1 3618.6 430 ± 10

Shock-compressed conditions

30964 95 Ta 11 ± 2 51 ± 1 441.3 3707.5 −0.049 ± 0.025 5 5.35 ± 0.04 615 ± 10
30967 70 Ta 11 ± 2 51 ± 1 429.0 3908.4 −0.15 ± 0.025 4.8 6.22 ± 0.06 580 ± 10
33538 70 Ag 11 ± 2 51 ± 1 437.9 3778.3 −0.002 ± 0.025 5 5.20 ± 0.04 875 ± 20
33541 98 Ag 11 ± 2 51 ± 1 422.5 3835.0 0.014 ± 0.025 5 4.91 ± 0.03 534 ± 8
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FIG. 7. (a) and (b) Raw image plates for background s30970 and shocked silicon s30967, respectively. The lines shown are the Bragg
diffraction peaks of the Ta pinhole, which are used to calibrate the geometry of the PXRDIP box. Their corresponding warped 2θ -φ signals
at the pinhole position are shown in (c) and (d), respectively. The scattering distributions for the pinhole used a SNIP background removal
process [37] which enhances sharp peaks, improving signal-to-background ratios.

FIG. 8. Comparison of raw PXRDIP data for (a) drive only
s30966, (b) ambient Si s30968, (c) s33539, which used an Ag pinhole
and removed the ZSPEC access slit, and (d) s30967. The only con-
tamination from the x-ray lasers is highlighted as a red dashed box
around the ZSPEC slit in (d). This area is therefore excluded in future
analysis. The higher signal level in s30968, and s33539 compared to
s30967, is a result of a reflection off a Cu filter placed at the bottom
of the PXRDIP box.

Subsequent analysis, therefore, utilizes s30970 as the back-
ground reference.

The scattering for the background s30970 and shocked
s30967 shown in Figs. 9(a) and 9(b), respectively, is obtained
by accounting for the filtering (12.5 µm Cu and 25 µm kap-
ton), incident solid angle, polarization [(1 + cos2 2θ )/2] and
the attenuation of the scattered x-rays. The background sub-
tracted shocked signal is shown in Fig. 9(c). Contamination
at the edge of the IPs means a full integration in φ-space
cannot be performed. The partial-φ integration region, high-
lighted in gray, therefore focuses on the IP center, and
excludes the 2θ regions around the Ta Bragg peaks. The
resultant liquid scattering signal is shown in blue in Fig. 9(d).
The 12.5 µm Cu and 25 µm kapton filters used for the PXRDIP
IPs have a 20% thickness uncertainty. Propagating this error
through the background removal process results in the purple
and olive plots shown in (d). The intensity error of each signal
is given by the standard deviation from the mean signal along
the φ integration. As we did not record to high-k, their abso-
lute signal intensity is not applicable and they are normalized
to their broad liquid scattering peak around 45◦. This process
demonstrates the effect that filter uncertainties have on the
overall shape of the liquid scattering feature. The total liquid
scattering signal uncertainty, as shown in Fig. 3(a), therefore
encapsulates the region highlighted in gray.

APPENDIX C: VISAR ANALYSIS

Impedance matching techniques are used to infer the av-
erage shock speed through the silicon sample, DSi. The total
shock time through both the CH ablator and the Si sample
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FIG. 9. (a) and (b) The warped, intensity-corrected signals at the sample position for background s30970 and shocked silicon s30967,
respectively. The superimposed red and black dashed horizontal lines are the calibrated 2θ Bragg diffraction peaks of the Ta pinhole and the
expected ambient silicon peaks, respectively. (c) Shocked Si scattering after background removal. Artifacts from this removal process are seen
at the edges of the image plates. The region selected for φ-integration is highlighted in gray. (d) Shown in blue is the partial-φ integration of
(c) to obtain the liquid scattering signal in 2θ . The purple and green lines show the effect that filter thickness uncertainties have on the inferred
liquid shape. The overall signal uncertainty is taken over the gray shaded region.

is t = tSBO − tdrive, where tSBO and tdrive are the measured
shock-breakout (SBO) and laser driver timings. These timings
are listed in Table I, and an example of the VISAR diagnostic
for s30967 is shown in Fig. 10. This total time can be related
to the shock speeds in the Si and CH via

t = hSi

DSi
+ hCH

DCH
, (C1)

where h is the thickness of each material.
Silicon is opaque to the VISAR laser, meaning a direct

measurement of particle velocity, U , cannot be obtained on
each shot. The particle velocity in the shocked silicon is there-
fore inferred as [27]

DSi = 10.3(±0.1) + 1.8(±0.1)[U − 4.95], (C2)

which is valid for 4 < U (km/s) < 6.5 and is based on the
explosively driven data collected by Pavlovski in Ref. [42].
The corresponding linear relationship used for the CH ablator
is [69]

DCH = 21.029(±0.057) + 1.305(±0.015)[U − 14.038].

(C3)

As detailed in Fig. 11, these equations are used alongside
the Rankine-Hugoniot relations, which are derived from the
conservation of mass, momentum, and energy across a shock
front, to infer the postshock P-ρ state,

P = P0 + ρ0UsUp, ρ = ρ0Us

Us − Up
, (C4)

where P0 = 0 GPa and ρ0 = 2.329 g/cm3 are the preshock
conditions. The silicon shock speed, pressure, and density for
each shock-compressed experiment are listed in Table II.

APPENDIX D: HELIOS SIMULATIONS

Using the tSBO measured with the VISAR diagnostic and
by scaling the drive laser profile, HELIOS 1D simulations
were produced for each shot using SESAME-EOS [57]. An
example of the mass density through the target is shown in
Fig. 12(a). The simulations emphasize the nonuniformity of
the conditions within the silicon during the x-ray scattering

TABLE II. Comparison of the inferred plasma conditions for
each shot using Rankine-Hugoniot relations on the left, and the
Si mass-averaged conditions from HELIOS simulations during the
scattering event on the right.

Shot DSi (km/s) P (GPa) ρ (g/cm3)

VISAR Transit Time

30964 11.4 ± 0.3 146 ± 9 4.54 ± 0.07
30967 9.5 ± 0.2 101 ± 6 4.43 ± 0.08
33538 11.7 ± 0.3 155 ± 10 4.56 ± 0.07
33541 12.4 ± 0.2 178 ± 10 4.60 ± 0.07

HELIOS Simulations

30964 10.9 ± 0.2 70 ± 7 3.3 ± 0.2
30967 9.4 ± 0.1 48 ± 4 3.2 ± 0.1
33538 11.6 ± 0.2 81 ± 10 3.3 ± 0.2
33541 12.0 ± 0.2 82 ± 10 3.2 ± 0.2
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FIG. 10. Raw VISAR data from s30967. The fringes are reflected
from the rear of the 51-µm-thick Si sample. Superimposed in red is
the laser drive power. The integrated VISAR intensity is projected
underneath. The time of shock-breakout, tSBO, is determined as the
point at which there is a sharp gradient decline in reflected VISAR
signal.

event, which is highlighted in orange. The simulated shock
speed through the silicon was determined by tracking the mass
density gradient. An example of this shock tracking is shown
as a thick red line in Fig. 12(a).

The simulated mass-averaged plasma conditions, 〈X 〉m

(where X is a plasma parameter), within the silicon during
the x-ray probe were calculated as the mass-weighted average
in space and averaged over the probe duration in time [70].
This is determined as

〈X 〉m(t ) =
∑

i Vi(t )ρi(t )Xi(t )∑
i Vi(t )ρi(t )

, (D1)

〈X 〉m ≡ 〈〈X 〉m(t )〉t =
∑ jmax

jmin
〈X 〉m(t j )t j

�txray
, (D2)

where Vi(t ) is the volume in the ith cell at time t . The in-
ferred P-ρ states for each shot are listed in Table II. These
mass-averaged values are compared to the overall parameter
distributions during the x-ray scattering event in Fig. 12. In
the pre-SBO data, the sharp peaks corresponding to the low-
density region indicate the presence of ambient silicon.

APPENDIX E: MARKOV-CHAIN MONTE
CARLO ANALYSIS

MCMC is a robust method for exploring complex multipa-
rameter spaces to overcome the challenge of inverse problem
instability, which implies that the same measured experimen-
tal data can be fitted equally well by very different conditions.
Given a specific set of parameters, �(ρ, T, Z ), the multicom-

FIG. 11. Impedance matching CH and Si shock conditions, using
Eqs. (C2)–(C4), to find (shown in the upper right quadrant) the linear
relationship between DCH and DSi. The statistical errors arising from
the CH and Si model uncertainties are shown throughout as fainter
green and blue lines, respectively. The appropriate shock speed for
each material (highlighted as a magenta diamond) is found by sub-
stituting the DCH-DSi relation into Eq. (C1). The corresponding 1σ

errors due to both model and experimental uncertainties are shown
as magenta circles. This information is carried through the remaining
plots to find the corresponding P-ρ space for CH and Si.

ponent scattering spectra (MCSS) code [48] is used to produce
a theoretical diffraction signal, Ifit (k). As discussed in the
main paper, the scaling parameter γ for the experimentally
measured liquid diffraction signal, Iliq(k), cannot be obtained
experimentally. Instead we scale the experimental signal to the
simulated fit using

Iliq(k)

γ
≡ Iscal(k) = Iliq(k) × �

Imax
fit

Imax
liq

, (E1)

where � is a free random Gaussian scalar with a standard
deviation equal to the noise of the raw data, and Imax

fit and Imax
liq

are the peak values in the MCSS fit and raw x-ray scattering
data, respectively.

The MCMC process then calculates the likelihood of these
parameters producing the given scaled x-ray scattering spec-
trum, Iscal(k), as [30]

P(�|Iscal(k)) = P(Iscal(k)|� )P(�)

P(Iscal(k))
, (E2)

where P(�) is the prior distribution of possible parameters,
P(Iscal(k)) is the marginal likelihood of the observed data over
all possible parameters, and the forward model likelihood,
P(Iscal(k)|� ), is as described previously.

Model sensitivities for producing synthetic x-ray scattering
signals using MCSS are shown in Fig. 13. This demonstrates
how the dominant contributor to the synthetic scattering sig-
nal is the chosen ion-ion interaction potential, Vii(k). The
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FIG. 12. (a) Eulerian HELIOS 1D simulation, produced by scaling the drive laser profile to match the measured tSBO, for s30967. The
silicon shock trajectory is shown as a thick red line, and the timing of the x-ray laser pulse is highlighted in orange. The subsequent histograms
show the normalized probability distribution functions (PDFs) of the silicon conditions during the x-ray scattering event as predicted by the
HELIOS simulations. The vertical red dashed lines are their respective mass-averaged values, 〈X 〉m. Panels (b)–(d) show the density, pressure
and Te, respectively, for s30967, taken before shock-breakout. Panels (e)–(g) as above for s33538, taken after shock-breakout.

screening models, q(k), cannot be differentiated within the
measured experimental error. The potentials for each Vii(k)
are given by

V ec
ii (k) = K

k2
, (E3)

where K = −Z2e2/ε0,

V dh
ii (k) = K

κ2
e + k2

, (E4)

where κe is the inverse screening length, and

V nh
ii (k) = iK

2kκe

[
ψ (1)

(
1 + i

k

κe

)
− ψ (1)

(
1 − i

k

κe

)]
, (E5)

where ψ (1)(x) is a trigamma function. The inverse screening
length is taken as

κe =
√

nee2

kBTeε0

F−1/2(ηe)

F1/2(ηe)
, (E6)

where F j denotes the complete Fermi-Dirac integral of order
j, and ηe is the dimensionless chemical potential of the free
electrons,

ηe = F−1
1/2

[
neh̄3

2

(
2π

mekBTe

)3/2
]

. (E7)

FIG. 13. (a) Ion-ion structure factors, Sii(k), for each Vii(k) using the mean parameters 〈�〉NH as shown in Fig. 3(a) (ρ = 4.6 g/cm3,
Z = 1.3, T = 5300 K). (b) Comparison of the tabulated incoherent scattering signal Iincoh [47], the bound electron form factor, f (k), and
the screening cloud, q(k), produced with DH and FW models using 〈�〉NH. (c) The synthetic diffraction signals produced with each Vii(k),
q(k), f (k), and Iincoh, as shown in (a) and (b), compared to the scaled experimental scattering signal. For this representative plot, the scaling
parameter, �, from Eq. (E1) was chosen using the NH Ifit (solid red curve).
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FIG. 14. Probability density functions for the liquid silicon density, pressure, and temperature state using the effective Coulomb (a),
Debye-Hückel (b), and nonlinear Hulthén (c) Vii(k) models. As in Fig. 3(b), the lower quadrant plots compare the 1, 2, and 3σ parameter
correlations for the MCMC converged x-ray scattering analysis (gray heat maps) and the combined density functions (red heat maps). The
diagonal histograms show the probability densities for each parameter. The VISAR distributions are added in blue for density and pressure.

The converged shock-compressed silicon conditions using
the effective Coulomb, Debye-Hückel, and nonlinear Hulthén
models are shown in gray in Fig. 14.

From the convergence parameters, the total plasma pres-
sure is determined using the “two-fluid” model described by
Vorberger et al. [53,54],

P =
(

1 + 〈Zi〉F3/2(ηe)

ne�3
e/2

)
nikBT − n2

i

∂ f XC
e

∂ni

∣∣∣∣
T

− n2
i

4π2

∂

∂ni

(∫ ∞

0
dk k2 χee(k, 0)

[
V eff

ei (k)
]2

)∣∣∣∣
T

− 2πn2
i

∫ ∞

0
dr r2

[
gii

(
r;V eff

ii (r)
) − 1

]
Veff,P

ii (r) , (E8)

in which the effective ion-ion interaction potential for the
evaluation of the excess ion pressure is defined as

Veff,P
ii (r) =

(
r

3

∂

∂r
− ni

∂

∂ni

)
V eff

ii (r) . (E9)

In Eq. (E8), �e is the thermal de Broglie wavelength of the
free electrons. The first term is the sum of the ideal gas
contributions from the ions and free electrons. In the second

TABLE III. Comparison of the liquid silicon conditions within
1σ for the x-ray scattering MCMC convergence and the combined
VISAR state using each ion-ion interaction potential.

Vii(k) ρ (g/cm3) P (GPa) T (K) Z̄

MCMC convergence

EC 5.5 ± 0.2 200 ± 60 6600 ± 2900 1.3 ± 0.3
DH 4.9 ± 0.2 250 ± 90 6900 ± 3000 3 ± 1
NH 5.2 ± 0.2 190 ± 60 6500 ± 3000 1.5 ± 0.4

MCMC and VISAR combined

EC 4.72 ± 0.05 110 ± 5 4500 ± 500 1.01 ± 0.03
DH 4.51 ± 0.09 104 ± 6 3400 ± 1000 1.5 ± 0.1
NH 4.56 ± 0.07 106 ± 6 5300 ± 1100 1.26 ± 0.04

term, f XC
e is the exchange-correlation contribution to the free

energy (per particle) of the interacting electron gas [71]. The
third term gives the contribution arising from electron-ion
interactions in linear response, where the static electron den-
sity response function, χee(k), is taken in the random phase
approximation, and the local field correction, Gee(k), is de-
termined using the effective static approximation [72]. The
fourth term gives the excess pressure due to ionic correlations,
where gii(r;V eff

ii (r)) is the pair distribution function of the ions
[73] evaluated with a consistent effective ion-ion potential.

APPENDIX F: COMBINING VISAR AND MCMC ANALYSIS

As shown in Fig. 3, given the VISAR and MCMC P-ρ
probability density functions, their subsequent joint probabil-
ity is defined as

Pr j (ρ, P) = Prm(ρ, P) × Prv (ρ, P)∑
ρ,P [Prm(ρ, P) × Prv (ρ, P)]

. (F1)

These 2D combined density functions are shown as red heat
maps in the lower left plots in Fig. 14. This formalism can be
extended into multiparameter dimensions as the x-ray scatter-
ing analysis has dependencies beyond density and pressure.
However, as VISAR provides no direct measurement of tem-
perature, we must define its 3D density function such that
Prv (ρ, P, Ti ) ≡ Prv (ρ, P, Tj ), where i ( �= j) describes a posi-
tion along the temperature axis. By using Eq. (F1), the 2D
phase space for pressure and temperature can subsequently be
found as

Pr j (P, T ) =
∑

ρ Pr j (ρ, P, T )∑
P,T

[∑
ρ Pr j (ρ, P, T )

] . (F2)

This process can be repeated in the ionization space.
The 1σ errors of each parameter’s joint probability den-

sity function, i.e., Pr j (ρ), are given in Table III. The phase
diagrams in Fig. 4 detail the 1σ errors from Pr j (ρ, P) and
Pr j (P, T ), shown as the dark red contours in the lower left and
central density maps in Fig. 14.
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