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We consider a system of classical hard rods or billiard balls in one dimension, initially prepared in a Bragg-
pulse state at a given temperature and subjected to external periodic fields. We show that at late times the system
thermalizes in the thermodynamic limit via a three-stages process characterized by: an early phase where the
dynamics is well described by Euler hydrodynamics, a subsequent phase where a (weak) turbulent phase is
observed and where hydrodynamic gradient expansion can be broken, and a final one where the gas thermalizes
according to viscous hydrodynamics. As the hard rod gas shares the same large-scale hydrodynamics as other
quantum and classical integrable systems, we expect these features to universally characterize all many-body

integrable systems in generic external potentials.
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I. INTRODUCTION

Interacting many-particle systems are notorious for bring-
ing up new emergent physical behaviors at large scales that
would be impossible to observe at the level of their elementary
constituents. Understanding and classifying the emergent laws
of nonequilibrium many-body dynamics is, therefore, one of
the main focuses of present-day physics. In the past years, a
lot of effort has been put into understanding the equilibration
and thermalization mechanism of isolated many-body inter-
acting systems, at theoretical [1-5] and experimental level
[6-13]. Indeed, while the postulates of statistical physics in-
dicate that eventually, the system thermalizes, or at least it
explores equally all the phase space at its disposal, much less
is known about the approach to equilibrium, especially with
regard to quantum systems [2,14—-16]. Violation of canon-
ical thermalization on the other hand, can be observed in
the presence of extra symmetries, for example, local sym-
metries, or extensive ones, as it is the case for localized or
integrable systems [15-18]. There, despite conserved quan-
tities are typically broken at large times in real settings, the
dynamics of quasi-integrable systems is of extreme interest,
as numerous experimental settings are much better described
by integrable systems than fully nonintegrable ones [6—12].
Global integrability is typically broken by other Hamiltonian
terms, such as the harmonic trap in a cold atomic setting, or
an inhomogeneous magnetic field. As a full quantum problem
is hard to numerically simulate for a long time, it is advisable
to introduce toy models that are expected to display the same
physics as the real quantum ones.

One of them is the hard rod gas, namely billiard balls with
a fixed diameter d in one dimension that scatters elastically at
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each collision. The model is clearly integrable [19-21] as all
the initial momenta of the rods are preserved by dynamics, and
it has been shown [19,22] to be described at large scale by the
same hydrodynamics characterizing generic integrable sys-
tems [23,24], i.e. generalized hydrodynamics (GHD) [25,26]
(see also various applications to cold atomic as well as spin
and fermionic systems [24,27-38]). Moreover, the dynamics
with integrability breaking terms in the hard rod gas has been
the subject of numerous studies recently [39] as indeed it is
expected to display many similarities with the one observable
in quantum gases.

In this letter, we study a model of hard rods in the presence
of external inhomogeneous potentials. We consider both a
trapping potential V (x) and a spacial dependent mass m(x).
While the latter may sound artificial, it actually mimics the
dynamics of quasiparticles in spin chains under inhomoge-
neous magnetic fields (as the magnetic field gives an effective
mass to the magnonic degrees of freedom, see for example,
Refs. [40,41]). We here show that the system thermalizes as
long as external fields are finite and inhomogeneous by means
of an effective viscous hydrodynamics. We observe that the
thermalization dynamics can be split into three main phases
in time: (I) an Euler phase where the dynamics almost follow
the one of the Euler GHD equations, (II) a turbulent phase, in
close agreement with two-dimensional wave turbulence [42]
phenomenology, where the state of the system deviates from
the viscous hydrodynamics prediction due to the proliferation
of hydrodynamic modes with high momenta. And finally, (IIT)
a diffusively thermalizing phase where the thermal state is ap-
proached exponentially with a time scale set by the diffusion
constant of the final thermal state, fixed by the viscous GHD.
While in phase I and III, viscous GHD equation correctly
capture quantitatively the dynamics of the gas, it can fail
to give correct predictions in phase II, due to a turbulence-
induced gradient catastrophe, induced by the creation of fine
structures in the fluid density by the chaotic Euler evolution.
Howeyver, if the initial momentum distribution is smooth, as
in the case of initial high temperature, the effect of such a
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turbulent phase is reduced and viscous GHD captures the
whole thermalization dynamics.

The hard rod gas. We consider a system of N billiard balls
of diameter d on a circle of length L with Hamiltonian given
by

6?
where 67 is the momentum of each particle with its center
positioned in x;, and where the interaction potential is the one
describing hard spheres (Tonks gas), U(x) = oo for [x| < d
and U(x) =0 for |x| > d. In this letter we consider time-
independent periodically varying external potentials, with a
wavelength £, namely, we consider

ni -
m(x) = m<1 + Ecos@rrx/ﬁ)) ;
V(x) = Vocos(2rx/L), 2)

and we set m = 1 generically. The Hamiltonian (D1) with
Vo = mo = 0 is integrable and is well studied in the literature
[43—47]. As scatterings are all elastic, the initial values of the
momenta 6; of the rods are conserved, giving N integrals of
motions. A generic stationary state of the integrable model,
with zero external fields, is given by a so-called generalized
Gibbs ensemble (GGE) [18], namely a thermodynamic state
where entropy is maximized given a distribution of momenta
p(6). One can simply use the mapping from free particles
to hard-core ones to initialize the system in such a state,
in particular, the spatial distribution of the particles is taken
to be a Poisson point process [20,48]. Such an initial state,
when averaged over different realizations, has all the correct
statistical properties of a GGE, i.e., the average number of
particles in an interval A is (dN(6, A)) = p(6)A and their
fluctuations are given by the correct susceptibility matrix (for
its explicit definition see, for example, [22]) C(0, 0")A =
(dN@, AN)dN (', A))¢. In this work, simulations are per-
formed always on a ring of length L = 10°, with N = L/2
particles and by averaging over 3 x 10° initial configurations.

II. VISCOUS GHD

The HR gas, despite being a purely classical model,
shares exactly the same large-scale hydrodynamics with
other quantum and classical integrable models, i.e., the GHD,
where the distribution of the rods momenta p(@,x,t) at
position x and time ¢ is taken as the effective hydrodynamic
fluid density. In the purely integrable case, there is no flow in
the 6 space, as all the momenta are conserved. However, in the
presence of external forces, the flow in 6 space gets activated.
Indeed, switching on external potentials generically leads
to integrability breaking. The momenta are not conserved
any more and the resulting equations of motions for the
rods, whenever the rod i is not in contact with any of the
other rods, result in x;(t) = G0 and éi(t) = qa;(t), with

m(x;)
acceleration a;(t) = §1(x;) + 6f2(x;)/2, where we introduced
the forces §;(x) = —9,V and f2(x) = —d,(m(x)~"). Including
exact viscous dissipative terms, the relevant hydrodynamic
equation takes the form of a two-dimensional fluid in the

0.0 05 10 15 20
t/toise
=

|Ku — Kug,|

04 06 08 10 HR (=10

t/tie ---- GHD (=10

-L0 —— HR (=40

---- GHD (=40

—— HR (=80

e --—- GHD (=80
—— Euler
—2.04 -=--- thermal
10-1 100 101 102

t/ tEul

FIG. 1. Comparison of kurtosis of the spatially integrated
p(0,x,1) of the exact hard rod (HR) gas dynamics with d =1,
and its diffusive GHD prediction, Eq. (3) (the inviscid Euler hy-
drodynamics at short times is also reported in black), with (a), (b),
(¢) Vo =0.5,mp = 0 and (d), (e) Vo = 0, my = 0.5, initialized in a
Bragg pulse state with low temperature 7, = 0.01. (a), (d) show
time evolution as a function of 7 /tg, and the insets b,e the approach
to thermalization as a function of #/mg. (¢) shows the spatially
integrated p(0, x, t) for both GHD prediction and exact hard rod
gas dynamics for ¢ /15, = 0.5, 5, 10, 20, 160 (increasing from light
to dark) and the expected spatially integrated thermal distribution.

effective space (6,x), with associated gradient V =
(3x, ), flow vector Ji, = (vffl, aff) and diffusion

matrix ®y,; [whose definition is given in Eq. (5)], reading as
%o+ V- (Jipp) = 3V - (D Vo). 3)

This equation is conjectured to describe generic integrable
systems under external fields, and it was first derived in full
generality in Ref. [49]. In Appendix D is given an intuitive
derivation in the case of the hard rod gas only based on
the kinetic picture, in the same spirit as in Refs. [50,51]. In
order to define the flow vector and the diffusive matrix, it is
useful to move from the elementary rods to the quasiparticle
tracers. The tracers are defined as labels associated with the
rods. During a scattering, the two rods exchange the tracer
label. Such tracers, therefore, move throughout the system,
experiencing jumps in space and momenta at each scattering
with other particles. Therefore, at the mesoscopic scale, the
phase space dynamics depends on the local density p(8, x)
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FIG. 2. Euler scale GHD evolution for d = 0 with my(x) = 0, Vy = 0.5 and £ = 5, initialized in a Bragg pulse state with width 7T, = 0.01:
(top) Plot of the spatially integrated density as function of momentum 6 at different times. (middle) Plot of the density as function of momentum
6 and position x. (bottom) Log-Log plot of the absolute value of the Fourier transform in 6 of the spatially integrated density as a function of
Fourier vector ky. At t = 0 the decay is exponential while within the turbolent phase ¢/£ 2 1 we observe the (fitted) decay k,* with o ~ 2.
We stress that, in the noninteractive particles limit d = 0, the Euler scale GHD is exact at all times.

and is described by the flow vector
o ( vy = (0 — p0d)/(m(x)(1 — pd)) ) @
P \at = 51 12(02/2 - 0602d/2)/(1 - pd))

where overlined quantities denote integral over momenta f =
[ d6 f(6). Since the hydrodynamic flow (4) depends nontriv-
ially on the local particle density p(0, x), it is subjected to
a diffusive broadening due to its local finite thermodynamic
fluctuations defined by the susceptibility matrix C(6, 6"). No-
tice that in nonintegrable systems such quadratic fluctuations
of convective currents give generically only a lower bound to
the diffusion constants [52], while in integrable ones they fully
saturate them [53]. Here we show that the latter remains true
also in quasi-integrable systems.

The diffusion coefficients 2, are then defined as gener-
ators of reversible Markov jump processes induced by such
density fluctuations [19,23] and are equal to

Dip) = 50,0’Ad9”p(9/',X)g(9,9") —p(0',x)g(0,0"), (5)

where 8y ¢ is the Dirac delta in the momenta space and the
kernel matrix g is defined by

p [v510) = v @) & (affy ) — affy(©1)

2 off (o eff (g (@ 0)—a (') .
d 50,9/((1[01(9) agy (@ )) T @@

(6)
eff eff

with & o = sgn(v[p] 0) — Uil (0")) (for a full derivation from
kinetic theory see Appendix D). While the left-hand side of
Eq. (3), which corresponds to the Euler GHD equation, has
numerous integrals of motion [54,55] and does not thermal-
ize, one can show (see Appendix C) that the viscous terms
on the right-hand side break most of the conservation laws,

and the fixed point of Eq. (3) is a thermal local density
approximation state, (as discussed also in Refs. [49,56]) de-
termined only by the inverse temperature 8 and chemical
potential u, fixed by the only conserved quantities: the in-
tegrated density No = [ dx [d0p(0, x,0) and energy Ey =
[dx [dBp(6,x,0)(6*/(2m(x)) + V(x)). In terms of these
parameters, the thermal distribution reads

_ 2 _
pn(0;x) ~ e Bn(x)6=/2+V () —) 7

We here will consider the integrated distribution in space
p@,t)= f dxp(6, x, t) and show that at late times thermal-
ization is achieved p(6,t) — pwm(6) under the effect of the
external forces and internal viscosities, by means of the mech-
anism we describe below.

III. THE THREE-STAGE THERMALIZATION

We now focus on a concrete example of dynamics from
an initial state. We mimic the state created by a strong Bragg
pulse in cold atomic gas, as done for example in [6,13]. In the
context of the hard rods, we prepare a spatially homogenous
gas with a distribution of momenta given by two Gaussian
peaks with a given initial temperature Tj

2
(0—0Bragg)”  (6+8Brge)”

p(B.x,t=0)~e M e T ®)

with normalization fixed by density p =1/2 and with
OBrage = 1 here for convenience. We then let the system evolve
under an external field, either with V;y or m finite. We solve the
GHD Egq. (3) by means of a combined fourth- order Runge-
Kutta method as defined in Ref. [57] and an implicit midpoint
method and by rescaling space x and time ¢ by £, which allows
solving it in x € [0, 1], by adding a factor 1/¢ in front of
the diffusive terms. We compare the GHD prediction with
exact numerical simulations of hard rods, see Appendix A for
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FIG. 3. GHD evolution, Eq. (3), with my = 0 and V;, = 0.5 and £ = 80, initialized in a Bragg pulse state with 7, = 0.01: (top) density plot
of the density p(0, x, t) as function of momentum 6 and position x at different times, for rods with length d = 1. (bottom) Log-Log plot of
the absolute value of the Fourier transform in 6 of the spatially integrated density as a function of Fourier vector kg and three different values
of the rods’ length d. At time ¢ = 0 the decay is exponential while within the turbulent phase gy St S fpigr, we observe the decay as k; *
with & ~ 2 in a range of kg < 1/ Agnk With Agp, ~ pd>. The plot for the mass field my = 0.5 and V;, = 0, as well as with the exact hard rods

simulations, is in Appendix E.

details on the algorithm. We focus on the integrated density
p(6) (which can be obtained by a trap-release protocol in a
cold atomic setting [12,58]) and in particular on its kurtosis
Ku(t) = 64/(6%)*> — 3 with the overline average taken with
0(0,t) as a measure, see Fig. 1. When my = 0, thermalisation
is manifested by Ku(z) — 0 at large times, signaling that
the integrated distribution converges to its thermal value (7).
However, when mg # 0 the integrated thermal distribution is
not a Gaussian, as can be seen from expression (7) and a dif-
ferent value of nonzero kurtosis is therefore expected at large
times. For values of ¢ relatively large to ensure the validity
of the fluid cell approximation, at times ¢ < gy = £1m/Oprage
we always observe agreement between numerical hard rods
simulations and viscous GHD, where the latter can also be
simplified to its Euler formulation with no dramatic change
of behavior, see Fig. 1 where the Euler GHD prediction is
reported (up to the time after which the numerical simula-
tion becomes unstable). We denote this phase as the Euler
phase, where the dynamics is purely given by an adiabatic
Euler flow. As soon as time becomes comparable with ~g
something dramatic happens: when the gas initial tempera-
ture is small T/ (szmgg) « 1, the exact numerical simulations
and the hydrodynamic predictions do not agree any more,
even for large ¢ (actually larger is ¢, stronger are the de-
viations from hydrodynamics). We denote this phase as the
turbulent phase. This phase is characterized by a prolifer-
ation of discontinuities in the derivative of the momentum
distribution p(@, x, t), causing the hydrodynamic gradient ex-
pansion to break down (gradient catastrophe), whenever the
gas is interacting (a similar mechanism for free fermion
gases was discussed in Ref. [59]). In order to quantify such
a discontinuous behavior, we plot the absolute value of the

Fourier transform in 6 of the integrated momenta distribution
IF[p1ke)l = | [ dO™p(0,1)|/27, see Figs. 2 and 3. The
latter decays exponentially in ky at short times (being the
Fourier transform of two Gaussian peaks) to then develop
a power law decay as k, >, compatible with the presence
of cusps. In the free particle case d = 0, the same prolif-
eration of discontinuities in the single particle density p(6)
occurs as shown in Fig. 2, but being Euler hydrodynamics
the exact description of the system, with no higher derivative
terms, no breaking of hydrodynamics expansion occurs. This
clarifies that such proliferation of discontinuities is purely
generated by the chaotic Euler dynamics, but it is only in
the interacting case d > 0 where this causes the breaking
of hydrodynamics, due to the breaking of the hydrodynamic
gradient expansion. Moreover, in the interacting case, due to
the presence of nonzero viscosity, for momenta larger than a
dissipation scale ky = 1/ Agink (the latter fixed by the viscosity
Agink ~ ® /OBrags ~ d*p and by the initial temperature 7p),
the power law decay transients to an exponential one, as
expected from typical turbulent spectra. As the system under
consideration here is not driven, eventually viscous terms take
over as time progresses and redistribute smoothly momenta in
the (0, x) space. At times ¢ ~ fpjg, with (see Appendix B for a
derivation)

Ipift = e mGBragg/(dszO)y

toisr = €% m*(m — my)* [ (myd” pOprage ) )
respectively, in the presence of space-dependent trapping
potential or space-dependent mass, there is no trace of tur-

bulent behavior any more and the system thermalizes by
redistributing a remaining low-momentum density ripple (in
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FIG. 4. Kurtosis of the spatially integrated p(6, x, t) of the exact
hard rod gas dynamics with d = 1, Ogryge = 1, To = 0.01, £ = L and
(a) my = 0, (b) Vo = 0. The dynamics is shown for different values
of d, p, L and (a) Vp, (b) my. The Log plots show the time evolution
as a function of the rescaled time given in Eq. (9): (a) f/tpix =
tdszO/(gBragggz) and (b) t/tDiff = ldzlb@Braggmg/(mz(m - m0)2£2)~
The collapse of the curves is in agreement with the definition of
diffusive time scales given in Eq. (9).

x direction) on a time scale set by the minimal diffusion
constant in the system (in Fig. 4 are shown plots of kurtosis
in rescaled times ¢ /tpi in the presence of space-dependent
trapping potential and space-dependent mass). In this phase,
denoted as diffusively thermalizing phase, hydrodynamics is
restored and gives quantitatively correct prediction for the
decay time and the momenta distributions.

It is important to stress again that the inset of the turbu-
lent phase does not signal the breakdown of Euler GHD but
rather the breakdown of hydrodynamic gradient expansion, so
that viscous GHD fails to provide a complete (quantitative)
description of the state. As a matter of facts in the free particle
case d =0, as shown in Fig. 2, the single particle density
experiences a similar turbulent behavior, induced by the fine
structures in the phase space generated by the chaotic Euler
evolution; however, as in this case Euler hydrodynamics pro-
vides an exact description of the dynamics of the system, and
all higher derivative terms are always zero, there is clearly no
breakdown of the hydrodynamics expansion.
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FIG. 5. Comparison of kurtosis of the spatially integrated
p(@,x,t) of the exact HR gas dynamics with d = 1, and diffu-
sive GHD prediction for a larger initial temperature 7o = 1.0. Line
(a) indicates the kurtosis value of the thermal spatially integrated
pm corresponding to the case Vo = 0, my = 0.5 and line (b) to the
case with V; = 0.5, my = 0. Colored dashed lines correspond to the
GHD predictions and solid lines for the exact hard rod dynamics
(the inviscid Euler hydrodynamics at short times is also reported in
black).
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Finally, we emphasize that the relevance of such a turbulent
regime depends on the initial state. Initial states of the type of
Eq. (8) with larger T/ GBmgg ratio, have larger Ag and thus
a less pronounced turbulent phase and diffusive GHD well
reproduces the dynamics at all times, see Fig. 5. Moreover,
we also stress the surprising consequence of our results: the
GHD description is actually more accurate when ¢ is small,
i.e., for strongly broken integrability, as compared with large
£, i.e., for weakly broken integrability. Clearly, if € is taken to
be very large, the time scale for turbulence # ~ fg, o £ and for
thermalization ¢ ~ fpir o £% does increase, but the turbulence
phase will be even stronger as £ is increased, as diffusion
needs longer times to fully redistribute momenta throughout
the system.

IV. CONCLUSION

In this letter, we have studied how under the influence of
external fields, a system of interacting hard rods thermalizes,
a question that has received contradictory answers in the
past few years [55,60], and which is extremely relevant in
order to understand the thermalization mechanisms for quasi-
integrable models.

Our findings are summarized as the following: in the case
of smooth (in momentum space) initial states, the evolution of
the distribution of momenta remain also smooth both in space
and momentum direction, and viscous GHD provides an exact
description of the thermalisation dynamics. When instead the
distribution develops cusps, a turbulent phase kicks in and the
hydrodynamic gradient expansion fails: viscous GHD is not
enough to predict the whole thermalisation dynamics, yet it
provides a good description of the system at early and, surpris-
ingly enough, late times. Therefore, quite counter-intuitively,
viscous GHD predicts more accurately the behavior of a gas
with strong external forces rather than one with weak ones.
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We stress that our findings here are for generic external
forces. The case of exact harmonic confinement, for example,
or other potential can present specific features. As turbulence
tends to delay the inset of the thermallization time, see Fig. 1,
we can expect that the latter can be delayed arbitrarily for
specific form of the external force, namely phase II can, in
principle, last infinitely (indefinitely), even in the presence
of diffusion. We conjecture that this may explain the lack of
thermalization observed in the case of harmonic confinement
[55,60], and we leave the problem for the near future.

Our work may open new unexplored and exciting di-
rections, in particular on the nature of turbulence and
hydrodynamic breaking and restoration in quasi-integrable
systems. Indeed, as their effective hydrodynamics is two-
dimensional, weaker forms of turbulence, as for example the
wave turbulent phase, recently observed in a two-dimensional
weakly interacting Bose gas [61-63] and in other quasi-
integrable systems in Ref. [64], are therefore possible. This
paper provides an example and may open the way for new
exiting developments for example within the Lieb-Liniger gas
or the Gross-Pitaevskii equation [58,65,66], which could open
the way to a possible experimental observation of such a
turbulent behavior.
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APPENDIX A: THE HARD RODS ALGORITHM

In this Appendix, we describe the algorithm used to sim-
ulate the dynamics of a hard rod gas. We consider a system
of N particles {P;, j =1,..., N} having length d and co-
ordinates {(x;,6;), j=1,...,N}. They move freely in a
one-dimensional space of length L, except for elastic colli-
sions that conserve energy and momentum. The particles are
also ordered from left to right x;;; > x; + d. The single-
particle Hamiltonian of the system is

2

2m(x)

H@,x)= + Vi(x), (A1)
where V|(x) is an external trapping potential and m(x) is a
space dependent mass. The hard rods algorithm for the time
evolution of the system is the following [67]:

(1) Initialize the system in a GGE state (see Sec. A 1).

(2) Find the pair of particles {P;, P;,} that scatter first and
their scattering time #.qj;.

(3) Let all the particles evolve without interaction until
Teoll-

(4) Perform the scattering between particles {P;, Pj.}.

(5) Iterate 1-3.

1. Initialization of the system

We discuss here how to initialize the rods in a GGE state,
homogeneous in space and with an arbitrary momentum dis-
tribution A(6).

In a hard rod GGE state, the distribution of particles in
space is a Poisson point process [20,48]. In particular, the
probability of finding the edges of two neighboring particles
at distance y is equal to

R
e )1711;;7

P@y) = (A2)

1—dp

with p = N/L. In order to impose such statistics, we initialize
the system with the following procedure: we place the particle
with j = 1 at distance y; 4+ d from the left border, where y,
is extracted from a distribution (A2). We repeat for particles
with j > 1, placing them at position x; = x;_; +y; + d until
we reach the right border. Then we extract the momentum of
particles from the distribution 4(6). It can be proven that the
mean number of particles in the system is actually N.

2. Free particle dynamics and collisional time

The equations of motion for the Hamiltonian defined in
Eq. (Al) are

_ 0
. (A3)
{9 =110 + & f200),
with | = —0,Vi(x) and |, = —3,m~ (x). Considering non-

trivial potentials, the system (A3) of nonlinear differential
equations is not solvable analytically. Thus, we use a second-
order explicit Runge-Kutta method to compute the time
evolution of a free particle.

We adopt a time discretization with time step dt and evolve
the particle coordinates {x(,—1j, On—11} = {X[n], Oy} accord-
ing to the equations

+ Ko dt
X[n] = X[n— s
[n] [n—1] m(Kx,n)
KZ
O = Op—ny + | F1(Kx.n) + fZ(Kx,n)% dt,
9[,,,1] dt

Kx,n =xp-nt+t——mm—,

=l m(xpa—17) 2

9[2,,,1] dt
Ky = Oy + | F1Cpn=17) + F2Opu—17) > |7 (A4)

where {xp,, 0,;} is the Runge-Kutta approximation of
{x(t,),0(t,)} with ¢, =ndt. According to Eq. (A4),
the collisional time between two neighboring particles
{Pj, Pjt1} is

[j _ d_(xj+1_xj)
0141 /mxpr) — 0;/m(x;)

+ OWdt?). (A5)

Hence, at each time step, we evaluate the minimal
collisional time #.,; = {min tcjou, j=1,...,N — 1} between
particles. As long as t., > df is valid, we perform the Runge-
Kutta time evolution using Eqs. (A4) with time step dt. When
teon < dt, we perform the Runge-Kutta time evolution with
time step #.on and then we perform the collision.
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3. Collisions between particles

In the HR gas, the particles experience contact interac-
tion that conserves energy and momentum. Hence, two rods
{Pj, P11} interact only if x;.; = x; +d.

Considering the scattering between particles {P;, Pj;1}
with initial coordinates {x;, 0}, {xj41 = x; +d, 6,41}, their
momenta after the collision will be

of 2m(xj11)0; — m(x;)0;41 + m(xj+1)0;+1
b m(x;) + m(x;p1)

ot — 2m(x;)0;41 — m(xj41)0; + m(x;)0;
J m(x;) + m(xjq1)

(A6)

Thus, in the case of constant mass m(x) = my, the particles
simply exchange their momenta through collisions.

APPENDIX B: THE GHD EQUATION FOR A HARD
ROD GAS WITH FORCES

In this Appendix, we introduce the GHD theory for a HR
gas in the presence of external forces. In particular, we con-
sider a one-dimensional gas of hard rods with length d and in
the presence of the external trapping potential V;(x) and with
a space-dependent mass m(x) such that the bare energy and
momentum of a single particle are defined as

2

2m(x)

€0,x) = +Vix), p@,x)=06. (B1)

In the absence of external potentials, the system is clearly
integrable [19-21] and it has been proven that at large scale
it is described by GHD [23,24]. In Sec. B1 we define the
dressing operator for the hard rod gas, and we describe the
GHD at the Euler scale. In Sec. B 2 we define the full GHD

equation with viscosities and force terms of the system.

1. The GHD equation at Euler scale

We consider an ensemble of hard rods moving in one
dimension with velocities v. The quasiparticles are identi-
fied with trajectory tracers, following the centers of particles.
Whenever two particles collide, the two tracers associated
with them, exchange their position. Thus, they compute an
instantaneous displacement of d in space, with d equal to
the length of the rods. The momenta 6 of the quasiparti-
cles can be identified with the velocities v of the particles.
Hence, we can define a local stationary state via the local
density of quasiparticles p(6, x,t) so that p(0, x, t)dxd6 is
equal to the number of particles in the phase space interval
[(x,x +dx), (6,6 + dO)].

Since the spatial displacement of the quasiparticles at each
collision is not dependent on their momenta, the scattering
kernel (in real space) is particularly simple

, d
T,(0,0") = ——. (B2)
2

Given the scattering kernel (B2), we can define the dressing

operation for single-particle functions f(6, x)

fdf(e,x)zf(e,x)—d/ dop,x,1)f(,x). (B3)
R

Thus, if we use the dressing operation on the identity we
have
1 =1—p(x,1)d with px,1)= / dop(,x,1).
R

‘ (B4)
The effective velocity v° (6, x) of a quasiparticle is defined
by [68]

off _ (8p€)"
U[p](g’ x) = (30p)dr ’ (BS)
and the effective acceleration a*f (0, x) is defined by
S (_axe)dr
aff](é’,x)z(a—p)dr. (B6)
o

Using the explicit form of the single-particle energy and
momentum (B1) and the dressing operation (B3), we get the
expressions for the effective velocity and acceleration for a
HR gas
6 —d [db0'60' p® x, 1)

mx)(1 —p(x,0)d)

02 167 /

5 —d [pdd'5pO, x,1)
fif 2 R 2

aiy (@, x, 1) = fi(x) + f2(x) | — 5. 0d

v (0, x, 1) = (B7)

3

(B)

where we defined f; = —0,Vi(x) and f, = — 1 (x). The
expressions (B7) and (B8) are equivalent to the components
of the flow vector J defined in the main text.

Thus, the GHD equation at the Euler scale reads

(0, x, 1)+ 0 (v(0. x,1)p(0, x, 1))

+ 9 (a0, x,1)p(0,x,1)) = 0. (B9)

[p]

2. The diffusive GHD equation with forces

In this section, we take into consideration the second-order
terms in the hydrodynamic expansion. The diffusive GHD
equation in the main text can be written as [49,69]

0 + 0 (V1) + B (afy0)

= 3[0:(D[})"8:p) + 8:(D], 0 )

+ 0(D0.0) + 0 (D27 0p) ]. (B10)

where the diffusion matrices ®p, is a 2x2 matrix of operators
defined as

5‘3[,)](9,9’)=d2(59,af/ dip(k,x,1)g(0, k)
R

—p(@,x,t)g(@,@)), (B11)

with 8y ¢- Dirac delta. We also defined the kernels g(6, 6") as
[vifh©@) = v§T@)] oo (a5 ©) — aifl©))

[p] [p]
(ufﬁﬂ (0)—uff] (0))*

o @)@

g =
d> \ & (a0) — a(0")
(B12)

3. Euler and diffusive time scales

Here we consider a system of hard rods prepared in a
homogeneous state with distribution of momenta given by
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two two Gaussian peaks centered in 6 = £60p,g, and with a
given initial temperature Tp. Since rapidities have the same
units as momentum, the unit of velocity is v ~ Oprage /m. The
macroscopic length scale of the system is the parameter ¢,
defining the potential trap and the space dependent mass.
Then, the Euler time scale is given by the macroscopic unit
of length and velocity : tgy = m€/Oprage.

To compute the diffusive time scale we firstly consider
the case with my =0 and V; # 0. In this case, from GHD
equation, we know that the diffusive time scale is inversely
proportional to the force F' ~ Vj {E and to the diffusive ker-
nel D ~ d?p/m. Since [D[5"Vo/€17! = [1*/¢?], then the
only time scale that we can define using these quantities,
together with the unit of velocity and length, is

gBraggE2
d*pVy
Now we consider the case with Vy = 0 and my # 0. Again,
the diffusive time scale is known to be inversely propor-
tional to the to the force F ~ §,6% and to the diffusive kernel
6.0 - . x,0 —
D ~ d? P30 g, Since [D[ 126717 = [1*/m*¢?),
the only time scale that we can define using this quan-
tity, together with the unit of velocity and length, is tpi =
(dzi)ém(x)2f393mgg)’l. Using that (m2()c)f%)’1 ~ Bm*(m —
my)? /m we can express the diffusive time scale in terms of mg

Ipiff = (B13)

m?(m — mgp)?

Ipiff = (B14)

25 3
d IOQBraggmo

APPENDIX C: STATIONARITY OF THERMAL
DISTRIBUTION UNDER DIFFUSIVE GHD

In this Appendix, we show that the thermal distribu-
tion is stationary under diffusive GHD. Namely, we prove
that the thermal distribution py, (6, x) is a solution of the
equation,

— 0, (ffh 1) — Do (afin 1) + 3[0:(D);) o)

+ 0:(D E:{hz]) dopm) + 05 (D Ef,:hl]) o) + 9 (D Ef,mz]) o) |

In order to do that we introduce some explicit expressions
for the derivatives of a thermal distribution. This latter is
defined via the function

d —en(®)
€n(0) = Bw(@;x) —u+ —— [ doe™ "
2m
2

wlN =2

+ Vi(x), (€2

as ng () = e~ at each point x. It satisfies the relations

02
O = (1 — dpw)Bfinm + ﬁfz’%(g - déth)s

dgnm = —BOngm/m(x),

docp _
Oxoth = —(l_—d;_:th)pth + (1 —dpw)Bfiom
92
+ ﬂfzpm(; - déth>,
d9 ot = — B0 pm/m(x),

8x)5th = (1 - dﬁth)z(ﬂfll_’th + ﬂfzéth)v

with ey, = fd@ pth(9)92/2 and iy, = fd@ 0pn(0) = 0.
Firstly, we derive the explicit expressions for the Euler
terms in Eq. (C1) using the formulas (C3)

BX(UF;fh]Pth) = 0,(Ong/m(x))

= 0(0xnm)/m(x) — Ofany
92
= —f10p ot + ﬂf29<? - déth)nth/m(x) — Ofanm,

(C4)

(C3)

92
9 (af 1pn) = F100 ot — BF20 (7 - déth)nth/m(x) + Ofang,

= —0c(punvfj,y), (C3)

hence, the thermal distribution is stationary under Euler
GHD. Then we take into consideration the diffusive terms of

=0. (C1) Eq. (C1), as follows:
J
d2,3f2 92 9/2
(1,1) N (1,1) (1,1) /
D Oxon = /Rde/[pth(@ )85y 0x o (0) — P (0)gy depn(0)] = G — don) Rd9/|9 - 9/|<7 - 7)/)111(9)/%11(9 ).
(C6)
D20 i = /R do'[pn(0)g5 5 9 pin(0) — puin(0)gl 5 9o o (6]
d2 92 9/2
- —A_/ a0'16 =01 ( L = ) p@pu@)
m(x)(l — dplh) R 2 2
=~ 0m, (&)
Do pn = /R o[ pn (01855 0.0 (0) — (01855 Depin ()]
d2 B2 ) 02 72\ 2
= (I—’Zfljh) | d8'sgn(® — 6 )(7 - 7) Pn(@)pn(0"), (C8)
- tl
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DD o = / do'[ o (0855 0 () — P (045 96 o (6]
R

d2 ﬂf% 92 2\ 2
=——=— [ dO0'sgn(0 — 0" =— — — 0 o’
(0 —dpn) Jr sgn( ) ) ) Pn(0)pn(6°)
= -2V, pun, (C9)
where we used the relations (C3) and the symmetry of the operators @E;)]J ) with i ,Jje{l,2}.
Thus, we proved that the thermal distribution is stationary also under the diffusive terms of GHD equation
0 (D 3100 + D7 o o) + 5 (D5 0100 + D57 8o o) = 0. (C10)

APPENDIX D: KINETIC PICTURE OF GHD EQUATION

The aim of this Appendix is to give a kinetic interpretation
of GHD equation. In Sec. D1, we derive the Euler GHD
equation in the presence of external forces using only kinetic
arguments. Next, in Sec. D 2, we give a kinetic interpretation
of the diffusive terms of Eq. (B10) as diffusive corrections to
ballistic quasiparticle spreading.

1. Kinetic derivation of Euler GHD equation

In this section, we extend the argument presented in [20]
to derive the Euler GHD equation in the presence of external
forces. We consider a system of hard rods of length d. The
one-particle Hamiltonian of the system is

2

2m(x)

with V] (x) external trapping potential and m(x) space depen-
dent mass. The Hamilton equations associated to (D1) are

0
m(x)’

H@®,x) =

+ Vix), (D)

. 02
0 =fi(x)+ ) F2(x),

where we defined §f; = —d,V;(x) and f, = —3,m~'(x). Con-
sidering the system in the thermodynamic limit, we introduce
p(6, x,t) as the average particle density of the gas, namely
p(0, x, t)dxdOdt is equal to the number of particles in the in-
terval [(x, x + dx), (6,0 +dO), (¢, t + dt)]. The total particle
density is given by

B(x, 1) =/ dop@,x,1).
R

The particles are also labeled to exchange their position dur-
ing the elastic collisions. Namely, each particle moves freely,
according to Eq. (D2), except for jumps in position and mo-
mentum at each collision [20,23]. On a time scale much larger
than the mean free time, the particles will move with an
effective velocity and effective acceleration that depend on all
the collisions that they make. In particular, each time a particle
collides from the left (right) with another one, its position is
shifted to the right (left) by d. Hence, the effective velocity of
a particle having momentum 6 must be equal to

(D2)

(D3)

G, x, 1) = 9 +d/d9’(n+(9, 0"y —n_(0,0")), (D4)
m(x) R

where ny(_y(0, 6")dtd0’ is the probability of a particle with
momentum 6 making a scattering with a particle with mo-

(

mentum in [0',0" 4+ d6’'] from right (left) in the time step
[t,t +dt]. The average distance d(x,t) between particles
in the interval [(x,x + dx), (¢, 4+ dt)] is given by the ra-
tio between the total free space and the total number of
particles,

- dxdt —dp(x,t)dxdt 1 —dp(x,t)

d(x, 1) = — = — .
p(x, t)dxdt px, 1)

The probability of the particle firstly colliding with an-

other one having velocity in the range [6',0" + d6'] is

(p(0’,x,t)/p(x,t))d0’. Thus, assuming that the space-

dependent mass m(x) is slowly varying compared to the

dimension d of the rods, the probability of having this
scattering in the time interval [z, ¢ 4 dt] is equal to

d(n.(0,0') —n_(6,0))dtdo’

P(_Q’,x,t)de/ (9/m(x)—_9//m(X+d)))dt
p(x,t) d(x,t)
PO, x,t)

_ o .
= d A —dpay b~ 0)drdo + Oddam ™ (x).
(D6)

Using the probability (D6) in Eq. (D4) we get the explicit
expression for the effective velocity

I I
v (@, x. 1) = 0 +d/ 40 o0, x,t)(0 —6) ,
m(x) R m(x)(l —dp(x, t))
which is equal to the one previously shown in Eq. (B7). The
effective acceleration is expected to have a similar form as
(D4), but with a different kernel T3 (0, 0”) defined as the jump
of momenta at each scattering,

a0, x, 1)

(D5)

=d

()

=d"(0,x) + / do'Ty(0,0")(ny(0,0") —n_(6,0"))
R

p@®,x,1)(0 —6")
m(x)(1 —dp(x, 1))’

where a® (9, x) = f1(x) + %fg(x) is the bare acceleration
shown in Eq. (D2). We now derive an explicit expression
for the kernel T3(0, 0’). Since the collisions are elastic, they
conserve energy and momentum of the two particles that are
colliding. Thus, if a particle of momentum 6 collides with a
particle with ', its final momentum will be

_ 2m(x +d)0 —m(x)0" + m(x +d)o’
B m(x +d) + m(x) '

=a"(0,x) +/ do'Ty(9,6") (DY)
R

Qf

(D9)
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Assuming that m~!(x) is slow varying compared to the dimen-
sion d of the rods, we can expand it in derivatives: m (x4
d) =m'(x) — df2(x) + O(d*3>m~'(x)). Hence, the series
expansion of m(x 4+ d) around d = 0 is

M =1+ df2(x)m(x)
m(x)
+ O(d*(@m™ ") /m(x), d*(3;m™") /m(x)).
(D10)

J

/ 2
a(0, x,1) =abr(9,X)+df2(x)/ d@/M(Q
R

1—dp(x,t)
which is equal to the formula (B8).

2 2

Expanding up to first order the Eq. (D9) we get
67 =0 + dfam(x)(0' +0)

+ O(d*@m™"y* /m, d*d;m™" /m). (D11)

Thus, from the linearization (D11) of Eq. (D9) we can express

the scattering kernel in momentum space as

o' +06
>
Finally, using the formula (D12) in the effective accelera-

tion (D8) we get

T,(0,0) =67 — 0 ~ dfym(x) (D12)

2 62/2 —d [d6'p(6', x,1)0" )2

1—dp(x,t)

) = fi1(x) + f2(x) . (DI13)

Now we impose the local conservation of mass on a fluid cell which is initially at time 7 in the interval [(x, x + dx), (6,60 +
df)] [20]. After a time step dr, the initial interval is transformed into [(x + v*(6,x, 1)dt, x + dx + v*"(6, x, 1)d1), (6 +
a6, x, t)dt, 0 + do + a*f (0, x, t)dt)]. Imposing the conservation of mass, we find the equation

00, x, 1)dxd = p(0 + a0, x, t)dt, x + v (0, x, t)dt, t + di)[dx + v*T(x + db, x, t)dt — v (0, x, 1)d1]

eff eff

where v®" and a

pO,x,t +dt)— p(@,x,t) n

dt

+ a9, x,1)

+ p(@,x,t)(

Hence, the Eq. (D15) is formally identical to the Euler GHD equation

x [d6 + a0, x +do, 1)dt —a (B, x, 1)d1], (D14)
are defined in Eq. (D7) and (D13). Taking into consideration only first-order terms we get
V(g x. 120X 0O, 0t 0 = p(0. 5,0
veff(0, x, t)dt
pO +a (O, x,t)dt,x, 1) — p(0, x,1)
a*f (0, x, t)dt
v +do, x,t) —vT(B, x, 1) n a0 +do,x,t) — a0, x,1) _o. D15)
dx de
8,08, x,1) + 8:(v"(0, x,1)p(8, x, 1)) + 3y (@™ (8, x,1)p(8, x,1)) = 0. (D16)

2. Diffusive corrections to ballistic quasiparticle spreading

The purpose of this section is to give a kinetic interpreta-
tion of the diffusive terms of Eq. (B10) as diffusive corrections
to ballistic particle spreading. In particular, we will generalize
the argument presented in [50] in the case of a system with
free particle Hamiltonian (D1).

We consider the trajectory (x(z), 6(¢)) of a single particle
on the phase space. At the leading order, the particle moves
ballistically with (x(z), 0(1)) ~ (v(8, x), a" (0, x)), where
the physical interpretation of these relations is explained in
Appendix D 1. Since this ballistic spreading depends on the
interaction with the other particles in the system, it is sub-
jected to a diffusive broadening due to the fluctuations of the
statistical ensemble [50].

Our aim is to compute the variance of the fluctuations R =
(8x, 80) of the quasiparticle’s trajectory in the phase space
induced by a fluctuation in the density of particles at (6’, x).
Namely, we want to compute

(R®R®,x,1)|,

_ [ 80, x, )0

(6x80(6, x, 1)) o
T\ (8x86(0, x, 1)) g

(592(9,%1‘))6%/)’ (D17)

(

where we defined (e)¢ as the connected part of the average
over the GGE. Let us first consider the space variance and
express it in terms of density fluctuations

(8320, x, ) lo = (80T )*) gy
_ t2 8veff(9)
n(0")
where n(0, x, t) denote the generalized Fermi factor, that for
the Hard Rod system is n(0, x, t) = p(0,x,t)/(1 — p(x, t)d)
[68]. The density fluctuations of a GGE state, computed over
an interval of length A, are diagonal in position and momen-
tum [50,70] and for the hard rod gas are equal to [23]
(8n(0, x)n(0', X)) = (n(8, x)n(®’, x")) — (n(8, x))(n(@', x"))
n(, x)

Al —ap(x))
(D19)

2
) (8n(@*)°,  (DI8)

=5(x —x)8(0 — 6"

Since the collisions between quasiparticles with momenta
6 and 6’ can happen only inside the light-cone defined by
the velocity v*f(8) — v° ("), the fluctuations must be com-
puted over the region of length A = ¢[v°(8) — v°T(#")|. The
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FIG. 6. GHD evolution with my(x) = 0.5 and V;, = 0 and ¢ = 80, initialized in a Bragg pulse state with 7, = 0.01: (top) density plot of
the density p(0, x, t) as function of momentum 6 and position x at different times, for rods with length d = 1. (bottom) Log-Log plot of the
absolute value of the Fourier transform in 8 of the spatially integrated density as a function of Fourier vector k, and two different values of the
rods’ length d. The behavior of the system, in this case, is qualitatively the same as the one shown in Fig. 3 of the main text.

derivative of the effective velocity with respect to the general- of the quasiparticle trajectory,
ized Fermi factor can be computed from Eq. (B5) and is equal
to (8x%(0,x,1))° = t/ do'p(0',x,1)g,,(0,0")
R
s (x, 0,1 = tdiag(D[ "), D22
V0D 1 - pl ) 0, x, 1) = 0 x, 1), ta5(2p) —

dn(x, 0, t . . .
n(x ) (D20) where dlag(DE;’]l)) is the diagonal part of the (1, 1) compo-

Hence, using the relations (D19) and (D20) inside  nentof the diffusion matrix D). .
Eq. (D18) we get Now we take into consideration the variance of the tra-
jectories in the momentum space. Using the same argument
presented above, we can express it in terms of density fluctu-

2 c _ 2 / eff _ effrpr
(6x7(0, x, 1)) g = td"p(0', x, 1)V (0) — v™(8')] ations,

=tp(6/7 x’t)gl,l(o’gl) (D21) <892(9 X t)>c|6’ =t2((8aeff)2>6|0/
where g is the matrix defined in the main text. Integrating over 2 8a*(6)\ (Sn@)¢ (D23)
the fluctuations of all quasiparticles, we get the full variance o sn(®") ’
100 t/tga =0.0 t/tgg=1.0 t/tgg =2.0
1072 ‘\/‘ o T .
|F (7]
107
107 10t 10t 10t
k@ k& k0

FIG. 7. Exact hard rods gas evolution with my(x) = 0 and Vy, = 0.5 and £ = 80, initialized in a Bragg pulse state with width 7, = 0.01. Log-
Log plot of the absolute value of the Fourier transforms in 8 of the spatially integrated density estimated through exact numerical simulations
of hard rods with rods’ length d = 0.5. The data are shown as a function of Fourier vector k,. The behavior of the system, in this case, is
qualitatively the same as the one shown in Fig. 3 of the main text, although we can resolve a smaller range of momenta compared to GHD
simulations due to Monte Carlo noise.
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where the fluctuations (5n(6’ )2)¢ are evaluated again over
an interval of length A = [v°T(9) — v°(8")|¢. The derivative
of the effective acceleration with respect to the generalized
Fermi factor can be computed from Eq. (B6) as is

8a* (0, x, 1)

— _ A eff _ eff /7
@ x ) — 20— PEDAETO, x, 1) = a" (O, x, ).

(D24)
Using the relations (D19) and (D24) in Eq. (D23) we get
(@(0) — aT'(0"))?
[veT(6) — v (")
=1p(0',x,1)g,,(0,0"). (D25)

Integrating the quantity computed in Eq. (D25) over all
the quasiparticles’ fluctuations, we get the full variance of the
trajectory in momentum space

(8670, x,1)) | = td*p(0', x, 1)

(8626, x,1))° =t/Rd9’p(9’,x,t)g2’2(9, 0"

— +d; (2,2)
= td1ag(©[p] )
Finally, we compute the transverse variance (6x66(6, x, 1))|y
expressing it in terms of density fluctuations
(8x86(0, x, 1) lor = 1> (80" (0)8a" ()

_t2 Sveff(g)gaeff(g)
o Sn(®") 8n(d")

(D26)

><an(0’>2>”.
(D27)

Using relations (D20), (D24), and (D19) into Eq. (D27) we
get

(8x80(0, x, 1)) g = td*p(0, x, 1)sgn(vT () — v (6"))
x (aeff(e) _ aeff(el))

—1p(8', x, 1), 26, 6. (D28)

Integrating Eq. (D28) over all possible momenta 6" we get the
full variance of the trajectory in the transverse direction

(62800, x.0) =1 [ d0'p(6'.x.1)81200.6")
R

= tdiag(@&’lz)).

Thus, from Egs. (D22), (D26), and (D29), we conclude that
the quasiparticles’ trajectories broaden diffusively in phase
space. Namely, the variance of a single particle’s probability
distribution in phase space grows linearly in time with a co-
efficient equal to the diagonal part of the diffusion matrices
@, previously defined in Eq. (B11):

(D29)

(RRR(®. x, 1))
(diag(ggl”(e, 0")

diag(D();”(0.0")

diag(D{,;”(0.0")

diag(D (%70, 0")

). (D30)

APPENDIX E: ADDITIONAL NUMERICAL DATA

In this Appendix we present the following numerical re-
sults

(1) In Fig. 6 we show the absolute value of the Fourier
transform in 6 of the spatially integrated density given by the
GHD evolution with my = 0.5 and V; = 0. We observe that,
in the presence of a space dependent mass, the behavior of
this quantity is qualitatively the same as in the presence of a
potential trap, shown in Fig. 3 of the main text.

(2) In Fig. 7 we show the absolute value of the Fourier
transform in 6 of the spatially integrated density given by
the exact hard rods gas evolution with Vy = 0.5 and my = 0.
The results are qualitatively the same as in Fig. 3 of the main
text. Although GHD is expected not to be predictive in the
turbolent phase, it mimics the correct qualitative behavior for
this quantity.
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