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We study a generalization of a recently introduced Dicke trimer model [Phys. Rev. Lett. 128, 163601 (2022);
Phys. Rev. Res. 5, L042016 (2023)], which allows for cavity losses and unbalanced light-matter interactions (in
which rotating and counter-rotating terms can be tuned independently). In the original description of a Dicke
trimer, three Dicke models are coupled in a ring topology via a complex photon hopping whose complex
phase describes a synthetic magnetic field threading the loop. This original model features several intriguing
equilibrium phases and critical phenomena such as frustrated superradiance, two-critical scalings in the frustrated
superradiant phase, and finite critical fluctuations in the anomalous normal phase. Here, we find that in the
extreme unbalanced limit, where only rotating terms are present, the U(1) symmetry of the Tavis-Cummings
model is restored, qualitatively altering the critical phenomena in the superradiant phase due to the presence of a
zero-energy mode. To analyze this general regime, we develop a semiclassical theory based on a requantization
technique. This theory also provides further physical insight on recently reported anomalous finite critical
fluctuations in the time-reversal broken regime. Moving to the open-Dicke case, by introducing local dissipation
to the cavities, we observe the emergence of a rich range of nonequilibrium phases characterized by trivial
and nontrivial dynamical signatures. In the former case, we identify, when time-reversal symmetry is present,
a new stationary phase that features superradiant states in two of the three cavities and a normal state in the
other cavity. In the latter case, we observe the emergence of dynamical phases in which the system exhibits
superradiant oscillations, characterized by periodic or chaotic phase space patterns. The landscape of transitions
associated with these dynamical phases features a wide range of qualitatively different behaviors such as Hopf
bifurcations (followed by period-doubling cascades or quasiperiodic oscillations), anomalous Hopf bifurcations
(with burst-oscillation-like post-bifurcation dynamics), collisions between basins of attraction (associated with
different symmetry-broken equilibria), and exterior crises (featuring transient chaotic dynamics). We highlight
how the two-critical-scalings feature of the closed model is robust under dissipation (with doubled critical
exponents) while the phenomenon of anomalous finite critical fluctuations becomes a mean-field scaling (as
a consequence of Hopf bifurcations of the equilibria featuring the normal state) in the open model.
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I. INTRODUCTION

The theory of critical phenomena lies at the heart of our
understanding of quantum phase transitions (QPTs) [1,2].
Continuous QPTs occur at zero temperature and exhibit a
number of unique characteristics, including the presence of
degenerate ground states with spontaneously broken symme-
tries and the closing of the spectral gap. A QPT is normally
associated with some diverging length and time scales. As
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a consequence, both the statistics and the dynamics near the
transition are characterized by universal scaling laws which
are independent from the microscopic details of the model.
In turn, this allows to classify different QPTs according to
critical exponents which can be used to describe the scaling
of the divergent properties [3].

Due to considerable progress in the experimental control
and manipulation of quantum degrees of freedom, quantum
systems made of bosonic modes, spins, and atomic ensembles
have emerged as promising platforms for exploring QPTs and
the associated critical phenomena. A paradigmatic example of
such systems is the Dicke model [4], where a single bosonic
mode is homogeneously coupled to a large ensemble of two-
level atoms via a dipole interaction. In this system, the atoms
can coherently and constructively interact with light, leading
to enhanced levels of radiation in the ground state [5] or the
steady state [6–9] of dissipative-driven systems. This proto-
typical Dicke model undergoes a superradiant phase transition
(SPT) characterized by mean-field critical exponents when
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the light-matter coupling is comparable to the frequencies
of the bosonic mode and the atomic ensemble. Experimental
realizations of the Dicke model and SPT have been achieved
in cavity QED systems [10–15], trapped ions [16,17], and
ultracold atoms in a cavity [18,19].

In this context, a recent paper by Zhao and Hwang [20]
proposes the realization of a “frustrated superradiance” phase
in the so-called Dicke-lattice model, wherein an odd number
of Dicke models are placed in a ring geometry and allowed
to directly interact by photon hopping between cavities. In
particular, the case of three Dicke models is called the Dicke
trimer model. In the superradiant phase, the ground state
energy function of each Dicke model is a double-well po-
tential and the resulting macroscopic classical cavity field
can, intuitively, be interpreted as an Ising spin with a vari-
able amplitude. From this point of view, the photon hopping
between cavities effectively acts as a magnetic exchange-
coupling which introduces frustration in the antiferromagnetic
case. Ultimately, this leads to the existence of a frustrated
superradiant phase (FSP) characterized by the breaking of
translational symmetry [20]. Interestingly, the phase transition
to the normal phase (NP) exhibits a novel two-scaling feature,
in which critical exponents of mean-field and unconventional
type coexist.

In a follow-up work [21] (similar results were also re-
ported in Ref. [22]), the same authors further considered the
case where the Dicke ring is threaded by a synthetic mag-
netic field, making the photon hopping amplitudes complex,
thereby lifting the time-reversal symmetry. Interestingly, this
model features an anomalous normal phase exhibiting finite
critical fluctuations and multicritical points hosting multiple
critical modes with distinct critical exponents. These findings
make the hopping-coupled Dicke ring model an intriguing
platform for exploring new phases of matter and QPTs.

It is relevant to further analyze how these features describ-
ing closed quantum systems carry over to an open setting.
This is particularly crucial in light-matter systems where the
interaction to the external electromagnetic environment is
often inevitable. In fact, dissipation can significantly affect
the properties of quantum many-body systems, leading to
exotic nonequilibrium phases [23–27] and critical phenomena
[28–30]. Interesting examples of these physics-rich models
include lattices of bosonic gasses subject to engineered dis-
sipation channels (characterized by a nonequilibrium phase
transition into a steady state without any long-range order
[31]) and an atomic ensemble coupled to a lossy cavity
(characterized by anomalous multicritical phenomena and
coexistence of phases [32]). Furthermore, nonstationary dy-
namical phases can arise in dissipative many-body systems
characterized by long-time states which display unusual
space-time order [33,34] or complex nonlinear dynamics to-
wards chaos [35].

In this work, we consider the unbalanced version [35] of
the Dicke trimer model with and without broken time-reversal
symmetry and in both the closed and dissipative configura-
tions (via cavity losses). We do this by allowing the rotating
and counter-rotating terms in the light-matter interaction to be
tuned independently through an anisotropy parameter (tuned
to one to recover the standard Dicke model) similarly to its
introduction for the Rabi model in Ref. [36].

The interplay between these terms is found to produce sig-
nificant consequences, such as the appearance of interesting
multicritical points and unconventional critical scaling laws
[32,36]. In the absence of cavity dissipation, i.e., for the closed
Dicke trimer model, we find the emergence of a zero-energy
mode as a result of the U(1) symmetry in the Tavis-Cummings
limit when only rotating terms are present. Away from this
limit, SPTs are controlled by the same fixed points as in
the balanced, closed Dicke trimer model. Complementary to
the method used in Ref. [21], here we derive an effective
semiclassical model to analyze the anomalous finite critical
fluctuations in the unbalanced, closed model in all regimes.
This is done by averaging over the matter degrees of freedom
and by a canonical requantization of light.

We then discuss the open quantum dynamics of the Dicke
trimer model in the presence of cavity losses. In the semiclas-
sical (or thermodynamic) limit, the dynamics is generated by
a set of nonlinear differential equations. These equations have
both stable stationary solutions and dynamical ones which are
nonstationary in the long time limit. We will use bifurcation
diagrams to represent these solutions and analyze their transi-
tions.

In these diagrams, new equilibrium states are present
which are not allowed in the equilibrium case. In particular,
near the Tavis-Cummings line, we observe the emergence of
a new type of equilibrium solution that features superradiant
states in two cavities and a normal state in the remaining
cavity. Most interestingly, we identify a variety of transitions,
which are characterized by different dynamical signatures and
are responsible for the arising of these nonequilibrium states.

To help navigate through the phase diagram, we list in
Fig. 1 the transitions identified through a bifurcation analy-
sis, together with their bifurcation classes, typical dynamical
features and representative examples in the present model.
Apart from those (super- and subcritical pitchfork, saddle-
node bifurcations related to equilibria, and Hopf bifurcations
related to periodic solutions) reported in the open Dicke model
in Ref. [35], we also find anomalous Hopf bifurcations after
which the dynamics shows unusual burst oscillations, and
exterior crises that display transient chaos in the dynamics.
The former occurs when the Jacobian matrix at the bifurcation
point possesses a pair of zero eigenvalues, instead of a pair of
conjugate purely imaginary ones seen in conventional Hopf
bifurcations; while the latter arises from the collision of a
chaotic attractor and the basin of attraction of an equilibrium
point. Lastly, we numerically examine steady-state fluctua-
tions, in particular, in the cases where the equilibrium setting
exhibits the two-scaling feature and finite critical fluctuations.

In this context, we have two main results. First, we find
that the presence of two critical scalings is robust under dis-
sipation, which causes the critical exponents to double with
respect to the equilibrium setting. Second, we find that the
phenomenon of finite critical fluctuations no longer exists due
to the Hopf bifurcations of the branch of the normal state
equilibria.

The paper is organized as follows. In Sec. II, we outline
the unbalanced Dicke trimer model and the methods we em-
ployed to solve it, including expansion of its Hamiltonian in
terms of the number of atoms, its semiclassical approxima-
tion as a set of nonlinear differential equations, and direct
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FIG. 1. Transitions classified by their bifurcation classes and/or
dynamical features in the open Dicke trimer model. In the last col-
umn we give typical examples as they appear in Fig. 5 for each type
of transition. The superscript X takes value in the set {nfs, fs, mix}.
The label “N/A” means bifurcation analysis is not applicable.

evaluation of steady-state fluctuations. In Sec. III, we analyze
the phase diagram, excitation spectra and critical exponents of
the closed Dicke trimer model. The semiclassical theory for
the interpretation of the anomalous finite critical fluctuations
is then presented in Sec. III C. In Sec. IV, results of the open
Dicke trimer model, like the bifurcation diagrams, bifurcation
analysis and scaling analysis of steady-state fluctuations, are
elaborated. Conclusions and an outlook are given in Sec. V.

II. MODELS AND METHODS

A. Closed and open Dicke trimer models

We start by introducing the Hamiltonian for the generalized
Dicke trimer model as

HN =
N∑

n=1

HDicke
n + J (eiϕa†

nan+1 + e−iϕa†
n+1an), (1)

where N = 3, and the Hamiltonian for the Dicke model as

HDicke
n = ω0a†

nan + ωaJz
n + 2λη+√

Na
Jx

n (an + a†
n)

+ 2λη−√
Na

iJy
n (an − a†

n). (2)

with η± = (1 ± η)/2. Here, η and λ tune the anisotropy
and strength of the light-matter interaction, respectively.
We take periodic boundary condition aN+1 = a1, where an

is the annihilation operator of the bosonic resonant mode
in the nth cavity. This mode has frequency ω0 and its
position and momentum quadratures are defined by qn =
(an + a†

n)/
√

2, pn = −i(an − a†
n)/

√
2 such that they satisfy

the commutation relations [qn, pn] = i.
The atomic ensemble in each cavity is made of Na two-

level atoms with frequency ωa, and it is described by the
collective spin operators Jx,y,z

n = ∑Na
m=1 sx,y,z

m with sx,y,z
m rep-

resenting a single spin-half. Without loss of generality, we
assume J > 0 and the phase ϕ ∈ [0, π ] to interpolate be-
tween the antiferromagnetic (ϕ = 0) and ferromagnetic (ϕ =
π ) limits which were already thoroughly investigated in
Ref. [20].

The phase ϕ effectively tunes the flux of the syn-
thetic magnetic field threading the Dicke ring while the
anisotropy parameter η is introduced to go beyond the
balanced case (η = 1) and further interpolate between
the isotropic (η = 0) and anisotropic (η �= 0) cases. In the
isotropic case, HDicke

n owns a U(1) symmetry defined by
Gζ = ∏

n exp [iζ (a†
nan + Jz

n + Na/2)] with ζ ∈ R, while in
the anisotropic case only the Z2 parity symmetry, described
by Gπ , is left. We will see later this causes important effects
in the excitation spectra.

Apart from this symmetry, HN possesses the ZN transla-
tional symmetry T which acts as Tan(Jx,y,z

n )T = an+1(Jx,y,z
n+1 )

and satisfies T N = 1 due to periodic boundary condition. At
ϕ = 0, π , HN also has the time-reversal symmetry K with
K representing the complex conjugate operation and the re-
flection symmetry R defined by exchanging a pair of indices.
We note that the balanced model in Ref. [21] is a special case
of the Hamiltonian in Eq. (1) in which η = 1, i.e., only the
standard Dicke terms in Eq. (2) are present. As shown in
Ref. [21], in the time-reversal broken case (ϕ �= 0, π ), this
closed Dicke trimer model exhibits a number of appealing
critical phenomena, such as the emergence of finite critical
fluctuations in the anomalous NP and the reappearance of two
critical scalings at a multicritical point ϕtr.

The Hilbert space of our model is H = ⊗N
n=1 Hn, where

Hn is the Hilbert space of the nth Dicke model and is
spanned by the basis {|c〉n ⊗ | j, m〉n}. Here |c〉n (c ∈ N)
are Fock states satisfying a†

nan|c〉n = c|c〉n, and | j, m〉n ( j ∈
{Na/2, Na/2 − 1, . . .}, m ∈ {− j, . . . , j}) are eigenstates of the
collective spin operators satisfying Jz

n | j, m〉n = m| j, m〉n and
[(Jx

n )2 + (Jy
n )2 + (Jz

n )2]| j, m〉n = j( j + 1)| j, m〉n. In particu-
lar, the states |Na/2, m〉n are called the Dicke states [35,37].

Competition between rotating and counter-rotating terms
has profound consequences on the states of matter and SPTs
in the open Dicke trimer model, i.e., when cavity losses are
introduced. To illustrate this, we consider the open quantum
dynamics described by the following Lindblad master equa-
tion for the reduced density matrix ρ of all atoms and cavities

dρ

dt
= −i[HN , ρ] + κ

∑
n

(2anρa†
n − {a†

nan, ρ}), (3)

in terms of the anticommutator {a†
nan, ρ} = a†

nanρ + ρa†
nan

and the dissipation rate κ assumed identical for all cavities.
Before studying this open setting, we analyze the closed
model described by the Hamiltonian in Eq. (1).
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B. Ground state energy and Hamiltonian
of quantum fluctuations

Here we consider the closed Dicke trimer model, i.e., in
the absence of cavity losses. To solve the model, we fol-
low a common strategy [20,21,38], which consists in first
displacing the cavity fields D†

n(αn)anDn(αn) = an + √
Naαn,

where α ∈ C and in terms of the displacement operator
Dn(αn) = exp(

√
Naαna†

n − √
Naα

∗
nan), followed by a collec-

tive spin rotation Un(θn, φn) = exp(−iθnJy
n ) exp(−iφnJz

n ), and
then the application of the Holstein-Pirmakoff (HP) transfor-
mation Jz

n = b†
nbn − Na/2, J+

n = b†
n

√
Na − b†

nbn in terms of
the bosonic modes bn in the new frame. Note that in apply-
ing the HP transformation, we restrict our discussion to the
subspace spanned by the basis {⊗N

n=1(|c〉n ⊗ |Na/2, m〉n)}.
In the thermodynamic limit, the resulting displaced, rotated

Hamiltonian H̃N = U†HNU with U = DU , D = ∏
n Dn, U =∏

n Un can be written, neglecting order 1/Na terms, in terms of
a O(Na) classical contribution and O(1) quantum corrections.
Specifically, we can write

H̃N = EGS + Hq + O(1/Na), (4)

in terms of the ground state energy

ĒGS =
∑

n

[
|ᾱn|2 − 1

2

√
1 + 4g2Ā2

n

+J̄ (eiϕᾱ∗
n ᾱn+1 + H.c.)

]
, (5)

where, following Ref. [20], we defined the rescaled pa-
rameters ᾱn = √

ω0/ωaαn, g = 2λ/
√

ω0ωa, J̄ = J/ω0, Ān =√
η2

+�2ᾱn + η2
−	2ᾱn and the rescaled ground state energy

ĒGS = EGS/Naωa, see Appendix A for a detailed derivation.
The quantum fluctuations over the ground state are de-

scribed by the quantum Hamiltonian

Hq =
∑

n

[
ω0a†

nan + ωa

cos θn
b†

nbn

+ λη+ cos θn cos φn(an + a†
n)(bn + b†

n)

− iλη+ sin φn(an + a†
n)(bn − b†

n)

+ iλη− cos θn sin φn(an − a†
n)(bn + b†

n)

− λη− cos φn(an − a†
n)(bn − b†

n)

+ J (eiϕa†
nan+1 + e−iϕa†

n+1an)

]
, (6)

where the rotation angles θn, φn are specified by the equations

cos θn = ωa


n
, sin φn = −η−	αn

An
, cos φn = η+�αn

An
,

(7)

with An =
√

η2
+�2αn + η2

−	2αn and 
n = √
ω2

a + 16λ2A2
n.

Note that in the expansion of the Hamiltonian in Eq. (4), terms
of order O(

√
Na) should vanish for consistency if the parame-

ters αn, θn, φn associated with the ground state are used in the
displacement and rotation transformations. The expressions
in Eqs. (5) and (6) constitute our starting point to study the
properties, such as equilibrium phases and critical scalings, of
the generalized Dicke trimer model without dissipation. In the

next section, we build the corresponding semiclassical model
in the presence of dissipation.

C. Nonlinear semiclassical dynamics
and steady-state fluctuations

When cavity losses are considered, the dynamics of the
expectation of the observables an, Jx

n , Jy
n , Jz

n can be written
in closed form using Eq. (3) and by assuming a mean-field
factorization in the thermodynamic (or semiclassical) limit
for the correlation between light and matter operators, e. g.,
〈Jx

n (an + a†
n)〉 = 〈Jx

n 〉〈an + a†
n〉. This results in the following

set of nonlinear differential equations

dαn

dt
= −(κ + iω0)αn − 2iλη+Xn − 2λη−Yn

− iJeiϕαn+1 − iJe−iϕαn−1,

dXn

dt
= −ωaYn − 4λη−Zn	αn,

dYn

dt
= ωaXn − 4λη+Zn�αn,

dZn

dt
= 4λη+Yn�αn + 4λη−Xn	αn, (8)

with Xn =〈Jx
n 〉/Na, Yn = 〈Jy

n 〉/Na, Zn =〈Jz
n〉/Na and αn = 〈an〉/√

Na. Our discussion of the open quantum dynamics of
Eq. (3) will be restricted to the subspace involving the Dicke
states |Na/2, m〉n. This ensures the spin conservation relations
X 2

n + Y 2
n + Z2

n = 1/4. The Z2 parity symmetry of the original
Hamiltonian corresponds to the invariance of the differential
equations above under the transformation

(αn, Xn, Yn, Zn) → (−αn, −Xn, −Yn, Zn). (9)

The ZN translational symmetry T of the Hamiltonian in
Eq. (1) and identical cavity dissipation rates assumed in
Eq. (3) guarantee the translational invariance of Eq. (8) as
well. Furthermore, for ϕ = 0, π , the Hamiltonian also enjoys
a “ring-reflection” symmetry corresponding to the exchange
of a pair of Dicke models leaving the third invariant.

Many features of the long-time dynamics of the solutions
of Eq. (8) can be characterized by classifying its attractors.
Intuitively, an attractor A is a subset of points in the phase
space P = ⊗

3(C ⊗ S2) (C is the complex plane and S2 is
the 2-sphere) of the model which is invariant under the dy-
namics and possesses a basin of neighborhood points evolving
towards it. We refer to [39] for a more formal definition.
Importantly, the dynamics in A can be (i) trivial or constituted
by stationary solutions (or equivalently equilibria, equilibrium
points) that are time-independent; (ii) oscillatory, featuring
periodic or quasiperiodic persistent oscillation in time; or
(iii) chaotic, featuring irregular oscillations and exponential
sensitivity to initial conditions.

For an equilibrium point denoted by {αeq
n , X eq

n ,Y eq
n , Zeq

n },
to examine its local stability, we define the deviation from
it as δαn = αn − α

eq
n , δXn = Xn − X eq

n , δYn = Yn − Y eq
n , δZn =

Zn − Zeq
n whose equations of motion can be obtained by lin-

earizing Eq. (8) around the equilibrium point and using the
spin conservation law. This leads to the set of differential
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equation

dδαn

dt
= −(κ + iω0)δαn − 2iλη+δXn − 2λη−δYn

− iJeiϕδαn+1 − iJe−iϕδαn−1,

dδXn

dt
= −ωaδYn − 4λη−

(	αeq
n δZn + Zeq

n δ	αn
)
,

dδYn

dt
= ωaδXn − 4λη+

(�αeq
n δZn + Zeq

n δ�αn
)
, (10)

alongside the relation Zeq
n δZn = −(X eq

n δXn + Y eq
n δYn). Then

the local dynamical stability of an equilibrium point can be
examined by the Jacobian matrix,

J =

⎛
⎜⎝A1 B C

C A2 B
B C A3

⎞
⎟⎠, (11)

where the submatrices An, B, and C are written in terms of
the parameters δαn, δXn, δYn, δZn defining Eq. (10) and their
explicit expression is given in Appendix B. We denote the
(complex) eigenvalues of J by si with 1 � i � 4N (N = 3)
and arranged with descending real part, i.e., �[si] < �[s j] for
i > j. A stable equilibrium point is defined as one satisfying
�si < 0 for all i. For periodic or chaotic attractors, we search
for them using a dynamical approach, i.e., by evolving Eq. (8)
with randomly chosen initial conditions.

Finally, steady-state fluctuations of an equilibrium point
can be modeled by a set of closed algebraic equations for
quadratic operators, namely anam, a†

na†
m, a†

nam, bnbm, b†
nb†

m,
b†

nbm, anbm, a†
nb†

m, a†
nbm, b†

nam, see Appendix C. In total
there are 76 independent equations but they can be expressed
in a matrix form as M f fss + v f = 0 where fss is a vector
whose entries are the expectation values of the quadratic
operators listed above, while M f and v f are the coefficient
matrix and vector of the system observables, see Appendix C
for more details. Steady-state quantum fluctuations are ob-
tained by solving this equation, which gives a unique solution
fss = M−1

f v f provided det M f �= 0 is satisfied.

III. LOSSLESS CAVITIES

A. Phase diagram

We first calculate the phase diagram of the closed
model. The ground state solution ᾱ

gs
n is determined by min-

imizing ĒGS with respect to ᾱn. Since the NP solution
ᾱn = 0 is always an extreme point of ĒGS, the phase di-
agram can be obtained by examining its stability. This is
achieved by evaluating the eigenvalues of the 6×6 Hessian
matrix ∂2ĒGS/∂ᾱn∂ᾱm at the origin ᾱn = 0. Interestingly,
it is possible to find analytical expressions for the six
eigenvalues ξ1,2 = 2 + 4J̄ cos ϕ − g2(1 ± η)2/2, ξ3,4 = 2 −
2J̄ cos ϕ − g2(1 + η2)/2 ±

√
12J̄2 sin2 ϕ + g4η2 and ξ5(6) =

ξ3(4). Since a stable NP corresponds to having all eigenval-
ues positive, the phase boundary separating the NP and the
superradiant phase can be written as gc = min(gnf

c , gf
c) where

FIG. 2. 3d plot of the equilibrium phase diagram. Colored sur-
faces and curves correspond to continuous phase transitions featuring
different critical scalings; while gray surface corresponds to first-
order phase transitions. Red curve is characterized by two critical
scalings in the FSP and blue curve is made of tricritical points
with two critical scalings on both sides of the transition. The NP
resides underneath the yellow and green surfaces while the FSP and
nFSP reside on the left and right sides of the vertical gray surface
respectively. Here we use J̄ = 0.3 to satisfy the constraints Eq. (13)
such that for all values of ϕ the NP is stable in numerical simulation.

gnf
c =

√
1 + 2J̄ cos ϕ/ max(|η+|, |η−|) and

gf
c =

⎧⎨
⎩

√
3(1−J̄2 )

1−J̄ cos ϕ
− 4J̄ cos ϕ − 2, for η = ±1,

min
(√

M+√
N

|1−η2| ,

√
M−√

N
|1−η2|

)
, for η �= ±1,

(12)

in terms of the variables M = (1 + η2)(1 − J̄ cos ϕ) and N =
4η2(1 − J̄ cos ϕ)2 + 3J̄2 sin2 ϕ(1 − η2)2. Note that, since
gf

c, gnf
c are real, the following constraints on J̄, ϕ should be

imposed

1 + 2J̄ cos ϕ > 0, 1 − 2J̄ cos(ϕ − π/3) > 0. (13)

The corresponding equilibrium phase diagram is shown in
Fig. 2, where surfaces and curves with different colors are
characterized by distinct critical scalings, as we will elaborate
below. The phase boundaries of the FSP (yellow surface)
and the nFSP (green surface) intersect at a tricritical line ϕtr

(blue curve), which vertically extends into a first-order phase
boundary. Note that we did not find any analytical expression
for the first-order phase boundary, which we verified numer-
ically. In the NP and nFSP, the values for ᾱ

gs
n are identical

in all cavities and they are twofold degenerate in the nFSP
(see Appendix D). Furthermore, in Appendix E, we show the
following generic properties of the sixfold degenerate FSP
solutions (which break translational symmetry): (i) 	ᾱn = 0,

ᾱn+1 = ᾱ∗
n−1 for η > 0; (ii) �ᾱn = 0, ᾱn+1 = −ᾱ∗

n−1 for η < 0;
(iii) At η = 0, there exist special solutions satisfying either
(i) or (ii), and from which the remaining solutions can be
obtained by multiplying a phase factor eiζ . Property (iii)
describes a phase redundancy of the ground state solutions
at η = 0 which can be understood by inserting η = 0 and

023012-5



ZHANG, LIANG, LAMBERT, AND CIRIO PHYSICAL REVIEW RESEARCH 6, 023012 (2024)

ᾱn = |ᾱn|eiζn into Eq. (5) to obtain

ĒGS =
∑

n

[
|ᾱn|2 − 1

2

√
1 + g2|ᾱn|2

+ 2J̄|ᾱnᾱn+1| cos(ϕ + ζn+1 − ζn)

]
. (14)

From this expression, we can appreciate how ĒGS only de-
pends on the phase difference ζn+1 − ζn of neighboring cavity
fields, implying that once a minimum ᾱ

gs
n of ĒGS is found, all

other minima can be constructed as ᾱ
gs
n eiζ . In the following,

we will analyze the consequences of this phase redundancy

on the excitation spectra. We finish this section noting that the
phase diagram is symmetric with respect to η = 0 as a conse-
quence of the symmetric coupling in the Dicke Hamiltonian.

B. Excitation spectra and critical exponents

In this section, we analyze the quantum properties of the
model on top of the classical energy landscape described by
EGS. To do this, we rewrite Hq in terms of the quadrature
operators of the bosonic modes. In the superradiant phase, this
allows us to write

Hq =
∑

n

[
ω0

2

(
q2

n + p2
n

) + ωa

2 cos θn

(
Q2

n + P2
n

) + J cos ϕ(qnqn+1 + pn pn+1) − J sin ϕ(qn pn+1 − pnqn+1)

+ g
√

ω0ωa

Ān

(
η2

+�ᾱn√
1 + 4g2Ā2

n

qnQn − η+η−	ᾱnqnPn + η2
−	ᾱn√

1 + 4g2A2
n

pnQn + η+η−�ᾱn pnPn

)]
, (15)

where Qn = (bn + b†
n)/

√
2, Pn = −i(bn − b†

n)/
√

2 are the
position and momentum quadratures of collective spins.
In the NP, Hq is obtained by applying the replacements
η+�ᾱn/Ān → −1, η−	ᾱn/Ān → 0 and then setting Ān = 0
in the previous expression. In both cases, the quadratic Hamil-
tonian is a bilinear form so it can be written as Hq = rTHqr/2,
where r = (q1, p1, Q1, P1, q2, p2, Q2, P2, q3, p3, Q3, P3)T , in
terms of the following 12×12 real symmetric matrix:

Hq =

⎛
⎜⎝H1 HJ HT

J

HT
J H2 HJ

HJ HT
J H3

⎞
⎟⎠, (16)

where the explicit expressions for the submatrices Hn, HJ

are given in Appendix F. Since Hq is positive definite, by

Williamson’s theorem [40], we can find a symplectic ma-
trix S which simultaneously satisfies both ST 
0S = 
0 and
STHqS = �. Here, we defined the symplectic form 
0 =⊕6

n=1 iσy (in terms of the Pauli matrix σy) and the matrix
� = diag(ε1, ε1, ε2, ε2, ε3, ε3, ε4, ε4, ε5, ε5, ε6, ε6) whose pa-
rameters εi > 0 are the absolute value of the 12 eigenvalues
of the matrix i
0Hq. Importantly, the commutation relations
are invariant under this simplectic transformation.

The translational invariance of the NP and nFSP solu-
tions, i.e., ᾱn = ᾱ, Ān = Ā =

√
η2

+�2ᾱ + η2
−	2ᾱ , guarantees

the translational invariance of Hq. This allows to make
some progress by defining the Fourier transformation qn =∑

k e−iknqk/
√

N , pn = ∑
k eikn pk/

√
N in terms of the quasi-

momentum k = 2πm/N with m = 0,±1 which results in

Hq =
∑

k

[
ω0

2
(qkq−k + pk p−k ) + ωa

2

√
1 + 4g2A2(QkQ−k + PkP−k )

+ J cos ϕ(eikqkq−k + e−ik pk p−k ) − 2iJ sin ϕ sin k qk pk

+ g
√

ω0ωa

Ā

(
η2

+�ᾱ√
1 + 4g2Ā2

Qkq−k − η+η−	ᾱPkq−k + η2
−	ᾱ√

1 + 4g2Ā2
Qk p−k + η+η−�ᾱPk p−k

)]
. (17)

The k = 0 subspace is now decoupled from the finite mo-
mentum sector and diagonalization of the corresponding
Hamiltonian Hk=0

q leads to two analytical solutions for the NP
and nFSP

εk=0
1,2 =

√
F ±

√
F 2 + G, (18)

where F = (D2
1 + D2

2 − 2R1R2 − 2I1I2)/2, G = D1D2(R2
1 +

R2
2 + I2

1 + I2
2 ) − D2

1D2
2 − (R1R2 + I1I2)2 with D1 = ω0 + 2J

cos ϕ, D2 = ωa

√
1 + 4g2Ā2, R1 = g

√
ω0ωaη

2
+�ᾱ/Ā√

1 + 4g2Ā2, R2 = g
√

ω0ωaη+η−�ᾱ/Ā, I1 = g
√

ω0ωaη
2
−

	ᾱ/Ā
√

1 + 4g2Ā2, and I2 = g
√

ω0ωaη+η−	ᾱ/Ā. We do not

find any closed-form solutions in the remaining momentum
subspace.

In Fig. 3, we show the full spectra as a function of the dis-
tance to the critical point δg = g − gc obtained by numerical
diagonalization (black and red lines) and the two branches
(blue lines) using Eq. (18) for the anisotropic case η = 1
and the isotropic case η = 0 at four representative values of
ϕ, which are ϕ = 0, π/4, ϕtr, π . The main features of the
spectra for η = 1 was reported in Ref. [21] and we now sum-
marize them for completeness: (i) Lifting of the time-reversal
symmetry destroys the two critical scalings found at ϕ = 0.
At the same time, one soft mode with critical exponent 3/2
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FIG. 3. Excitation spectra for η = 1 (solid lines) and η = 0
(dashed lines) calculated at (a) ϕ = 0, (b) π/4, (c) ϕtr , and (d) π,

respectively. The two zero momentum modes (blue) are plotted using
Eq. (18) while the four finite momentum modes (red) and all modes
in the FSP (black) are from numerics. In (c), the spectra in the FSP
are plotted along the lines ϕ+ = ϕtr + (g − gc ) (red and blue lines)
and ϕ− = ϕtr − (g − gc ) (black lines). Other parameters are the same
as in Fig. 2.

in the FSP and one soft mode with exponent 1 in the NP
emerge. (ii) There exists a tricritical point ϕtr characterized
by two soft modes present on both sides of the transition.
Note that here the critical point can be approached either from
the nFSP or from the FSP and, in both cases, the exponents
are the same, as shown in Fig. 3(c). These features persist in
the whole parameter space except for the isotropic case η = 0
where in the superradiant phase a zero energy mode emerges
as a result of the phase redundancy of ᾱ

gs
n mentioned above.

In fact, this phase redundancy indicates that the system can
be excited without any extra energy cost, in turn implying the
appearance of a zero-energy mode in the excitation spectra.

C. Semiclassical model for the understanding
of the anomalous finite critical fluctuations

In Ref. [21], the authors also reported the intriguing obser-
vation that the soft mode in the NP for 0 < ϕ < ϕtr exhibits a
finite critical fluctuation which can be explained using the fact
that the Dicke model shares the same scaling limit as the Rabi
model (Na = 1) in the infinite frequency limit ωa/ω0 → ∞.
Here, in order to gain more intuition about this phenomenon,
we seek a different route using in the semiclassical picture
of the Dicke model. In particular we consider a semiclassical
model in which all matter degrees of freedom are evaluated at
their energy minimum and all quantum effects are encoded by
light. A similar analysis, involving both light and matter, has
been developed to investigate the role of quantum chaos in the
Dicke model, cf. Sec. II in Ref. [41] and Refs. [37,42–45] for
the discussion of the semiclassical limit of the Dicke model.

Here, we show that a classical treatment of the matter de-
grees of freedom is sufficient for a self-consistent estimation
of the critical exponents and for an easy understanding of
the phenomenon of finite critical fluctuations. To build this
model, we will operate a quantization procedure over the
light degrees of freedom in the potential in Eq. (5) which
can be interpreted as a classical Hamiltonian ĒGS({qi, pi}),
where we performed the replacements �ᾱi → qi, 	ᾱi → pi

to simplify the notation. In this context, we can also define the
Poisson bracket acting over two generic phase-space functions
Q({qi, pi}), P({qi, pi}) as

{Q,P} =
∑

l

(
∂Q

∂ql

∂P

∂pl
− ∂Q

∂pl

∂P

∂ql

)
, (19)

in terms of the conjugate pair pi, qi which satisfy {qi, p j} =
δi j , {qi, q j} = {pi, p j} = 0. Near the local energy minimum
{qm

i , pm
i }, ĒGS can be expanded as

ĒGS ≈ Ēm
GS +

3∑
i, j=1

Di jδqiδp j, (20)

where the deviations δqi = qi − qm
i , δpi = pi − pm

i are con-
jugate with respect to the Poisson bracket, where Di j =
∂2ĒGS/∂δqi∂δp j , and where Ēm

GS = ĒGS({qm
i , pm

i }). Since the
matrix D is real symmetric, invoking Williamson’s theorem
again, one can find a symplectic matrix S which brings it into
a diagonal form while preserving the Poisson brackets. We
can then write

ĒGS ≈ Ēm
GS + 1

2

3∑
i=1

(
kq′

i
δq′2

i + kp′
i
δp′2

i

)
, (21)

where ±√
kq′

i
kp′

i
are eigenvalues of the matrix i
0D with


0 = ⊕3
n=1 iσy. We remark that, since we are interested in an-

alyzing the presence of diverging behavior at the critical point,
we can always operate the substitutions δq′

i → √
cδq′

i, δp′
i →

δp′
i/

√
c, kq′

i
→ kq′

i
/c, kp′

i
→ ckp′

i
in Eq. (21), in terms of a

δg-independent positive constant c. To fix this freedom we
assume, without loss of generality, that ‖δq′

i‖2 = 1 (in terms
of the Euclidean 2-norm ‖ · ‖2). The quantum ground state
and low energy excited modes can be obtained by applying the
quantization condition

∮
δp′

idδq′
i = niω0/ωaNa for each con-

jugate pair δq′
i, δp

′
i, where ni ∈ N and the effective Planck’s

constant ω0/ωaNa originates from the rescaling of ᾱn. Here,
the presence of Na in the denominator is crucial to recover
the mean-field nature of the Dicke model in the thermody-
namic limit. Integrating the left side, one finds the relation
εi ∼ √

kq′
i
kp′

i
/Na.

To appreciate the validity of our theory, we employ
this formalism to compute γ in the NP and FSP for
the special case η = 1, and to further explain the finite
critical fluctuations observed in the range 0 < ϕ < ϕtr. In
the NP, the positive eigenvalues of i
0D can be found
analytically as d1 = 2gnf

c

√
((gnf

c )2 − g2) and d2,3 = 2
√

6J̄

sin ϕ

√
1 − D(g2 − (gf

c )2) ± √
1 − 2D(g2 − (gf

c)2), where
D = (1 − J̄ cos ϕ)/6J̄2 sin2 ϕ. For ϕ > ϕtr, only d1 vanishes
at gc resulting in γ = 1/2; while for 0 < ϕ < ϕtr, d3 vanishes
leading to γ = 1. For ϕ = 0, d2,3 = 2

√
(1 − J̄ )(1 − J̄ − g2)

leading to two soft modes, both characterized by γ = 1/2. For
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FIG. 4. (a) Coefficients kq′
i

(solid lines), kp′
i

(dashed lines) as a
function of δg with the constraint ‖δq′

i‖2 = 1. For ϕ = 0, kq′
i
vanishes

while kp′
i

remains finite at the critical point, consistent with a diver-
gent fluctuation of the ground state wave function in the δq′

i direction.
In contrast, for ϕ = π/4, both coefficients vanish for δg → 0 at the
same rate, as demonstrated by the identical slopes of the two red
lines. This implies that the width of the Gaussian ground state wave-
function remains finite even at the critical point. See more detailed
discussion in the main text. (b) Variances of the quadrature qn as
functions of δg in the NP for two values of ϕ and η = 1. Approximate
results from the semiclassical method are marked by cross and plus
symbols. In both panels, we used J = 0.1ω0, ωa = ω0.

ϕ = ϕtr, both d1 and d3 vanish at gc originating the two critical
scalings at the tricritical point. In the FSP, despite the absence
of analytical solutions, we found approximations valid near
the critical point up to order O(δg3/2), see Appendix G. Since
only one critical mode exists for 0 < ϕ < ϕtr, it is possible to
compute its correspondent determinant (in alternative to its
diagonalization) which scales as det i
0D ∼ δg3, implying
that γ = 3/2, in agreement with Ref. [21].

We recall that in the paradigmatic Landau’s picture, a con-
tinuous phase transition is triggered when one, or several, of
the curvatures kq′

i
, kp′

i
in the Landau potential described in

Eq. (21) (forth-order terms are neglected) vanish at gc. As a
consequence, it is possible to distinguish two different sce-
narios depending on the leading expansion of the curvatures,
kq′

i (p
′
i ) ∼ |δg|dq′

i (p′
i ) . When dq′

i
�= dp′

i
(for example dq′

i
> dp′

i
)

the ground state wavefunction of the quantized Hamiltonian
Hi/kp′

i
∼ (kq′

i
/kp′

i
)δq′2

i + δp′2
i is

ψ (δq′
i ) =

(√
kq′

i
/kp′

i

π

)1/4

e−√
kq′

i
/kp′

i
δq′2

i /2
, (22)

which becomes infinitely wide in the δq′
i direction, leading

to divergent variances in the original quadratures qi, pi (note
that the constraint ‖δq′

i‖2 = 1 is necessary) and thus divergent
photon numbers. On the contrary, when dq′

i
= dp′

i
, the quan-

tized Hamiltonian can be written as Hi/kp′
i
∼ c′δq′2

i + δp′2
i (in

terms of c′ which is constant in δg) and its ground state can be
represented by the wave function

ψ (δq′
i ) =

(√
c′

π

)1/4

e−√
c′δq′2

i . (23)

As a consequence, neither of the variances of the original
quadratures or the average photon numbers diverge at the
critical point. In Fig. 4(a), we show that a numerical evaluation
of the variables kq′

i
, kp′

i
for ϕ = 0, π/4 at η = 1 is consistent

with the above intuitive interpretation. In Fig. 4(b), we show
the variance 〈q2

n〉 of the ground state is indeed finite for ϕ =
π/4, in sharp contrast to the divergent behavior for ϕ = 0.
A comparison between the quantity 〈q2

n〉 calculated via the
wave function in Eq. (23) and via numerical diagonalization,
gives further evidence of the consistency of our semiclassical
model.

IV. LOSSY CAVITIES

In this section, we study the semiclassical nonlinear dy-
namics, steady-state fluctuations and their scaling behavior of
the open Dicke trimer model. Specifically, we are interested
in the robustness of the equilibrium phases and the anomalous
critical scalings under the inclusion of cavity losses. For ex-
ample, the unbalanced, open Dicke model (N = 1) shows a
dynamical behavior which is drastically different with respect
to the closed case [35]. In fact, Ref. [35] shows that, for
|η| � 1, the semiclassical dynamics of the unbalanced, open
Dicke model always evolves towards a stable equilibrium
in the long-time limit t → ∞ while, for |η| > 1, persistent
oscillations and even chaos are observed in certain parameter
regimes. Throughout this section, we explore the nonlinear
feature in the dynamics of the open Dicke trimer model for
η ∈ [−1, 1] and leave the complexity of more general regimes
to a future work.

We have identified four classes of equilibrium solutions of
Eq. (8) which are the following.

(i) “N” (normal). In this class, all cavity fields vanish
(αn = 0) while all the spins collectively point to either the
north or the south pole ({Xn,Yn, Zn} = {0, 0,±1/2}) of the
Bloch sphere.

(ii) “nFS” (nonfrustated). This class is characterized by
identical, nonvanishing cavity fields (αn = α), and identical
spin polarizations ({Xn,Yn, Zn} = {X,Y, Z}).

(iii) “FS” (frustrated). In this class, both the cavity fields
and the spin polarizations are nonvanishing and not identical.

(iv) “Mixed”. This class is found for ϕ = 0, π and
its equilibria satisfy αn = 0, αn+1 = −αn+2 for n = 0, 1, 2,
where the subindexes are intended modulo 3. In other words,
one of the three cavity fields vanishes, while the other two are
opposite to each other.

Further details regarding the classification can be found in
Appendix H. In the next sections, we discuss the bifurcation
diagrams of the model in the ferromagnetic (ϕ = 0) and anti-
ferromagnetic (ϕ = π ) regimes. While an explicit numerical
analysis for more general values is rather involved, we further
present results for ϕ close to these two limiting cases.

A. Case I: ϕ = 0 and ϕ = π

We start by considering the two limiting cases for the phase
of the photon hopping, i.e., ϕ = 0 and ϕ = π corresponding to
an antiferromagnetic and ferromagnetic interaction. In Fig. 5,
we show the corresponding bifurcation diagrams in the (g, η)-
plane. Despite their visual similarities, the regions defined
by the five types of curves in these diagram do not carry
the same meaning as they would in a standard equilibrium
case, where boundaries between phases are associated with
different classes of phase transitions. We emphasis that for
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FIG. 5. Bifurcation diagrams of the open Dicke trimer model for (a) ϕ = 0 and (b) ϕ = π , respectively. Because of symmetry, these
diagram can be extended to the range η ∈ [−1, 0] by reflection. The N, nFS, FS, mixed, and dynamical boundaries are identified by blue-solid,
red-dotted, green-dashed, orange-solid, purple-dashdotted curves, respectively. The attractors are identified by the labels “N,” “nFS,” “FS,”
“mix,” and “Dyn” inside their regions of existence. The inset in (a) magnifies the black-box region in the upper-left corner. In this region,
the Dyn boundary is partitioned by four subcurves denoted by S1, S2, S3, S4, see Sec. IV A. Different bifurcation classes of the boundaries
are specified by the labels PX

sup(sub) (for supercritical/subcritical pitchfork bifurcations), SNX (for saddle-node bifurcations), and HX (when a
branch of equilibria flips stability). The nonequilibrium tricritical points reported in Ref. [32] are marked by empty stars. The line cuts used in
Fig. 12 are, here, labeled by lX

i with i ∈ {1, 2, 3}, and where the superscript X takes value in the set {nfs, fs, mix}. We have used ω0 = ωa = 1
throughout this section.

each curve in Fig. 5, the associated region we refer to here
is the one bounded by the curve with its label inside. In fact,
each of these regions in Fig. 5 is labeled by a type of stable
(stationary or dynamical) solutions of Eq. (8) and allows the
presence of all the solutions appearing in the regions below.

These diagrams can be understood more easily from bot-
tom to top, i.e., from weak to strong coupling g. For a fixed
η, the bifurcation diagram of the equilibira can be constructed
and the corresponding bifurcation points can be extracted. The
collection of these bifurcation points constitutes the various
curves in Fig. 5, which define regions with intricate shape
where the system dynamics can evolve to different attractors,
depending on the initial conditions. Specifically, in Fig. 5,
we identify four distinct stable equilibrium solutions (labeled
as “N,” “FS,” “nFS,” “mix”) and several regions (labeled as
“Dyn”) where the long-time semiclassical dynamics of Eq. (8)
tends towards an oscillatory or chaotic behavior. As an illus-
tration of the interpretation of Fig. 5(a), at η = 1, one first
find only the stable N solutions at g = 0 while, by increasing
g, stable FS and nFS solutions emerge successively. We note
that for the stable N solutions identified here, the collective
spins point to the south pole of the Bloch sphere [35].

In general, we observe that, starting from the usual Dicke
case (η = 1), the N region is contiguous to either the FS region
[Fig. 5(a)] or the nFS region [Fig. 5(b)], until a multicritical

point [32] (marked by a star) is reached along their common
boundary. Beyond this point, the behavior becomes much
richer with the presence of different coexisting stable equilib-
rium solutions. Cavity dissipation also allows the emergence
of two extra stable symmetry-broken equilibria not present in
the closed model. Specifically, these belong to the mixed/nFS
class for ϕ = 0 and to the mixed/FS class for ϕ = π .

In the following, we are going to separately classify bound-
aries between regions in which only equilibrium solutions
exist (Sec. IV A 1) and boundaries involving dynamical so-
lutions (Sec. IV A 2). We now present an overview of this
classification.

We use PX
sup(sub), SNX, and HX with X ∈ {nfs, fs, mix}

to distinguish the bifurcation properties of the boundaries of
stable equilibria. We numerically checked that the boundaries
of stable equlilibrium solutions still belong to these three
classes even for a more general parameter range ϕ ∈ [0, π ].

The model also supports the existence of regions involv-
ing stable dynamical solutions (which we characterize by the
generic label “Dyn”). For ϕ = 0, at large g, and close to the
isotropic line η = 0, we find the existence of a region (see
the upper left corner of Fig. 5(a) and the corresponding inset
box) whose boundary can be divided into four curves S1,
S2, S3, S4, each associated with a distinct type of dynamical
transition. For ϕ = π , near the Hmix line we also find one such
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region whose boundary is too intricate to be drawn at this level
of detail. Nonetheless, we present an example of different
dynamical transitions realized at a selection of different points
M1, M2, and M3 shown in Fig. 5(b). Qualitatively different
dynamical solutions might emerge in more general parameter
regimes. We numerically checked the existence of dynamical
solutions also for more general values of ϕ.

In the following, we analyze the boundaries described
above in more detail.

1. Boundaries of the stable equilibria

We classified the boundaries of stable equilibria using the
following bifurcation classes.

(i) PX
sup(sub). Supercritical (subcritical) pitchfork bifurca-

tions. Across PX
sup(sub), a branch of stable (unstable) equilibria

flips its stability, while two other branches of stable (unstable)
X equilibria emerge after the bifurcation. For example, in
Fig. 5 the N boundary is made of two supercritical pitchfork
bifurcation lines PX

sup and two subcritical pitchfork bifurcation
lines PX

sub, with X = fs, nfs [Fig. 5(a)] and X = nfs, mix
[Fig. 5(b)].

(ii) SNX. Saddle-node bifurcations. Crossing SNX, one
stable and one unstable branche of X equilibria emerge
whereas no X equilibria exist before the bifurcation. This class
can be found on all the three symmetry-broken boundaries
SNfs, SNnfs, and SNmix.

(iii) HX. Hopf-like bifurcations. Here, we use the term
“Hopf-like” because crossing these curves bears similarities
with Hopf bifurcations without strictly being classified as such
(since no periodic solutions are present). Specifically, while
crossing HX, an X equilibrium branch flips its stability. In
other words, the real part of one eigenvalue of the Jacobian
matrix in Eq. (11) changes sign, leading to a change of stabil-
ity in the corresponding X equilibrium branch. It is important
to mention that some parts of these HX curves could be the
boundaries of the Dyn region, e.g., S1, S2 in Fig. 5(a) where
an actual Hopf bifurcation could occur, thereby justifying our
choice of the name “Hopf-like.” We refer to the next sec-
tion for a more detailed discussion of dynamical transitions.

To clarify the nature of these transitions, in Fig. 6 we
present a bifurcation diagram for a specific range of pa-
rameters in Fig. 5. Specifically, Fig. 6(a) corresponds to the
(dashed grey) vertical cut at ϕ = 0, η = 0.0355 in the inset
of Fig. 5(a) while Fig. 6(b) corresponds to the (dashed grey)
vertical cut at ϕ = π, η = 0.2 in Fig. 5(b).

2. Boundaries of the stable dynamical solutions

Here, we describe the boundaries involving stable dynam-
ical solutions. We labeled different types of transitions as
Si with i = 1, 2, 3, 4. The line cut at ϕ = 0, η = 0.0355 in
Fig. 6(a) is selected such that it intersects with all of Si. In
Fig. 7, we present a more detailed analysis of the FS branches
for the boxed region in Fig. 6(a) which includes both periodic
and chaotic solutions. In Fig. 7(a), we see that after a saddle-
node bifurcation (marked by a diamond), one stable and one
unstable branches of FS equilibria appear. The stable branch
then undergoes a Hopf bifurcation at a point (marked by a
square) belonging to S1.

FIG. 6. Bifurcation diagrams corresponding to the equilibria
along the vertical dashed gray lines in Fig. 5, i.e. for the param-
eters (a) η = 0.0355, ϕ = 0 and (b) η = 0.2, ϕ = π . The inset
in (a) shows the fine structures of the bifurcation curves near the
region marked by the gray dashed box. Solid (Broken) curves corre-
spond to stable (unstable) equilibria. The pitchfork, saddle-node, and
Hopf bifurcation points are marked by empty circles, diamonds, and
squares respectively. Specifically, at Hfs in (a) and Hmix in (b) Hopf
bifurcations occur, followed by (a) a period-doubling cascade and
(b) quasiperiodic oscillations respectively, see further discussion in
Figs. 8 and 11. At Hnfs an anomalous Hopf bifurcation occurs where
a pair of zero eigenvalues of the Jacobian matrix in Eq. (11) emerges
at the bifurcation point and the post-bifurcation dynamics displays
burst oscillations, see Fig. 9.

After the Hopf bifurcation a branch of periodic solutions
emerges and further bifurcates into a period-doubling cascade,
which eventually leads to the formation of chaotic attractors at
around g ≈ 3.057. Therefore we identify S1 as the onset of the
oscillating behavior for the FS branches via Hopf bifurcations.
At around g ≈ 3.060, the previously identified chaotic attrac-
tor is replaced by a new periodic solution, whose attractor
collides with the basin of attraction of the nFS equilibrium
point at g ≈ 3.063, resulting in the transition indicated by S2.
In order to analyze the remaining S transitions, we switch
back to Fig. 6(a). There, we can observe how the stable
nFS branches emerge via a supercritical pitchfork bifurca-
tion (marked by a circle), and they exist until they reach the
Hnfs lines, where anomalous Hopf bifurcations with unusual
burst-oscillation-like post-bifurcation dynamics take place.
This is the transition which we identify as S3. By further
increasing g, the periodic attractor present beyond S3 turns
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FIG. 7. [S2] (a) Full bifurcation diagram of the FS branch in the
region marked by the dashed box in Fig. 6(a). Here αextreme denotes
the local extreme points of periodic and chaotic attractors. The dia-
gram starts with a saddle-node bifurcation point (diamond) and ends
with a periodic solution at the vertical dashed line where the tran-
sition to S2 occurs. (b) Projections of the periodic attractor onto the
α plane slightly before the transition, for η = 0.355 and g = 3.0627.
Closer to the transition, the periodic attractor approaches the nFS
equilibrium point as well, giving evidence to the collision of their
basins of attraction on S2. (c1) Temporal traces of cavity fields at the
same values for η and g as in (b). The value of the cavity fields at the
nFS equilibrium point in (b) is marked by the horizontal line. (c2)
Temporal traces of the cavity fields after the transition, for the values
η = 0.355 and g = 3.062780103.

into a chaotic attractor (not shown), which eventually hit the
basin of attraction of the N equilibria, defining the transition
labeled by S4.

Now we are going to discuss each of these dynamical tran-
sitions in more detail by analyzing their specific dynamical
signatures.

(i) S1. This curve is a collection of Hopf bifurcation points
for the stable FS branch. At the bifurcation points correspond-
ing to the S1 line, the Jacobian matrix in Eq. (11) has a
pair of purely imaginary conjugate eigenvalues ±iωosc with
ωosc > 0 [39], indicating the appearance of a periodic attrac-
tor. This periodic attractor further experiences a sequence of
period-doubling bifurcations (period-doubling cascade) and
eventually the dynamics becomes chaotic. This can be seen
in Fig. 8 which shows cavity α-dependent features of the
periodic attractors and of the dynamics. It also shows the
(unnormalized) power spectra |F[|αn|]|2 with F representing
the Fourier transform of αn at three points N1, N2, N3 (see the
inset of Fig. 5) selected in proximity of S1 (for increasing cou-
pling strength). At N1 (closest to S1) the long-time dynamics
features a single main harmonics, see Figs. 8(a2) and 8(a3).

FIG. 8. [S1] Period doubling cascade after the Hopf bifurca-
tion line S1 in the inset of Fig. 5(a). Top, middle, bottom panels
correspond to the three points N1, N2, N3 with η = 0.04 and g =
3.035, 3.042, 3.050, respectively. In each row, projections of the
periodic attractor (left), temporal traces of its cavity field compo-
nents (right top) and the corresponding (unnormalized) power spectra
|F [|αn|]|2 (right bottom) are shown.

At N2, the power spectrum shows a second main harmonics
with frequency half of the one at N1, see Fig. 8(b3), as a conse-
quence of a period-doubling bifurcation. By further increasing
g, an infinite sequence of period-doubling bifurcations takes
place until chaos ensues, as shown in Figs. 8(c1)–8(c3). We
note that, in the oscillatory solution, two of the three cavity
fields are synchronized, i.e., α1(t ) = α2(t ) and not equiva-
lent to the field in the remaining cavity, indicating that the
Hopf bifurcations originate from a stable FS branch, see
Figs. 8(c1)–8(c3).

(ii) S2. This curve corresponds to the disappearance of
the FS periodic attractors, induced by their collision with
the basins of attraction of the nFS equilibria. To understand
this mechanism, in Figs. 7(b) and 7(c1) we show (near the
transition) projections of the periodic attractor on the complex
α-plane and the associated temporal traces of the cavity fields
respectively. We observe that, in phase space, this periodic
attractor moves closer to the stable nFS equilibrium point and
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FIG. 9. [S3] Burst oscillations observed at the point K1 with
η = 0.0355 and g = 3.08 near the segment S3. Shown in (a)–(c) are
projections of the periodic attractor, temporal traces of the cavity
fields and the associated (unnormalized) power spectra |F [|αn|]|2,
respectively.

its basin of attraction collides with that of the stable nFS equi-
librium point at S2, thereby eliminating the periodic attractor
after collision. Evidence for this collision lies in trajectories
which stay located in the vicinity of the broken periodic at-
tractor for a finite amount of time before transitioning towards
the stable nFS equilibrium point, as exemplified in Fig. 7(c2).
We observed that this kind of collision only happens between
solutions with different broken symmetries.

(iii) S3. This curve is a collection of anomalous Hopf
bifurcation points. Across S3, the system undergoes a Hopf
bifurcation with two zero eigenvalues at the transition point,
i.e., ωosc = 0. As a consequence, the post-bifurcation dynam-
ics is drastically different from that presented in Figs. 8 and
11, where regular Hopf bifurcations characterized by two
conjugate purely imaginary eigenvalues at the transition point
occur. To illustrate this, in Fig. 9(a), we show that projec-
tions of the periodic attractor at the point K1 in Fig. 5(a)
into each cavity field component are the same. This implies
that they originate from a nFS branch as some prebifurca-
tion structure carries over to the post-bifurcation solutions.
Interestingly, in the time domain this periodic attractor dis-
plays an unusual periodic burst-oscillation dynamics, which
we show in Fig. 9(b). Within a period Tbst, the dynamics
undergoes an approximately constant evolution, interrupted
by some fast oscillations or bursts. Furthermore, bursts in dif-
ferent cavities are synchronized with a characteristic time-lag
Tbst/3, e.g., α3(t ) = α1(t + Tbst/3) and α2(t ) = α1(t − Tbst/3)
in Fig. 9(b). We also find that the period Tbst diverges while the
burst amplitude remains finite when approaching S3. Burst os-
cillations are usually found in type III intermittency routes to
chaos and are related to bifurcations of periodic solutions [39].
We emphasize that, here, this behavior is instead observed in
periodic solutions that are generated through unusual Hopf
bifurcations.

(iv) S4. The transitions crossing S4 are associated with
the disappearance of the chaotic attractors via exterior crises.
To illustrate this, in Fig. 10, we show the dynamics at three
points F1, F2, and F3 near the S4 line. Specifically, we chose
F1 to be located inside the Dyn-region while the points F2 and
F3 are outside. An intriguing feature in the dynamics of the
cavity fields at F2 and F3 is the abrupt vanishing of the field
to zero after a transient chaotic motion, see Fig. 10(b). This

FIG. 10. [S4] Destruction of the chaotic attractor via an exterior
crisis. Trajectories (a) and temporal traces (b) of the cavity field α1

for the three points F1, F2, F3 in the inset of Fig. 5(a) with η = 0.045
and g = 3.130, 3.134, 3.138. At the point F1, the chaotic attractor
is alive, which however is destroyed suddenly at the points F2, F3.
In (b), the dynamics at F2, F3 show typical signatures of transient
chaos.

phenomenon was dubbed transient chaos [39]. This abrupt
change of the cavity fields to zero happens at a random time
which is a function of the initial conditions. Dynamically,
exterior crises occur when a chaotic attractor collides with the
basin of attraction of another (point, periodic or quasiperiodic)
attractor and after the collision the chaotic attractor merges
with the basin of the regular one. Transient chaos can then be
observed in dynamics right after the collision since the broken
chaotic attractor can still trap the evolution for some time. In
our case, it is the collision between the chaotic attractors and
the basins of attraction of the N equilibria that leads to the
boundary curve S4.

(v) Points M1, M2, M3. In Fig. 11, we show three typ-
ical (quasi)periodic attractors found in the case ϕ = π near
one of the Hmix curves. At M1, we find a periodic attractor
characterized by the oscillation of the cavity fields oscillate
around different values for α, see Fig. 11(a). Therefore, near
M1, the system undergoes a Hopf bifurcation of the mixed
equilibria [39]. Interestingly, we can observe that one of the
cavity fields oscillates around the origin of the α plane while
trajectories of the other two fields are symmetric to each other
with respect to the origin, akin to the mixed equilibria satisfy-
ing αn = 0, αn+1 = −αn+2 (with indexes intended modulo 3).
By further increasing the coupling strength g, quasiperiodic
attractors emerge at the point M2, as illustrated in Fig. 11(b).
At M3, we find the appearance of an interesting type of peri-
odic attractors, see Fig. 11(c), whose phase space trajectories
of all cavity field components coincide. This feature can be
interpreted as the deformation and reconnection of the three
isolated closed curves in Fig. 11(a) as g increases. In this case,
the oscillations of different cavity fields in the time domain are
synchronized only up to a certain time, similarly to the burst
oscillations shown in Fig. 9.

3. Scaling of steady-state fluctuations

To conclude this section, we examine the scaling behav-
ior of the quantum fluctuations specified by the expectation
values of the quadratic observables (anam, a†

na†
m, a†

nam, bnbm,
b†

nb†
m, b†

nbm, anbm, a†
nb†

m, a†
nbm, b†

nam, see Appendix C) along
the line cuts in Fig. 5 labeled by lX

i with i ∈ {1, 2, 3} and
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FIG. 11. [M1, M2, M3] [(a)–(c)] Projections of the (quasi)-
periodic attractors for the points M1, M2, M3 in Fig. 5(b), with the
parameters η = 0.2 and g = 2.24, 2.28, 2.5, respectively. (d) Tem-
poral traces of the cavity fields at M3.

X ∈ {n, nfs, fs, mix}. We numerically verified that the con-
dition det M f �= 0 holds for all these line cuts, implying the
existence of a unique solution fss = M−1

f v f (here we reiterate
that fss is a vector whose entries are the expectation values of
the quadratic operators listed above, while M f and v f are the
coefficient matrix and vector of the system observables, see
Appendix C). In Fig. 12(a) (ϕ = 0) and Fig. 12(b) (ϕ = π ),
we plot the expected photon number 〈a†

nan〉 for all n which
give nonequivalent values. The other quadratic observables
behave similarly. In Fig. 12(a) we see that along the cut l fs

1
photon number in one cavity scales as 〈a†

nan〉 ∼ |δg|2 while in
the other two (where the cavity fields are the same) it scales
as 〈a†

nan〉 ∼ |δg|1, a typical characteristics of the two critical
scalings with the critical exponents (2 and 1) twice that (1
and 0.5) of the closed system [20]. We note that doubling of
critical exponents has been found in the open Dicke model [4].
For other line cuts, we find mean-field scaling 〈a†

nan〉 ∼ |δg|1.
In Fig. 12(b), we see that along the cut lmix

3 the photon number
now scales as 〈a†

nan〉 ∼ |δg|2 whereas the two critical scalings
are replaced by mean-field behavior.

B. Case II: In the vicinity of ϕ = 0 and π

We now discuss the case 0 < ϕ < π , where time-reversal
symmetry is lifted. In particular, we focus on the lines Pfs

s in
Fig. 5(a) and Pnfs

s in Fig. 5(b) around ϕ = 0 and ϕ = π . Near
ϕ = 0, we do not observe supercritical pitchfork bifurcations
anymore. Instead, the SPTs at ϕ = 0 are replaced by Hopf
bifurcations of the N equilibria, leading to the emergence of
new periodic attractors after the bifurcations, as demonstrated
in Fig. 13(a) for ϕ = 0.1, η = 0.3. The projection and tempo-
ral trace of the periodic attractor are shown in Fig. 13(b) and

FIG. 12. Scaling of the cavity photon number calculated along
the vertical line cuts labeled by lX

i with i ∈ {1, 2, 3} and X ∈
{n, nfs, fs, mix} in Fig. 5. For ln

i or lnfs
i , there is only one curve

as all cavity photon numbers are the same; while for l fs
i or lmix

i there
are two curves.

(c) respectively. There, we observe that the periodic attractor
encloses the origin in the α plane and oscillations in different
cavities are synchronized up to a fixed time lag, similar to
the behavior shown in Figs. 9 and 11. Further increasing g,
a branch of stable FS equilibria and a branch of unstable
FS equilibria appear via a saddle-node bifurcation. The pe-
riodic attractor terminates at some critical coupling, due to
its collision with the basin of attraction of the FS equilibrium
point. We numerically examine steady-state fluctuations of the
N branch and find simple mean-field behavior (not shown),
as opposed to the anomalous finite critical fluctuations in
closed systems. On the contrary, in the vicinity of ϕ = π ,
there still exists a supercritical pitchfork bifurcation line be-
tween the N and nFS regions with mean-field scalings on both
sides.

V. CONCLUSIONS AND OUTLOOK

We presented an analysis of a generalization of the Dicke
trimer model in which both unbalanced light-matter interac-
tions and cavity losses are considered. In the closed case, we
presented a variety of analytical results concerning the ground
state structure, excitation spectra, and critical exponents asso-
ciated with the underlying superradiant phase transition. In
this model, we found the emergence of a zero energy mode
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FIG. 13. Shown are (a) bifurcation diagram for ϕ=0.1, η = 0.3,
(b) projection and (c) temporal trace of the periodic attractor at
g = 1.4. Hopf bifurcation of the N branch and saddle-node bifur-
cations of the FS branches are marked by a square symbol and
diamonds respectively. The label “Osc” stands for periodic solutions.

in the Tavis-Cummings limit where the light-matter interac-
tions possess higher U(1) symmetry. We demonstrated that
the appearance of this zero energy mode is related to the
corresponding phase redundancy of the ground state energy.
In order to gain more intuition about the presence of finite crit-
ical fluctuations reported in Ref. [21], we further developed
a semiclassical theory for the light degrees of freedom. This
effective model suggests that such finite critical fluctuations
are a direct consequence of the presence of finite quadratic
contributions to the renormalized semiclassical Hamiltonian
while approaching the phase transition.

These results, together with those presented in
Refs. [20,21] confirm that the closed Dicke trimer model is a
promising platform for exploring novel critical phenomena.
Future works may proceed to further analyze entanglement
properties of the ground state [46], the effects of staggered
Zeeman magnetic field [38], two-photon light-matter
interactions [47], and other generalizations of the Dicke model
[48,49].

To analyze the open, unbalanced Dicke trimer model, we
have focused on a semiclassical limit whose dynamics is
described by a set of nonlinear differential equations. We
revealed the existence of a stationary solution featuring super-
radiant and normal states in different cavities and dynamical
phases characterized by periodic, quasiperiodic, or chaotic
attractors and displaying superradiant oscillations. The iden-
tification of the transitions related to the arising of these
dynamical phases is one of the main contributions of the

present work. In particular, we introduced anomalous Hopf
bifurcations (characterized by bursts oscillations) and exterior
crises (featuring transient chaotic dynamics). The further ob-
servation of the robustness of the two-critical-scalings against
cavity losses could be supporting its future observation in
state-of-art experiments [10–19].

As an outlook on possible future extensions, it would
be interesting to further analyze a more general parameter
regime characterized by off-resonant light-matter interaction
and |η| > 1 where potentially interesting dynamics may arise
akin to the open, unbalanced Dicke model [35]. It would
also be interesting to generalize the presented semiclassical
analysis into a pure quantum perspective, i.e., to study the
Lindblad master equation in Eq. (3) for large, but finite, Na.
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APPENDIX A: DERIVATION OF THE GROUND STATE
ENERGY AND QUADRATIC HAMILTONIAN

In this section, we present details about the derivation of
the ground state energy ĒGS in Eq. (5) and quantum fluctua-
tion Hamiltonian Hq in Eq. (6). To this end, as presented in
the main text, we first displace the cavity fields by

√
Naαn

using the displacement operator D({αn}) = ∏
n Dn(αn) with

Dn(αn) = exp(
√

Naαna†
n − √

Naα
∗
nan) and express the Hamil-

tonian as

D†({αn})HN D({αn})

=
N∑

n=1

ω0(a†
n + √

Naα
∗
n )(an + √

Naαn) + ωaJz
n

+ J[eiϕ (a†
n + √

Naα
∗
n )(an+1 + √

Naαn+1) + H.c.]

+ 2λ√
Na

[
η+(a†

n + an + √
Naα

∗
n + √

Naαn)Jx
n

+ iη−(an − a†
n + √

Naαn − √
Naα

∗
n )Jy

n

]
. (A1)

Next we apply the spin rotation

U y
n (θn) = e−iθnJy

n , U z
n (φn) = e−iφnJz

n , (A2)

with the angles specified by

cos θn = ωa


n
, cos φn = η+�αn

An
, sin φn = −η−	αn

An
,

(A3)
where we defined the new atomic frequency in the rotating
frame 
n = √

ω2
a + 16λ2A2

n and An =
√

η2
+�2αn + η2

−	2αn .
Note that in the NP the solution θn = φn = 0 should be
used. After the rotation U ({θn, ϕn}) = ∏

n U y
n (θn)U z

n (ϕn), the
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Hamiltonian in the rotated frame becomes

(U †({θn, φn})D†({αn}))HN (D({αn})U ({θn, φn}))

=
N∑

n=1

Na[ω0|αn|2 + J (eiϕα∗
nαn+1 + H. c.)] + √

Na[ω0(α∗
nan + H.c.) + J[eiϕ (α∗

nan+1 + αn+1a†
n) + H.c.]]

+
nJz
n + ω0a†

nan + 2λη+√
Na

(an + a†
n)

(
cos θn cos φnJx

n − sin φnJy
n + sin θn cos φnJz

n

)
+ i

2λη−√
Na

(an − a†
n)

(
cos θn sin φnJx

n + cos φnJy
n + sin θn sin φnJz

n

) + J (eiϕa†
nan+1 + e−iϕa†

n+1an). (A4)

Finally we represent the collective spins in terms of bosons using the Holstein-Pirmakoff transformation

Jz
n = b†

nbn − Na/2, J+
n = b†

n

√
Na − b†

nbn, (A5)

which in the thermodynamic limit Na → ∞ allows to expand the Hamiltonian as a series of 1/Na. The ground state energy EGS

of O(Na) is

EGS/Na =
N∑

n=1

ω0|αn|2 + J (eiϕα∗
nαn+1 + H. c.) − 
n

2
, (A6)

while the quantum fluctuations of order O(1) is

Hq =
N∑

n=1

ω0a†
nan + 
nb†

nbn + J (eiϕa†
nan+1 + e−iϕa†

n+1an) + λη+ cos θn cos φn(an + a†
n)(bn + b†

n)

− iλη+ sin φn(an + a†
n)(bn − b†

n) + iλη− cos θn sin φn(an − a†
n)(bn + b†

n) − λη− cos φn(an − a†
n)(bn − b†

n). (A7)

After rescaling all bare parameters, we obtain the expressions (5) and (6) given in the main text.

APPENDIX B: SUBMATRICES IN THE JACOBIAN MATRIX

This section gives the submatrices of the Jacobian matrix in Eq. (11),

An =

⎛
⎜⎜⎜⎜⎜⎝

−κ ω0 0 −2λη−
−ω0 κ −2λη+ 0

0 −4λη−Zss
4λη−Xss	αn

Zss

4λη−Yss	αn

Zss
− ωa

−4λη+Zss 0 4λη+Xss�αn

Zss
+ ωa

4λη+Yss�αn

Zss

⎞
⎟⎟⎟⎟⎟⎠,

B =

⎛
⎜⎜⎜⎝

J sin ϕ J cos ϕ 0 0

−J cos ϕ J sin ϕ 0 0

0 0 0 0

0 0 0 0

⎞
⎟⎟⎟⎠, C =

⎛
⎜⎜⎜⎝

−J sin ϕ J cos ϕ 0 0

−J cos ϕ −J sin ϕ 0 0

0 0 0 0

0 0 0 0

⎞
⎟⎟⎟⎠. (B1)

APPENDIX C: STEADY-STATE FLUCTUATIONS

A steady state ρeq of Eq. (3) satisfies the equation

−i[HN , ρeq] + κ
∑

n

(2anρeqa†
n − {a†

nan, ρeq}) = 0. (C1)

Now we proceed as in the closed case by switching to
a displaced, rotated frame defined with respect to U =
U ({αeq

n , θ
eq
m , φ

eq
n }) in which parameters α

eq
n , θ

eq
m , φ

eq
n are those

associated to ρeq. In the new frame, we have

−i[H̃N , ρ̃ss] + κ
∑

n

(2(an + √
Naαn)ρ̃eq(a†

n + √
Naα

∗
n )

−{(a†
n + √

Naα
∗
n )(an + √

Naαn), ρ̃eq}) = 0, (C2)

where H̃N = U†HNU , ρ̃ss = U†ρssU are operators in the new
frame. Now we expand the left-hand side up to order O(Na)
terms included. Here, the O(

√
Na) terms vanish by construc-

tion (in the choice of the parameters α
eq
n , θ eq, φ

eq
n ), while the

O(Na) terms are C-numbers, leading to

−i[Hq, ρ̃ss] + κ
∑

n

(2anρ̃ssa
†
n − {a†

nan, ρ̃ss}) = 0. (C3)

The equation above is closed in the expectations anam, a†
na†

m,
a†

nam, bnbm, b†
nb†

m, b†
nbm, anbm, a†

nb†
m, a†

nbm, and b†
nam. To

simplify the notation, we defined �++
n = λη+ cos θn cos φn,

�+−
n = −iλη+ sin φn, �−+

n = iλη− cos θn sin φn, �−−
n =

−λη− cos φn for the coefficients in Eq. (6). Below we
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explicitly list these equations for the interested reader as

0 = −2iω0〈anam〉 − i(�++
n + �+−

n − �−+
n − �−−

n )〈ambn〉 − i(�++
n − �+−

n − �−+
n + �−−

n )〈amb†
n〉

− i(�++
m + �+−

m − �−+
m − �−−

m )〈anbm〉 − i(�++
m − �+−

m − �−+
m + �−−

m )〈anb†
m〉

− iJe−iϕ〈an−1am + anam−1〉 − iJeiϕ〈an+1am + anam+1〉 − 2κ〈anam〉,
0 = i(�++

n + �+−
n + �−+

n + �−−
n )〈ambn〉 − i(�++

m + �+−
m − �−+

m − �−−
m )〈a†

nbm〉
+ i(�++

n − �+−
n + �−+

n − �−−
n )〈amb†

n〉 − i(�++
m − �+−

m − �−+
m + �−−

m )〈a†
nb†

m〉
+ iJeiϕ〈a†

n−1am − a†
nam+1〉 + iJe−iϕ〈a†

n+1am − a†
nam−1〉 − 2κ〈a†

nam〉,

0 = −i

(
ωa

cos θn
+ ωa

cos θm

)
〈bnbm〉 − i(�++

n − �+−
n + �−+

n − �−−
n )〈anbm〉 − i(�++

n − �+−
n − �−+

n + �−−
n )〈a†

nbm〉

− i(�++
m − �+−

m + �−+
m − �−−

m )〈ambn〉 − i(�++
m − �+−

m − �−+
m + �−−

m )〈a†
mbn〉,

0 = i

(
ωa

cos θn
− ωa

cos θm

)
〈b†

nbm〉 + i(�++
n + �+−

n + �−+
n + �−−

n )〈anbm〉 + i(�++
n + �+−

n − �−+
n − �−−

n )〈a†
nbm〉

− i(�++
m − �+−

m + �−+
m − �−−

m )〈amb†
n〉 − i(�++

m − �+−
m − �−+

m + �−−
m )〈a†

mb†
n〉,

0 = −i

(
ω0 + ωa

cos θm

)
〈anbm〉 − i(�++

n + �+−
n − �−+

n − �−−
n )〈bnbm〉 − i(�++

n − �+−
n − �−+

n + �−−
n )〈b†

nbm〉

− i(�++
m − �+−

m + �−+
m − �−−

m )〈anam〉 − i(�++
m − �+−

m − �−+
m + �−−

m )(δnm + 〈a†
man〉)

− iJe−iϕ〈an−1bm〉 − iJeiϕ〈an+1bm〉 − κ〈anbm〉,

0 = i

(
ω0 − ωa

cos θm

)
〈a†

nbm〉 + i(�++
n + �+−

n + �−+
n + �−−

n )〈bnbm〉 + i(�++
n − �+−

n + �−+
n − �−−

n )〈b†
nbm〉

− i(�++
m − �+−

m + �−+
m − �−−

m )〈a†
nam〉 − i(�++

m − �+−
m − �−+

m + �−−
m )〈a†

na†
m〉

+ iJeiϕ〈a†
n−1bm〉 + iJe−iϕ〈a†

n+1bm〉 − κ〈a†
nbm〉. (C4)

As noted at the end of Sec. II C in the main text, these equa-
tions can be expressed in a matrix form as M f fss + v f = 0
in terms of a vector fss listing the expectation values of the
quadratic operators and in terms of a coefficient matrix, M f

and a inhomogenous term v f .

APPENDIX D: ANALYTICAL RESULTS
OF THE NFSP SOLUTIONS

In the NP and nFSP, all ᾱn are identical so we can write
ᾱn = ᾱ to simplify Eq. (5) as

ĒGS/N = (1 + 2J̄ cos ϕ)|ᾱ|2 − 1

2

√
1 + 4g2Ā2, (D1)

where Ā =
√

η2+�2ᾱ + η2−	2ᾱ and we reiterate again here

that η± = (1 ± η)/2. Minimizing ĒGS over ᾱ leads to the
solutions

ᾱ = ± 1

2gη+

√
g4η4+

(1 + 2J̄ cos ϕ)2
− 1 (D2)

for η > 0,

ᾱ = ±i
1

2gη−

√
g4η4−

(1 + 2J̄ cos ϕ)2
− 1, (D3)

for η < 0, and

ᾱ = 1

g

√
g4

16(1 + 2J̄ cos ϕ)2
− 1 eiζ , (D4)

for η = 0 and with arbitrary real ζ .

APPENDIX E: GENERIC PROPERTIES
OF THE FSP SOLUTIONS

In this section, we present a semianalytical proof of
the properties satisfied by the FSP solutions discussed in
Sec. III A in the main text. We start by simplifying the ex-
pression of ĒGS at η = 1. Substituting η = 1 into Eq. (5) in
the main text, we obtain

ĒGS =
∑

n

[
|ᾱn|2 − 1

2

√
1 + 4g2�2ᾱn

+ J̄ (eiϕᾱ∗
n ᾱn+1 + H.c.)

]
. (E1)

We can further eliminate 	ᾱn by calculating

0 = ∂ĒGS

∂	ᾱn
= 2	ᾱn + 2J̄ cos ϕ(	ᾱn−1 + 	ᾱn+1)

+ 2J̄ sin ϕ(�ᾱn+1 − �ᾱn−1) (E2)
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and summing over n

∑
n

	ᾱn + J̄ cos ϕ
∑

n

(	ᾱn+1 + 	ᾱn−1) = 0, (E3)

which leads to
∑

n 	ᾱn = 0. Since in the present model N =
3, we find the relation

	ᾱn = −J̄ sin ϕ

1 − J̄ cos ϕ
(�ᾱn+1 − �ᾱn−1). (E4)

Substituting this expression into Eq. (E1) leads to a simplified
ground state energy function

ĒGS =
∑

n

[
ξ0�2αn − 1

2

√
1 + 4g2�2ᾱn + ξ1�ᾱn�ᾱn+1

]
,

(E5)

where we defined ξ0 = 1 − 2J̄2 sin2 ϕ/(1 − J̄ cos ϕ) and ξ1 =
2J̄ cos ϕ + 2J̄2 sin2 ϕ/(1 − J̄ cos ϕ). Differentiating over �ᾱn

and rearranging the terms, we obtain

ξ1

2

∑
n

�ᾱn = f (�ᾱn), (E6)

in terms of the function [20]

f (x) = g2x√
1 + 4g2x2

−
(

ξ0 − 1

2
ξ1

)
x. (E7)

We can now follow the same arguments presented in Ref. [20]
to prove the property (i) presented at the end of Sec. III A
in the main text for the FSP solutions at η = 1. We also
numerically checked that the same holds for a generic η > 0.
We performed similar arguments in the cases η < 0 and η = 0
to prove the properties (ii) and (iii), respectively.

APPENDIX F: THE MATRICES Hn AND HJ

IN THE NP AND SUPERRADIANT PHASE

In this section, we provide the explicit expressions for the
matrices Hn and HJ in the NP and superradiant Phase. In the
superradiant phase, we have

Hn =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝

ω0 0 g
√

ω0ωaη
2
+�ᾱn

Ān

√
1+4g2Ā2

n

− g
√

ω0ωaη+η−	ᾱn

Ān

0 ω0
g
√

ω0ωaη
2
−	ᾱn

Ān

√
1+4g2Ā2

n

g
√

ω0ωaη+η−�ᾱn

Ān

g
√

ω0ωaη
2
+�ᾱn

Ān

√
1+4g2Ā2

n

g
√

ω0ωaη
2
−	ᾱn

Ān

√
1+4g2Ā2

n

ωa

√
1 + 4g2Ā2

n 0

− g
√

ω0ωaη+η−	ᾱn

Ān

g
√

ω0ωaη+η−�ᾱn

Ān
0 ωa

√
1 + 4g2Ā2

n

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠

, HJ =

⎛
⎜⎜⎜⎜⎝

J cos ϕ −J sin ϕ 0 0

J sin ϕ J cos ϕ 0 0

0 0 0 0

0 0 0 0

⎞
⎟⎟⎟⎟⎠.

(F1)

In the NP, Hn is obtained by applying the replacements η+�ᾱn/Ān → −1, η−	ᾱn/Ān → 0 and by setting Ān = 0 to explicitly
obtain

Hn =

⎛
⎜⎜⎜⎜⎝

ω0 0 −g
√

ω0ωaη+ 0

0 ω0 0 −g
√

ω0ωaη−
−g

√
ω0ωaη+ 0 ωa 0

0 −g
√

ω0ωaη− 0 ωa

⎞
⎟⎟⎟⎟⎠, HJ =

⎛
⎜⎜⎜⎜⎝

J cos ϕ −J sin ϕ 0 0

J sin ϕ J cos ϕ 0 0

0 0 0 0

0 0 0 0

⎞
⎟⎟⎟⎟⎠. (F2)

APPENDIX G: APPROXIMATE FSP GROUND STATE
SOLUTIONS NEAR THE CRITICAL POINT FOR η = 1

In this section, we derive approximate ground state solu-
tions of the FSP near the critical point for η = 1. We substitute
the ansatz ᾱ2 = ᾱ3 into Eq. (E6) and rearrange the equation to
arrive at

ξ0�ᾱ1 + 1

2
ξ1�ᾱ2 − g2�ᾱ1√

1 + 4g2�ᾱ2
1

= 0,

1

2
ξ1�ᾱ1 +

(
ξ0 + 1

2
ξ1

)
�ᾱ2 − g2�ᾱ2√

1 + 4g2�ᾱ2
2

= 0. (G1)

Near the critical point, we have the expansions �ᾱ1 ≈
r0δgβ1 + r1δgβ1+1 + r2δgβ1+2, �ᾱ2 ≈ s0δgβ2 + s1δgβ2+1 +
s2δgβ2+2, where β1,2 > 0, r0, s0 �= 0 and δg > 0 in the FSP.
Now we insert these expansions into Eq. (G1) then get the

equations order by order. For the lowest order, we have

ξ0r0δgβ1 + ξ1s0δgβ2 − g2
cr0δgβ1 = 0,

1
2ξ1r0δgβ1 + (

ξ0 + 1
2ξ1

)
s0δgβ2 − g2

cs0δgβ2 = 0. (G2)

It is easy to see that β1 = β2 otherwise either r0 or s0 vanishes.
From now on, we assume β1 = β2 = β. Making use of this
relation and g2

c = ξ0 − ξ1/2 at η = 1, one can show that s0 =
−r0/2. The equations for the next order are

(
ξ0r1 + ξ1s1 − g2

cr1 − 2gcr0
)
δgβ+1 + 2g4

cr3
0δg3β = 0,[

1
2ξ1r1 + (

ξ0 + 1
2ξ1

)
s1 − g2

cs1 − 2gcs0
]
δgβ+1

+ 2g4
cs3

0δg3β = 0. (G3)
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One can readily see that β �= 1/2 leads to contradiction thus
only β = 1/2 is possible and solving the above equation gives

r0 = ± 2√
3g3/2

c

, s0 = ∓ 1√
3g3/2

c

. (G4)

Proceeding along similar lines, we find

r1 = ± 1

6
√

3g5/2
c

, s1 = 4

3
√

3ξ1g1/2
c

∓ 1

12
√

3g5/2
c

. (G5)

Summarizing, in the FSP near the critical point we have the
approximate solutions

�ᾱ1 ≈ ± 2δg1/2

√
3g3/2

c

± δg3/2

6
√

3g5/2
c

,

�ᾱ2 ≈ ∓ δg1/2

√
3g3/2

c

+
(

4

3
√

3ξ1g1/2
c

∓ 1

12
√

3g5/2
c

)
δg3/2. (G6)

APPENDIX H: CLASSIFICATION OF THE EQUILIBRIA

In this section, we classify the equilibria of Eq. (8). We
first classify the equilibria in terms of the number of vanishing
cavity fields, which we denote by Nn, by running over all
values of Nn. Obviously Nn = 3 corresponds to the N equi-
libria. For Nn = 2, without loss of generality, let us assume
α1 = α2 = 0. Then the equation of α1 is obtained from the
first line of Eq. (8) by setting dα1/dt = 0, which gives

(κ + iω0)α1 + 2iλη+X1 + 2λη−Y1 ± iJα2 ± iJα3 = 0.

(H1)

Since X1 = Y1 = 0 as a result of α1 = 0, we get α3 = 0,
which contradicts with the condition Nn = 2. This excludes
solutions satisfying Nn = 2. For Nn = 1, we show below that
for ϕ = 0, π these equilibria are subject to the relations
αn = 0, αn−1 = −αn+1.

Proof. Since Nn = 1, without loss of generality we as-
sume αn = 0, then from the first line of Eq. (8) one can see
that the other two cavity fields satisfy the relation eiϕαn−1 +
e−iϕαn+1 = 0 by examining the equation for αn. For ϕ = 0,

π , this reduces to αn−1 = −αn+1. From the second and third
equations in Eq. (8), we can derive the relation

Z2
n±1 = ω2

a

4
(
ω2

a + 16λ2A2
n±1

) , (H2)

which implies that Zn−1 = ±Zn+1. If Zn−1 = −Zn+1, we have
Xn−1 = Xn+1, Yn−1 = Yn+1. Substituting these into the first
line in Eq. (8), we have αn−1 = αn+1 which, in turn, implies
αn±1 = 0, contradicting the condition Nn = 1. If Zn−1 = Zn+1,
we have Xn−1 = −Xn+1, Yn−1 = −Yn+1. Combining this rela-
tion with the first line in Eq. (8), we find αn = −αn, so that
αn = 0. As a consequence, for ϕ = 0, π , a solution charac-
terized by Nn = 1 has to satisfy the relation αn = 0, αn−1 =
−αn+1. �

For Nn = 0, we further classify these equilibria by the
number of identical cavity fields denoted by Ns. Stationary
solutions where all cavities have the same field amplitude
(αn = α) correspond to the nFS equilibria, while solutions
breaking translational symmetry are the FS equilibria with
Ns = 0, 2. This completes the classification of the equilibria.
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