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Quantum mechanical-like approach with non-Hermitian effective
Hamiltonians in spin-orbit coupled optical cavities
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We present a comprehensive analytical model of resonant states in birefringent microcavities with permeable
mirrors. We derive an effective, non-Hermitian photonic Hamiltonian describing cavity mode dispersion and
modal lifetimes by applying the Green’s function technique based on the Mittag-Leffler expansion with respect
to the resonant states and the k · p perturbation theory known from semiconductor physics. Using this formalism
we obtained results which can be interpreted as effective cavity mode spin-orbit coupling. We use this method
to derive the two-mode Hamiltonian to describe the properties of light in the cavity, which significantly reduces
the computational effort and properly captures the polarization of the eigenmodes. This is done by introducing
the necessary corrections to the Hamiltonian matrix and modifying the basis modes resulting from the coupling
with other optical modes present in the system. This simplified Hamiltonian allows us to determine the positions
of exceptional points in momentum space. These points are connected by Fermi arcs and appear due to non-
Hermiticity and PT symmetry.
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I. INTRODUCTION

Although the propagation of electromagnetic waves in op-
tical devices can be successfully described using Maxwell’s
equations, there is a growing tendency to reformulate this
problem into a framework resembling quantum mechanics
by introducing the wave function of photons [1], the Weyl
eigenvalue equation for electric and magnetic fields [2,3],
and the spin-orbit interaction (SOI) of light [3–6]. This quan-
tum mechanical-like approach has been especially useful in
the description of periodic photonic structures and light po-
larization and propagation in low-dimensional systems such
as open optical systems [7,8], two-dimensional optical cavi-
ties, waveguides, and fibers [9] and in topological photonics
[10,11]. For example, the properties of a polarized elec-
tromagnetic wave propagating in one- or two-dimensional
structures can be successfully described using the effective
two-mode Hamiltonian corresponding to a massive particle
with spin 1/2 represented by Pauli matrices [12]. Such an
approach simplifies theoretical description but also allows
for enormous progress in modern photonics by exploiting
the correspondence between the mathematical similarity of
equations of propagating electromagnetic waves and electrons
in condensed matter. For instance, the optical spin Hall effect
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has been predicted in optical microcavities [13] and observed
experimentally [14,15], and the effective Hamiltonian of the
Rashba-Dresselhaus (RD) optical analog of SOI has been
demonstrated [16], leading to RD optical activity [17–21],
RD magnetic field [22] and RD lasing [23] and coupling of
light and matter [24–26]. Effective Hamiltonians are widely
used to express exceptional and Dirac points in the dispersion
relation of photons [27–29], Berry phases [30,31], quantum
geometric tensor [32] and polarization textures [33]. Finally,
non-Hermitian physics [34–36] has been analyzed in terms
of imaginary elements added in a Hamiltonian. Although
the effective Hamiltonians have proven their usefulness, their
form was guessed (for instance, using arguments about the
symmetry of the investigated system) rather than rigorously
derived. In this paper, we present a comprehensive method
for analyzing polarization of light in widely used physical
systems such as optical resonators and other open optical
systems. In order to study the SOI of light, we consider the
anisotropic (birefringent) medium filling the inside of a pla-
nar cavity. We apply the Green’s function method based on
Mittag-Leffler expansion with respect to resonant states [37].
With this method, we propose an effective way to describe
the modal dispersion and the modal electric field, which can
be related to experimental studies of light polarization in such
systems. An element of our two-level model is the inclusion of
coupling with other modes, which significantly modifies the
profile of the electric field in the cavity. It turns out that taking
these modifications into account is necessary for the correct
description of the polarization properties of light in the cavity,
and thus also for the correct determination of the quantum
geometric tensor. We compare the proposed method with a
numerical Berreman-Schubert transfer matrix calculation of
light propagation through cavities [38,39].
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The modern optical cavities which are widely used in the
study of the optical properties of exciton polariton conden-
sates can be considered as systems of parallel plates [40,41].
The propagation of light through such an optical system is
fully determined by the appropriate optical dielectric tensors
of each plate and the proper matching conditions imposed
upon the electromagnetic field at the interfaces between them.
In the simplest case of a monochromatic, fully polarized light
wave, which is incident perpendicularly on the plate, we can
be concerned only with its electric field component. In this
case, it follows from Maxwell’s equations that the electric
field and its derivative along the propagation direction should
be continuous across the interface. The state of polarization
is fully determined by the electric field and therefore it is
convenient to characterize the propagating wave in terms of
the two-dimensional Jones vectors. The effect of propagation
through a system of parallel plates is then represented as a
linear operator acting on the vectors. This particular optical
system bears an obvious analogy with quantum mechanics
in one dimension, as was already pointed out in the original
paper by Jones [42].

The simple description using the Jones vectors may be-
come impractical for the obliquely incident light since in this
case the boundary conditions for the electric and the magnetic
fields cannot be easily separated. In this situation one can con-
sider two electric and two magnetic field components which
are parallel to the plate. At the cost of doubling the dimension
of the problem, one obtains a system of first-order differential
equations with respect to the propagation direction variable z
with elementary continuity condition of the four components
at each interface. This method, proposed by Berreman [38]
and modified by Schubert [39], is numerically exact and al-
lows for solving the transmission and reflection problem for
any value of the angle of incidence.

The numerical modeling of transmission and reflection of
multilayered media is accomplished using the transfer matrix
method, where each successive layer included in the struc-
ture is represented by a transfer matrix. In such a way the
description of propagation of the electromagnetic wave by
microcavity is based on the multiplication of several dozen
matrices in order to get the reflection and transmission coeffi-
cient for one certain angle of the incident wave and one certain
energy of this wave. To obtain typical reflectance spectra
for the cavity one has to perform calculations for a range
of angles and energies of the incident light, so a very long
computation time is needed. However, the results obtained
during the simulation almost perfectly reflect the experimental
results [15,16,33,43].

Obviously, despite its accuracy, this method in most sit-
uations brings a lot of redundant information which has to
be eventually filtered out and the numerical results are not
always easily interpreted. When the angle of incidence is
narrow, which is the case for most experiments involving op-
tical cavities, the fully blown Berreman method based on the
operation on 4 × 4 matrices looks like overkill. In this paper
we propose to go back to the Jones description of the electro-
magnetic wave for small incidence angles, due to its simple
connection to the polarization of light. We propose to use
a perturbation scheme in which the reference “unperturbed”
case corresponds to the propagation through a properly chosen

isotropic medium while the modifications due to the bire-
fringence are treated as a perturbation. For this purpose, we
have replaced the system of first-order differential Maxwell’s
equations with an equivalent set of second-order equations for
the electric field alone. At this stage, no information relative
to the original equations was lost. In particular, matching
conditions for the derivative of the electric field reflect the
continuity of the magnetic field. Since we intended to narrow
our model to the range of small incidence angles, we have
applied an expansion up to second order with respect to the
ratio of parallel and perpendicular wave vectors and therefore
all the effects related to the propagation of light through the
cavity are determined within this accuracy.

In the case of the optical microcavity we are interested
mostly in the resonant states, i.e., in the states corresponding
to the maximum of transmission. We will be looking for en-
ergy dispersion Re(Es(k)) and inverse lifetimes −Im(Es(k))
of those states as functions of propagation angles and polar-
ization. A good example is the resonant modes in an ideal
Fabry-Pérot resonator filled with a birefringent medium in
the form of a nematic liquid crystal [16,33]. In this case, the
dispersion relations Es(k) for linear polarizations s = X,Y de-
fined for small in-plane wave vectors k‖ = (kx, ky), neglecting
the k-dependent coupling between modes, are approximately
paraboloidal in shape [Fig. 1(a)]:

Es(k) = h̄c

ns
|k| = h̄c

ns

√
k2

z + k2
‖ ≈ Esm + h̄2k2

‖
2m∗

s

, (1)

where ns is the polarization-dependent refractive index in-
side the ideal Fabry-Pérot resonator; kz = mπ/L, where m
is the mode number and L is the cavity thickness; Esm =
h̄cmπ/(nsL) and m∗

s = h̄Nπns/(cL); and c is the speed of
light [40,41]. One can already notice that the dispersion re-
lation in Eq. (1) has a form resembling the energy-momentum
dispersion relation of a massive particle in typical solid-state
problems, where the polarization-dependent effective mass
m∗

s is an analog of the effective mass of an electron in a
semiconductor. Analyzing the coupling between two modes
close in energy at k‖ = 0 (perpendicular incidence), we have
proposed an analytical expression for energy dispersion as a
function of wave vector (angle of incident light) by diago-
nalizing appropriate “effective Hamiltonians” [16]. Using this
approach derived for a perfect optical cavity we have been
able to interpret phenomena such as optical merons [33] and
the optical persistent spin helix [23,43].

Now we extend our previous approach to the case of micro-
cavities with realistic mirrors admitting resonant states with
finite lifetimes. We present and discuss in detail our model,
which combines the features of the analytical two-mode
approach and the full numerical model used in Schubert’s
considerations. The necessary steps towards our derivation
are represented schematically in Fig. 1. We describe resonant
states in birefringent cavities in terms of the retarded Green’s
function. We will start with the simplest version of the Hamil-
tonian already mentioned [Fig. 1(a)] [16], which describes
two linearly polarized modes with infinite lifetimes in an ideal
Fabry-Pérot resonator. The polarization state of the modal
electric field E (the eigenmode in the cavity) can be fully
characterized by the set of Stokes parameters (S0, S1, S2, S3),
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FIG. 1. The scheme of the analysis of the dispersion relation E (k) of two optical modes in a Fabry-Pérot resonator: (a) the results obtained
using the simplest 2 × 2 Hamiltonian matrix corresponding to two linearly polarized modes with infinite lifetime in an ideal Fabry-Pérot
resonator neglecting the k-dependent coupling between modes, Eq. (1). [(b) and (f)] the energy Re(E ) and broadening Im(E ) of resonant
modes obtained using this Hamiltonian and the outgoing wave boundary conditions in a cavity with permeable mirrors. The modes are linearly
polarized as depicted by the s1 Stokes parameter in color scale in (c) and (g). [(d) and (h)] Results obtained with the effective Hamiltonian
matrix modified by inclusion of coupling with other modes leading to rotation of the linear polarization plane (nonzero s2 Stokes parameter);
[(e) and (i)] Correcting of the basis modes by inclusion of coupling with other modes leads to further rotation of the modal fields resulting in
nonzero s3 Stokes parameter, corresponding to the circular component of polarization. The quarter of the dispersion relation was removed to
allow access to the center of k space. In images (c)–(e) and (g)–(i) the arithmetic mean of modal energies, 〈E〉, was subtracted to show four
double exceptional points.

where S0 = E†σ0E is the total intensity of light with σ0 denot-
ing the 2 × 2 unit matrix and Si = E†σ iE with Pauli matrices
σ1 = σz, σ2 = σx, and σ3 = σy. In the standard approach,
Stokes polarization parameters are normalized as (i � 1)

si = Si

S0
. (2)

Here s1 is the degree of linear polarization in the horizontal-
vertical direction (in this paper it corresponds to x, y
coordinates), s2 is the degree of linear polarization in the diag-
onal and antidiagonal direction, and s3 is the degree of circular
polarization. Next we consider a simple model of decoupled
modes of the electromagnetic field in a cavity with permeable
mirrors using outgoing wave boundary conditions resulting
in the broadening of the photon dispersion [Figs. 1(b) and
1(f)]. The eigenstates are fully linearly polarized, as depicted
by the s1 Stokes parameter in color scale in Figs. 1(c) and
1(g). Next we introduce the corrections due to the k-dependent
coupling between photonic modes as a perturbation. Accord-
ing to the perturbation theory for almost degenerate states,
both the Hamiltonian matrix and the basis vectors are mod-
ified. The modification of the Hamiltonian matrix alone
modifies the spectra and effectively rotates the polarization
of the eigenstates, adding a nonzero s2 component to the
Stokes vector [Figs. 1(d) and 1(h)]. Finally, correction of

the basis modes, described in detail in Appendix E, adds a
nonzero s3 Stokes parameter related to the circular polariza-
tion [Figs. 1(e) and 1(i)].

Using our model we are able to demonstrate in particu-
lar how the complicated structure of Bragg mirrors (Fig. 2),
which are the main element increasing computational time
in the Schubert method, can be modeled with a delta func-

FIG. 2. Comparison of the refractive index profile in standard
optical microcavity with (a) distributed Bragg reflectors and (b) the
simplified version.
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tion like refractive index profile, i.e., infinitely thin layers
(l → 0) with an infinite permittivity εl → ±∞ and lεl =
const (Fig. 2). Such a simplified model of microcavity mir-
rors allows to obtain analytical solutions for characteristic
quantities, such as the reflection or transmission coefficient
and the electric field inside the cavity. As examples we will
discuss three main cases of the interaction between almost
degenerate modes of the same or different parities. It should
be emphasized, however, that our method can be applied to
any type of high-quality cavity mirror.

II. RESONANT STATES IN BIREFRINGENT CAVITIES

We consider the microcavity of width L filled with bire-
fringent material (liquid crystal) enclosed between two Bragg
mirrors shown in Fig. 2. The cavity layer is perpendicular
to the z axis and extends from z = 0 to z = L. The mirrors
are limited to the regions a < z < 0 and L < z < b. The
coordinate system is chosen in which the x axis is directed
horizontally and the y axis vertically in the cavity plane. The
region outside the cavity is filled with the ambient refractive
index na = √

εa.

An optical cavity with permeable mirrors

Due to the translational symmetry of our system in the
direction perpendicular to the z axis we can assume the pro-
jection of the electric field on the cavity plane in the form of a
two-dimensional vector:(

Ex(x, y, z)
Ey(x, y, z)

)
= Ek(z)ei(k·r−ck0t ), (3)

where k and r represent a two-dimensional wave vector and
position vector, respectively, in the direction perpendicular
to the z axis. The frequency of light is given by ω = ck0.
By eliminating the magnetic field from the Maxwell equa-
tions we obtain the second-order equation for the electric field
(Appendix D). Up to the term of the order k2/k2

0 , the vector
Ek in the general birefringent layer characterized by a real
dielectric tensor εi j can by found from the following effective
wave equation written in terms of the second-order differential
operator L̂(z; ω, k):

L̂E = ((∂z − AT
)
(∂z − A) − B + k2

0B0
)
E = 0. (4)

Assuming for simplicity that our coordinate system is oriented
in such a way that εxy = εyx = εzy = εyz = 0, and introducing
an effective refractive index squared for x polarization, n2

x =
ε̃xx = εxx − εxzεzx/εzz, we have

A = −iεxz

εzz

[
kx 0
ky 0

]
, B0 = BT

0 =
[
ε̃xx 0
0 εyy

]
, (5a)

and

B = 1

εzz

[
ε̃xxk2

x + εzzk2
y (εyy − εzz )kxky

(ε̃xx − εzz )kxky εzzk2
x + εyyk2

y

]
. (5b)

The superscript T denotes a matrix transpose. The components
of the dielectric tensor εi j in general depend on z. In the
isotropic medium (e.g., in the ambient environment outside
the cavity) the equations for the horizontal component Ex and
vertical component Ey of the electric field are decoupled. We

note at this point that in our approximation, the z derivative of
the electric field suffers a discontinuity at the interfaces with
the birefringent medium. This discontinuity is linear in k as
suggested by the presence of the matrix A in Eq. (4). The
second-order contribution to this discontinuity is negligibly
small.

The optical properties of the cavity for fixed light fre-
quency ω and in-plane wave vector k are described in terms
of the retarded Green’s function for the operator L̂:

L̂(z; ω, k)G(z, z′; ω, k) = δ(z − z′)σ0, (6)

with outgoing wave boundary conditions

∂zG(z, z′) =
{−ikzG(z, z′) for z < min(a, z′)

ikzG(z, z′) for z > max(b, z′),
(7)

where kz =
√

εak2
0 − k2.

The retarded Green’s function in this case has simple poles
in the lower half plane of the complex frequency plane which
are associated with the so-called resonant states [44]. The
residuum at the resonant frequency ωr can be obtained by
analyzing the behavior of the Green’s function in the vicinity
of the pole. Using the approach of Ref. [45], we assume that
for ω ≈ ωr

G(z, z′; ω, k) = Cr (z, z′; k)

ω2 − ω2
r

+ Mr (z, z′; ω, k), (8)

where both Cr and Mr are piecewise, twice-differentiable
functions of z and z′ and Mr is an analytic function of ω.
In order to use the generalized Green’s formula we also have
to introduce the adjoint operator and adjoint Green’s function
[46]:

L̂†
(z; ω, k)G†(z, z′; ω, k) = δ(z − z′)σ0, (9)

where

L̂† = (∂z + AT )(∂z + A) − BT + k2
0B0, (10)

with the identical boundary conditions as given by Eq. (7) for
G(z, z′). In this case, according to the reciprocity theorem, we
have

L̂†
(z′; ω, k)GT (z, z′; ω, k) = δ(z − z′)σ0. (11)

It can be shown that (see Appendix A)

Cr (z, z′) = ur (z)wT
r (z′), (12)

where ur (z) and wr (z′) are the resonant solutions of two
coupled equations,(

(∂z − AT )(∂z − A) − B + ω2
r

c2
B0

)
ur (z) = 0, (13a)

(
(∂z + AT )(∂z + A) − BT + ω2

r

c2
B0

)
wr (z) = 0, (13b)

with outgoing wave boundary conditions

∂zur (z) = ±ikzrur (z), ∂zwr (z) = ±ikzrwr (z), (14)

where kzr = √εaω2
r /c2 − k2. Applying the generalized

Green’s formula and taking into account the boundary
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conditions, we get the normalization for ur and wr :

1

c2

∫ b

a
wT

r (z)B0(z)ur (z)dz

+ in2
a

2c2kzr

(
wT

r (b)ur (b) + wT
r (a)ur (a)

) = 1. (15)

The principal part of the Green’s function in the vicinity of the
resonant value ωr is therefore given by

G(z, z′; ω, k) ≈ ur (z)wT
r (z′)

2ωr (ω − ωr )
. (16)

Equations (4) and (10) have parity (P) and time (T ) symme-
tries, and can be considered foundations of optical simulations
of PT -symmetric quantum mechanics [47].

III. SCATTERING AT FINITE ANGLE:
A PERTURBATIVE APPROACH

Solving the equation for resonant states ur or wr ,

L̂(z; ωr, k)ur (z) = 0, (17)

with outgoing wave boundary conditions would provide the
dispersion relation ωr (k) giving the information about the
frequency and lifetimes of resonant modes for each direction
of the outgoing wave characterized by the in-plane vector k.
Nevertheless, exact calculation of resonant conditions is time
consuming because it requires solving Eq. (17) for each vector
k separately. The other method is to find the resonant states
only for perpendicular incidence k = 0 and deduce resonant
states for k 
= 0 using the perturbation method. We there-
fore introduce a zero-order operator, which for a given k is
given by

L̂0(z; ω, k) = ∂2
z +
(

ω2

c2
− k2

n2
a

)
B0(z). (18)

The resonant solutions
o
ur are in this case obtained from the

equation ⎛
⎝∂2

z +
o
ω

2

r (0)

c2
B0(z)

⎞
⎠ o

ur (z) = 0, (19)

while the k-dependent, “unperturbed” resonant frequencies

are given by the relation
o
ω

2

r (k) = o
ω

2

r (0) + c2k2/n2
a. Note that

the perturbation defined as L̂′ = L̂ − L̂0 is different from
zero only in the region of the cavity and mirrors and is ω

independent:

L̂′
(z) = −AT ∂z − ∂zA + AT A − B + k2

n2
a

B0. (20)

This is because outside the cavity B = k2σ0 while B0 = n2
aσ0.

In our approach we are looking for the resonant solutions
um in the form of a linear combination of the unperturbed

resonance functions
o
un:

um(z) =
∑

n

anm√
o
ωn(k)

o
un(z). (21)

Representing the Green’s functions as sums over simple poles
associated with the resonant states according to the Mittag-
Leffler theorem [48], we obtained an eigenequation for the
nth column of the amn matrix:

ωn(k)amn =
∑

p

⎛
⎜⎝ o

ωm(k)δmp − (L̂′
)mp

2
√

o
ωm(k)

o
ωp(k)

⎞
⎟⎠apn. (22)

We discuss the details in Appendix B.
Typically the sum over p can be limited to only a few

modes in the energy region of interest so Eq. (22) can be
written as an eigenvalue problem for some effective, non-
Hermitian Hamiltonian (here we drop the column index n
in amn): ∑

p

Hmp(k)ap = ω(k)am, (23)

where

Hmp(k) =

⎛
⎜⎝ o

ωm(k)δmp − (L̂′
)mp

2
√

o
ωm(k)

o
ωp(k)

⎞
⎟⎠. (24)

Since the resulting Hamiltonian is PT -symmetric we ex-
pect to observe so-called exceptional points in k space, where
real and imaginary parts of ω(k) both coalesce.

We considered so far light transmission through a cavity
slab composed of a birefringent layer extending from z = 0
to z = L encompassed on both sides by distributed Bragg
reflectors (DBRs) in a form of multilayer structures so that the
whole system was contained between z = a < 0 and z = b >

L. As we have already mentioned, the analysis of resonances
for various angles of light incidence in the birefringent cavity,
i.e., for various values of k, was based on the properties of
the resonant states at k = 0. Such states can be fairly easily
obtained using standard numerical methods, e.g., the transfer
matrix technique or recursive Green’s function method. How-
ever, in order to get a better understanding of the nature of the
resonant modes, we proposed to adopt a model which could
be solved analytically. Similarly, as it is often discussed in the
course of quantum mechanics, we replaced the semiperme-
able DBRs with very thin barrier layers made of an artificial
dielectric material of very high dielectric permeability (see
Appendix F 1). In the limit of infinitely thin barriers and for
perpendicular light incidence we obtained the simple equa-
tion for the electric field,(

∂2
z + ñ2

s (z)
ω2

c2

)
Es(z) = 0, (25)

where ñ2
s (z) = �(L − z)�(z)(n2

s − n2
a) + n2

a − 2ζsc2(δ(z) +
δ(z − L))/ω2 [see Fig. 2(b)]. Here ns = √

ε̃ss denotes the
refractive index of the material inside the cavity for the hori-
zontal (s = X , along the x axis) and vertical (s = Y , along the
y axis) polarization of light, respectively. The strength of the
δ-like mirrors is represented by the parameter ζs separately
for each polarization. The electric field of the mth mode with
polarization s normalized according to Eq. (15) inside the
cavity is given by

Esm(z) = E0,sm sin (κsm(z − dsm)), (26)
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where the complex wave number κsm is found from the im-
plicit equation

κsm = − i

L
ln

(
1 − i (na+ns )κsm

2ζsns

1 − i (na−ns )κsm

2ζsns

)
+ mπ

L
, (27)

and dsm = 
smL/2κsm describes the penetration depth of
electromagnetic modes outside the cavity and is similar to
scattering length from nuclear physics. Here, 
sm = κsm −
mπ/L denotes a usually small deviation of κsm from the
perfect Fabry-Pérot value mπ/L [16]. The frequency of the
resonant mode sm is ωsm = cκsm/ns. Note that for very good
reflectors, i.e., in the limit |ζs| → ∞, we have 
sm → 0. The
solutions of Eq. (27) generally depend on the dispersions of
refractive indices and ζs. Assuming for example that na, ns,
and ζs are independent of frequency, and expanding Eq. (27)
to the second order in 1/ζs, we obtain an approximate solution
which is valid for large ζs:

κsm ≈ mπ

L
− mπ

L2ζs
+ mπ

L3ζ 2
s

− i
nam2π2

2L3nsζ 2
s

, (28)

so in this case


sm ≈ − mπ

L2ζs

(
1 − 1

Lζs

(
1 − i

namπ

2ns

))
. (29)

Note that in general 
sm depends on the polarization s in
this model. The actual dependence of ζs on frequency can be
adjusted to reflect the properties of the real mirror structure.

A. Effective multimode Hamiltonian

If the dielectric tensor inside the cavity is position inde-
pendent, the matrix elements of the effective Hamiltonian in
Eq. (24) can be expressed in terms of simple, normalized
overlap integrals which, to the lowest order in 
sm, are given
by

Psm,s′m′ = nsns′

c2

∫ L

0
(Esm(z))T Es′m′ (z) dz

≈
⎧⎨
⎩

0 if m + m′ is odd
1 if m = m′
2L(m′
sm−m
s′m′ )

π (m2−m′2 ) in other cases,
(30)

and

Qsm,s′m′ = nsns′

c2

∫ L

0
(Esm(z))T ∂zEs′m′ (z) dz

≈
{

0 if m + m′ is even
4mm′

L(m2−m′2 ) + 8(m3
s′m′−m′3
sm )
π (m2−m′2 )2 if m + m′ is odd.

(31)

The integral Psm,s′m′ is proportional to the overlap between the
modal electric fields, and the integral Qsm,s′m′ is proportional
to the overlap between electric field and its derivative as in
Eq. (20). The Hamiltonian matrix element is then given by

Hsm,s′m′ = δss′δmm′
o
ωsm(k) + χsm,s′m′

×
(

(A1)ss′Qsm,s′m′ +
(

B1 − k2

n2
a

B0

)
ss′

Psm,s′m′

)
,

(32)

where χsm,s′m′ = c2/2nsn′
s

√ o
ωsm

o
ωs′m′ , A1 = A + AT , and

B1 = B − AT A. We will refer to Eq. (32) as the multimode
Hamiltonian, since the solution depends on the overlaps with
a set of optical modes. More modes used for the calculation
give better accuracy, especially in simulations of correct polar-
ization patterns, at the cost of increasing computational time.

B. Two-mode Hamiltonian

In the general case the eigenmodes for k 
= 0 are obtained
by solving the system of equation∑

s′=X,Y

∑
m′

(Hsm,s′m′ − ωδss′′δmm′ )as′m′ = 0, (33)

where the summation is carried over the infinite number of
resonant modes. In practice, however, it is adequate to include
only a finite number of modes and the range of summation
depends on the range of interest. In particular we can consider
just two modes which are degenerate or nearly degenerate
at k = 0. The contribution from the other modes to such a
limited 2 × 2 matrix problem can be included using the per-
turbation theory. Importantly, since in our approximation we
only consider terms quadratic in k we should include the linear
terms in L̂′

in the second order of the perturbation theory
while all the other terms are included in the lowest order.
We therefore split the Hamiltonian matrix into three parts, in
which the first term is diagonal and the other two, multiplied
by the coupling constant λ, are treated as perturbation:

Hsm,s′m′ = H(0)
sm,s′m′ + λ

(
H(1)

sm,s′m′ + H(2)
sm,s′m′

)
, (34)

where

H(0)
sm,s′m′ = δss′δmm′

o
ωsm(k), (35a)

H(1)
sm,s′m′ = χsm,s′m′ (A1)ss′Qsm,s′m′ , (35b)

H(2)
sm,s′m′ = χsm,s′m′

(
B1 − k2

n2
a

B0

)
ss′

Psm,s′m′ . (35c)

Similarly to the Foldy-Wouthuysen method [49], we divide
all modes into two blocks: a group of states of interest and all
the other states. We then apply a transformation of basis that
eliminates from the Hamiltonian matrix the coupling elements
between these two blocks (at least up to second order in k).
The modified Hamiltonian matrix H′

sm,s′m′ becomes

H′
sm,s′m′ = Hsm,s′m′ + 1

2

∑
s′′m′′

′
H(1)

sm,s′′m′′H(1)
s′′m′′,s′m′

×
(

1
o
ωsm − o

ωs′′m′′
+ 1

o
ωs′m′ − o

ωs′′m′′

)
. (36)

This expression, limited to the subspace spanned by two
nearly degenerate modes, gives rise to the two-mode Hamil-
tonian. Note that H(1)

sm,s′′m′′ is linear in k so our procedure
resembles the k · p method widely used to describe the band
structure in semiconductors. Here we approximated the res-
onant frequencies in the denominators

o
ωs′m′ (k) ≈ o

ωs′m′ (0) ≡
o
ωs′m′ and the summation is carried over all states outside the
group of interest. Using this method we can generate the ef-
fective 2 × 2 Hamiltonian matrices for three interesting cases.
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Our two-mode Hamiltonian matrix corresponds to the per-
turbed, i.e., rotated basis, set, so the expression for each Stokes
polarization parameter of light has to be modified accordingly.
The relation between the perturbed and unperturbed basis
states is assumed to be of the form

E ′
s′m′ (z) =

∑
sm

(eR̂)sm,s′m′Esm(z), (37)

where E ′
s′m′ and Esm are perturbed and unperturbed basis

states, respectively. The coefficients of the matrix R̂ in the
linear order with respect to H(1)

sm,s′m′ [Eq. (35b)] are

Rsm,s′m′ =
⎧⎨
⎩− H(1)

sm,s′m′
o
ωsm− o

ωs′m′
if (1)

0 if (2),
(38)

where (1) denotes the case in which Esm and Es′m′ belong to
different subsets of the basis set and (2) denotes the opposite
case. This additional rotation of basis is crucial for proper
description of polarization of optical eigenmodes. The form of
the two-mode Hamiltonian in Eq. (36), even though it includes
the contribution from the other states, does not contain enough
information to represent accurately the polarization of optical
eigenmodes. The formulas to calculate Stokes polarization
parameters, including the rotation of basis, are presented in
Appendix E.

IV. RESULTS FOR TWO-MODE HAMILTONIAN

A. General information

We consider a general birefringent system where one of
the optical axes (ordinary or extraordinary) is parallel to the
y axis. For instance, it can be a cavity filled with a liquid
crystal, where the molecules can rotate in the x-z plane, as
in Refs. [15,16,23,26,33,35,43]. Such a birefringent system is
characterized by the following dielectric tensor:

ε̂ = ε̂T =
⎡
⎣εxx 0 εxz

0 εyy 0
εzx 0 εzz

⎤
⎦, (39)

where εi j can be smoothly tuned in a wide range of values
leading to three regimes of nearly coupled pairs of modes:

(i) X (m + 1) and Y (m) is the regime of the modes of
opposite parity [16,23,26,43] [see Fig. 3(b)] for which the
dispersion relation obtained by diagonalization of the effective
2 × 2 Hamiltonian matrix is presented in Fig. 3(a).

(ii) X (m + 2) and Y (m) is the regime of the modes of the
same parity [33,35] [see Figs. 3(c) and 3(d)].

(iii) X (m) and Y (m) is the regime of the modes of the same
mode number m and horizontal (X ) and vertical (Y ) linear
polarization [15,33,36] [see Figs. 3(e) and 3(f)].

In each subsequent simulation, we used parameter values
for three different regimes according to recent experiments
[16,18,26,33,35,43] listed in Table I. We limited the summa-
tion over the intermediate states with mode numbers m from 5
to 23 (X (m), Y (m)), 24 (X (m + 1), Y (m)), and 25 (X (m + 2),
Y (m)), keeping the same number of nine modes below and
above the resonance around the chosen mode Y (m = 14). We
kept the cavity thickness L = 3 µm, the strength of the δ-

FIG. 3. [(a), (c), (e)] Dispersion relation in ky and kx directions
(left and right parts of each figure, respectively) for three different
possible regimes in a birefringent liquid crystal [(b), (d), (f)] obtained
by diagonalization of two-mode effective Hamiltonian matrices:
(a) Eq. (45), (c) Eq. (47), and (e) Eq. (49). The cyan circle marks
the crossing between two energy branches. Schematic idea of three
different couplings in cavity: (b) X (m + 1), Y (m); (d) X (m + 2),
Y (m); and (f) X (m), Y (m).

like mirrors ζX = 39 µm−1, ζY = 40 µm−1, and the refractive
index outside the cavity, na = 1.

The results of the two-mode approximation for each pos-
sible regime in the birefringent microcavity are obtained by
diagonalization of the effective 2 × 2 Hamiltonian matrices,
which have following form:

H′ =
[

h0 + hz hx − ihy

hx + ihy h0 − hz

]

= h0σ0 + hxσx + hyσy + hzσz, (40)

TABLE I. Values of each parameter for three different regimes
of cavity modes used in all simulations.

X (m)Y (m) X (m + 1)Y (m) X (m + 2)Y (m)

εxx 2.3739 2.7861 3.1279
εyy 2.3685 2.3685 2.3685
εzz 3.2346 2.8224 2.4806
εxz × 10 0.6814 4.3536 2.9177
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where σ0, σx, σy, and σz are Pauli matrices and all hi co-
efficients are complex functions of k of linear or quadratic
order. For each regime we present the Stokes polarization
parameters, taking into account the additional transformation
of basis according to Eqs. (37) and (38). For comparison we
also include results of Stokes polarization parameters without
additional transformation of basis, which was typically omit-
ted by other authors.

For each case, we observe the k-dependent coupling be-
tween two modes. We denote by E+ and E− the energy of
the upper and lower energy branches, respectively, so that, for
each k, Re(E+(k)) � Re(E−(k)), where E± are eigenvalues
of the general effective 2 × 2 Hamiltonian matrix in Eq. (40)
equal to

E± = h0 ±
√

h2
x + h2

y + h2
z . (41)

For the Hermitian Hamiltonian the equality of energies occurs
at the Dirac points, which in the non-Hermitian system turn
into the diabolical or exceptional points as an effect of losses
[35,36,50,51]. The condition for degeneracy points is given by
the following equation:

h2
x + h2

y + h2
z = 0. (42)

In the case of Hermitian Hamiltonians hx, hy, hz are real, im-
plying that they all vanish at the degeneracy points. It follows
that, when

H′ − E±σ0 = hxσx + hyσy + hzσz = 0, (43)

there exist two linearly independent eigenvectors at each such
so-called diabolical point. At the degeneracy point of a non-
Hermitian Hamiltonian at least two hi coefficients can be
different from zero and there exists only one eigenvector. In
such a case we are dealing with an exceptional point. In fact,
upon a small change of parameters preserving condition (42),
the diabolical points can spawn into a pair of exceptional
points with mutually orthogonal eigenvectors [52]. In the
general case all parameters are complex numbers, but usually
one part (real or imaginary) of hx and hy is much smaller
than the other. In the first approximation we only consider
the dominant parts (real or imaginary) denoted by h′

x and h′
y,

while hz is taken in the form hz = h′
z + ih′′

z , where h′
z = Re(hz )

and h′′
z = Im(hz ). In addition, we assumed that h′′

z 
= 0 in the
analyzed region of k. Using these simplifications, Eq. (42) can
be rewritten as

(h′
x )2 + (h′

y)2 − (h′′
z )2 = 0, (44a)

h′
z = 0. (44b)

For each regime we can obtain different solutions presented in
the next sections.

B. The regime of modes of opposite parity, X (m + 1) and Y (m):
Photonic Rashba-Dresselhaus spin-orbit coupling

Photonic Rashba-Dresselhaus spin-orbit coupling takes
place when (m + 1)/nX ≈ m/nY (where nX = √

ε̃xx and nY =√
εyy), i.e., for

o
ωX (m+1) ≈ o

ωY (m) [see Figs. 3(a) and 3(b)]. The

FIG. 4. Rashba-Dresselhaus X (m + 1),Y (m) regime. Stokes po-
larization parameters [(a) and (d)] s1, [(b) and (e)] s2, and [(c) and
(f)] s3 for upper energy branch in k space. The Stokes polarization
parameters in (a)–(c) were calculated including additional rotation of
basis (see Appendix E) and in (d)–(f) they were calculated without
taking into account additional rotation of basis. [(g)–(i)] The abso-
lute values of real and imaginary parts and the phase of difference
between two eigenvalues of Hamiltonian (45), 
E = E+ − E−.

effective two-mode Hamiltonian takes the form

H′ =
(

ω0 + i
0 + h̄k2
x

2mx
+ h̄k2

y

2my

)
σ0

+ (
 + iδ
 + δxk2
x + δyk2

y

)
σz − 2αkyσy, (45)

where mx and my are effective masses of the cavity photons, α

is the optical Rashba-Dresselhaus spin-orbit coupling constant
[16], coefficients 
, δx, and δy are parameters that appeared
as a result of the birefringence in the system, and δ
 corre-
sponds to the difference between values of ζX and ζY , i.e., the
difference in reflectivities of mirrors for two orthogonal polar-
izations. The formula for the modified Hamiltonian matrix in
Eq. (36) can be used to calculate all parameters in Eq. (45) and
the results are presented as Eq. (C4). Simplified versions of
this Hamiltonian derived for a perfect cavity (built of perfect
impenetrable mirrors) were considered in Refs. [16–21,26].

Figure 4 shows results obtained by diagonalization of the
two-mode Hamiltonian (45). Figures 4(a)–4(f) present Stokes
polarization parameters for the upper energy branch in k
space, but in Figs. 4(a)–4(c) we calculated Stokes polarization
parameters (Appendix E), which include the effect of addi-
tional rotation of basis, while in Figs. 4(d)–4(f) we did not
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take into account this effect. Neglecting these modifications
would lead to the vanishing of s2 [see Figs. 4(b) and 4(e)] and
change the behavior s1 component in such a way that it would
not change its sign in the ky direction [see Figs. 4(a) and 4(d)].

Thanks to the analytic form of the two-mode Hamiltonian
we could derive conditions for the existence of topological
points in k space. The degeneracy of real [see Fig. 4(g)]
and imaginary [see Fig. 4(h)] parts of energy occurs along
four Fermi arcs connected by four exceptional points [see
Fig. 4(i)] at which we observe degeneracy of both parts of
the energy. In this regime δx < 0, h′

x = 0, h′
y = −2α′, h′

z =

 + δ′

xk2
x + δ′

yk2
y , and h′′

z = δ
, where x′ = Re(x), so solving
Eq. (44) yields the following formula for positions of these
points:

ke,x = ±
√

−4
(α′)2 + δ′
yδ


2

4δ′
x(α′)2


�δ
−−−→

±
√

−


δ′
x

(
1 + δ′

yδ

2

8(α′)2


)
, (46a)

ke,y = ± δ


2α′ . (46b)

In the first approximation the ky component of position
of the exceptional points depends on the difference between
losses for two orthogonal modes, and is independent of the
detuning 
. At the same time the kx component of position
of the exceptional points depends on the detuning

√−
/δ′
x,

so we may smoothly vary position in this direction as long as
exceptional points exist.

C. The regime of modes of the same parity: X (m + 2) and Y (m)

In the case of almost degenerate modes of the same parity
with different mode number, such as X (m + 2) and Y (m),
for which (m + 2)/nX ≈ m/nY , i.e., for

o
ωX (m+2) ≈ o

ωY (m) [see
Figs. 3(c) and 3(d)], there is no direct linear coupling in k and
the effective Hamiltonian has the form

H′ =
(

ω0 + i
0 + h̄k2
x

2mx
+ h̄k2

y

2my

)
σ0 − 2βkxkyσx

+ (
 + iδ
 + δxk2
x + δyk2

y

)
σz − 2iγ kxkyσy, (47)

where mx and my are effective masses of a photon in a cavity,
coefficients 
, δx, δy, and γ are parameters that appeared as
a result of the birefringence in the system, β comes from
the coupling with other optical modes, and δ
 is induced
by the difference between the values of ζX and ζY , i.e., the
difference in reflectivities of mirrors for two orthogonal po-
larizations. We used the formula for a modified Hamiltonian
matrix [Eq. (36)] to calculate all parameters of Hamiltonian
(47) and the results are given in Eq. (C6) in Appendix C 2.

Note that in the limit of perfect mirrors, i.e., in the
limit |ζs| → ∞, we have 
sm → 0 and PX (m+2),Y (m) → 0
[Eq. (30)], and the coefficient γ → 0. Thus the term propor-
tional to σy in this Hamiltonian [Eq. (47)] is also negligibly

FIG. 5. The same-parity X (m + 2), Y (m) regime. Stokes polar-
ization parameters [(a) and (d)] s1, [(b) and (e)] s2, and [(c) and (f)]
s3 for upper energy branch in k space. The Stokes polarization param-
eters in (a)–(c) were calculated including additional rotation of basis
(see Appendix E) and in (d)–(f) they were calculated without taking
into account additional rotation of basis. [(g)–(i)] The absolute values
of real and imaginary parts and the phase of difference between two
eigenvalues of Hamiltonian (47), 
E = E+ − E−.

small. The coefficient β is dominated by the contribution from
the quadratic corrections and is responsible for the coupling
between two polarizations.

Figure 5 presents the results of diagonalization of the two-
mode Hamiltonian [Eq. (47)]. Figures 5(a)–5(f) show Stokes
polarization parameters for the upper energy branch in k
space taking into account the additional rotation of basis [see
Figs. 5(a)–5(c) and Appendix E] and without these additional
corrections [see Figs. 5(d)–5(f)]. Ignoring the additional ro-
tation of basis would lead to a nonphysical result, namely,
vanishing of the s3 Stokes polarization parameter for large
value of k [see Figs. 5(c) and 5(f)]. The s1 and s2 Stokes
polarization parameters are well reproduces without including
rotation of basis [see Figs. 5(a) and 5(d) for the s1 Stokes
polarization component, and Figs. 5(b) and 5(e) for the s2

Stokes polarization component).
The simple version of the two-mode Hamiltonian

[Eq. (47)] allows us to derive the expressions for the posi-
tion of topological points in k space (exceptional points). In
this regime the degeneracy of real [Fig. 5(g)] and imaginary
[Fig. 5(h)] parts of the energy exist along eight Fermi arcs,
which are connected by eight exceptional points [Fig. 5(i)]
[35], at which we observe degeneracy of both parts of
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the energies. Solving Eq. (44) with h′
x = −2β ′ = −2Re(β ),

h′
y = −2iγ ′ = −2iRe(γ ), h′

z = 
 + δ′
xk2

x + δ′
yk2

y , and h′′
z =

δ
, where δ′
x = Re(δx ) and δ′

y = Re(δy), yields the following
formulas for positions of exceptional points:

ke,x = ±

√√√√√−

 ±

√

2 − δ
2δ′

xδ
′
y

(β ′ )2−(γ ′ )2

2δ′
x

, (48a)

ke,y = ±

√√√√√−
 ±
√


2 − δ
2δ′
xδ

′
y

(β ′ )2−(γ ′ )2

2δ′
y

. (48b)

In this regime δ′
x < 0, δ′

y < 0, β ′ < 0, γ ′ > 0, and |β ′| >

|γ ′| so for 
2 > δ
2δ′
xδ

′
y/((β ′)2 − (γ ′)2) we observe eight

exceptional points. The kx and ky components depend on
the detuning, so we can smoothly change the position of
each of these points as long as they exist, because if 
2 =
δ
2δ′

xδ
′
y/((β ′)2 − (γ ′)2) the exceptional points with different

winding number (±1/2) meet and eventually annihilate [35].
As shown in Figs. 5(a) and 5(g) the position of Fermi arcs for
the real part of the energy is related to the abrupt change of
the s1 Stokes polarization parameter. A similar case exists for
Fermi arcs for the imaginary part of the energy, because their
positions are related to local maxima of s2 Stokes polarization
parameters [see Figs. 5(b) and Figs. 5(h)]. It follows that
Fermi arcs can be observed in polarization patterns.

D. The regime of the same mode numbers m: X (m) and Y (m)

In the special case of almost degenerate modes with the
same mode number m, for which nX ≈ nY , i.e., for

o
ωX (m) ≈

o
ωY (m) [see Figs. 3(e) and 3(f)], there exists a direct cou-
pling quadratic in k between two bands through the matrix
B1 [Eq. (32)]. In this case the effective Hamiltonian can be
written in the same form as in Eq. (47):

H′ =
(

ω0 + i
0 + h̄k2
x

2mx
+ h̄k2

y

2my

)
σ0 − 2βkxkyσx

+ (
 + iδ
 + δxk2
x + δyk2

y

)
σz − 2iγ kxkyσy, (49)

where mx and my are effective masses of a photon in a
cavity, the coefficients 
, δx, δy, and γ are parameters that
appeared as a result of the birefringence in the system, β is
an effect of direct coupling between two orthogonal modes,
and δ
 corresponds to the difference between the values of
ζX and ζY , i.e., the difference in reflectivities of mirrors for
two orthogonal polarizations. Using the formula for the mod-
ified Hamiltonian [Eq. (36)], we derived all parameters of
Hamiltonian (49) and the results are presented as Eq. (C8) in
Appendix C 3.

The coefficient γ is different from zero only if the energies
of two modes are different, so that in the not fully degenerate
situation we have an additional non-Hermitian element in the
Hamiltonian matrix, related to the birefringence of the system.
In contrast to the X (m + 2), Y (m) case, the coefficient β

FIG. 6. The same mode number X (m),Y (m) regime. Stokes po-
larization parameters [(a) and (d)] s1, [(b) and (e)] s2, and [(c) and
(f)] s3 for upper energy branch in k space. The Stokes polarization
parameters in (a)–(c) were calculated including an additional rotation
of basis (see Appendix E) and in (d)–(f) they were calculated without
taking into account additional rotation of basis. [(g)–(i)] The abso-
lute values of real and imaginary parts and the phase of difference
between two eigenvalues of Hamiltonian (49), 
E = E+ − E−.

is dominated by the direct coupling between horizontal and
vertical modes through the matrix B1 [Eq. (32)].

Figure 6 presents the results obtained by diagonalization of
two-mode Hamiltonian (49). Figures 6(a)–6(c) and 6(d)–6(f)
present Stokes polarization parameters for the upper energy
branch as a function of k calculated with the additional rota-
tion of basis according to formulas presented in Appendix E
and without it, respectively. Including these modifications
turned out to be crucial as otherwise the Stokes polarization
parameter s3 would be large only close to the exceptional
points and negligibly small for other k [see Figs. 6(c) and
6(f)].

The analytical formula for two-mode Hamiltonian (49) can
be easily adopted to determine the expression for positions of
topological points in k space. In this regime the degeneracy of
real [Fig. 6(g)] and imaginary [Fig. 6(h)] parts of the energy
occurs along four Fermi arcs connected by four exceptional
points [see Fig. 6(i)] at which we observe degeneracy of both
parts of the energies. The two-mode Hamiltonian (49) for this
case has the same form as in the X (m + 2), Y (m) regime
[Eq. (47)], so the general solution for exceptional points is the
same as in Eq. (48), but in this case 
 < 0, δ′

x < 0, δ′
y > 0, and
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β ′ < γ ′ < 0, where x′ = Re(x), yield only four exceptional
points with positions defined by the following equations:

ke,x = ±

√√√√√−

 +

√

2 − δ
2δ′

xδ
′
y

(β ′ )2−(γ ′ )2

2δ′
x


�δ
−−−→

± 1

2

√
− δ′

y(
(β ′)2 − (γ ′)2

)



δ
, (50a)

ke,y = ±

√√√√√−
 +
√


2 − δ
2δ′
xδ

′
y

(β ′ )2−(γ ′ )2

2δ′
y


�δ
−−−→

±
√

−


δ̄y

(
1 − δ′

xδ
′
yδ


2

8
2
(
(β ′)2 − (γ ′)2

)
)

. (50b)

The kx component of exceptional points is very close to
zero and mainly depends on the difference between lifetimes
for two orthogonal polarizations (δ
), but the ky component
of exceptional points can be smoothly changed by changing
the detuning in system (
).

Again, the local maximum of s2 Stokes polarization param-
eters occurs along the Fermi arcs for the imaginary part of the
energy [see Figs. 6(b) and 6(h)], which proves that in such a
regime the observation of such Fermi arcs can be performed
by analyzing the polarization patterns. The abrupt change of
s1 polarization parameter is connected with the Fermi arcs for
the real part of the energy [see Figs. 6(a) and 6(g)].

E. The comparison with other models

In Appendix G we present graphical comparison of re-
sults obtained with two-mode Hamiltonian (36), multimode
Hamiltonian (32), and the numerical calculations using the
Berreman-Schubert transfer matrix method [38,39]. The re-
sults of this third method are based on the transfer matrix
approach obtained for δ mirrors introduced in detail in
Appendix F. The k · p perturbation theory used for deriva-
tion of the two-mode Hamiltonian is a low-momentum
approximation and provides satisfactory results for the in-
plane momenta accessible in typical optical experiments
[16,23,26,27,32,33,35,36,51]. A satisfactory convergence be-
tween the results presented in Appendix G and in this
section is obtained provided that the modified basis set, as
presented in Appendix E, is used for calculating the Stokes
polarization parameters.

V. CONCLUSIONS

We have presented an effective theory of optical cavi-
ties based on the two-mode coupling approximation. It was
demonstrated that taking into account the modifications of
basic modes due to the coupling with other modes was essen-
tial for an accurate description of the positions of exceptional
points corresponding to degeneracy of modes and light po-
larization pattern in their vicinity. The big advantage of this
approach is that the resulting non-Hermitian 2 × 2 Hamil-
tonian matrix can be used to obtain quantitative results in
analytical form. We have worked out an example in which
the cavity mirrors are modeled by infinitely thin dielectric

layers. Our approach is, however, valid for any type of cavity
mirrors, including multilayer distributed Bragg reflectors. Our
model is exact up to quadratic order in the in-plane wave
vector and all the effects, in particular those linear in k,
related to birefringence are taken into account without any fur-
ther approximation. Accurate calculations using the Berreman
method in the case of zero birefringence indicate almost in-
visible TE-TM splitting, which is in complete agreement with
our approximate theory. On the other hand, adding even very
small birefringence in the cavity medium results in large TE-
TM splitting, mostly due to the term linear in k. Even though
the proposed scheme is limited to narrow incidence angles,
our recent calculations (unpublished) show that the effective
Hamiltonians can be applied to describe the experimental
data also in the case of systems with patterned layers. The
transmission of light through a birefringent microcavity with
permeable mirrors was studied by using the Green’s function
approach based on Mittag-Leffler expansion of the resonant
cavity states. Our method applies the k · p perturbation theory
used in semiconductor physics, allowing us to describe the
cavity modal dispersion and the modal electric field, which
can be related to experimental studies of light polarization in
cavities filled with the anisotropic (birefringent) medium in
which the direction of the anisotropy axis can be smoothly
tuned in a very broad range by applying external voltage.

We discussed three different scenarios described in terms
of appropriate effective, non-Hermitian Hamiltonians. We
verified our two-mode approximation by comparing it with
more accurate methods, one of which included multimode
analysis, and the other used the standard Berreman approach.
It should be emphasized that our method allows for simpli-
fication and thus acceleration of calculations compared to
the commonly used techniques based on the transfer ma-
trix method. This observation becomes extremely important
when solving problems where the dielectric tensor depends
on position—like in optical lattices or other structures. Usu-
ally, in such cases, the finite-difference time-domain method,
effective Hamiltonians on the lattice in real space, or Hamil-
tonians expanded in the Fourier basis are used. Unfortunately,
both dimensions of the associated parameter space and the
computation time greatly increase. In addition, our Hamilto-
nian allows us to analyze the properties of exceptional points
which occur in non-Hermitian systems. The obtained analyt-
ical form and proper description of polarization opens new
perspectives for investigating other topological properties of
light in optical cavities, like characteristic polarization points
of purely circular or linear polarization (so-called C points
and L points), or elements of the quantum geometric tensor.
This method will further be extended to strong light-matter-
coupled systems such as the polariton laser and polariton
condensate. Thanks to its simple structure, our model offers
the possibility to control the topological properties of light by
appropriately designing the components of the cavity structure
affecting, for example, the anisotropy of the mirrors and the
cavity material.
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APPENDIX A: DERIVATION OF GREEN’S FUNCTION

Inserting the Green’s function from Eq. (8) into Eq. (6)
yields(

(∂z − AT )(∂z − A) − B + ω2

c2
B0

)
Cr (z, z′)
ω2 − ω2

r

+
(

(∂z − AT )(∂z − A) − B + ω2

c2
B0

)
Mr (z, z′)

=
(

(∂z − AT )(∂z − A) − B + ω2
r

c2
B0

)
Cr (z, z′)
ω2 − ω2

r

+
(

(∂z − AT )(∂z − A) − B + ω2

c2
B0

)
Mr (z, z′)

+ 1

c2
B0Cr (z, z′) = Iδ(z − z′). (A1)

Comparing the singular and nonsingular parts of the left- and
right-hand sides of Eq. (A1) gives the equations for Cr (z, z′)
and Mr (z, z′):(

(∂z − AT )(∂z − A) − B + ω2
r

c2
B0

)
Cr (z, z′) = 0 (A2a)

and (
(∂z − AT )(∂z − A) − B + ω2

c2
B0

)
Mr (z, z′)

+ 1

c2
B0Cr (z, z′) = Iδ(z − z′). (A2b)

Applying the adjoint operator L̂†
(z′) to GT (z, z′) gives simi-

larly(
(∂z′ + AT )(∂z′ + A) − BT + ω2

r

c2
B0

)
CT

r (z, z′) = 0 (A3a)

and (
(∂z′ + AT )(∂z′ + A) − BT + ω2

c2
B0

)
MT

r (z, z′)

+ 1

c2
B0CT

r (z, z′) = Iδ(z − z′). (A3b)

The boundary conditions for Cr and Mr follow from Eq. (7):

∂z

(
Cr (z, z′)
ω2 − ω2

r

+ Mr (z, z′)
)

= ±ikz

(
Cr (z, z′))
ω2 − ω2

r

+ Mr (z, z′)
)

,

(A4)

where the upper sign refers to the points with z > b and the
lower sign corresponds to z < a. Taking into account that

ω2 = (k2
z + k2)c2/n2

a and similarly for the resonant frequency
ω2

r = (k2
zr + k2)c2/n2

a, we obtain

∂z

(
Cr (z, z′)
ω2 − ω2

r

+ Mr (z, z′)
)

= ±i

(
(kz − kzr + kzr )Cr (z, z′)n2

a

c2(kz − kzr )(kz + kzr )
+ kzMr (z, z′)

)

= ±i

(
Cr (z, z′)n2

a

c2(kz + kzr )
+ kzr

Cr (z, z′)
ω2 − ω2

r

+ kzMr (z, z′)
)

. (A5)

Comparing the regular and singular parts on both sides in
the limit kz → kzr (ω → ωr) leads to the following boundary
conditions for Cr ,

∂zCr (z, z′) = ±ikzrCr (z, z′), (A6)

and for Mr ,

∂zMr (z, z′) = ±ikzr

(
Mr (z, z′) + Cr (z, z′)n2

a

2c2k2
zr

)
, (A7)

which applies to the region outside of the cavity layers. Analo-
gous boundary conditions apply to the derivatives with respect
to z′. It follows then from Eq. (A2a) and Eq. (A3a) that

Cr (z, z′) = ur (z)wT
r (z′), (A8)

where ur (z) and wr (z′) are the resonant solutions of two
coupled equations:(

(∂z − AT )(∂z − A) − B + ω2
r

c2
B0

)
ur (z) = 0, (A9a)

(
(∂z + AT )(∂z + A) − BT + ω2

r

c2
B0

)
wr (z) = 0, (A9b)

with outgoing wave boundary conditions

∂zur (z) = ±ikzrur (z), ∂zwr (z) = ±ikzrwr (z). (A10)

The normalization condition for ur and wr is found by apply-
ing the generalized Green’s formula and Eqs. (A2b) and (A8):

wT
r (z)

(
(∂z − AT )(∂z − A) − B + ω2

r

c2
B0

)
Mr (z, z′)

−
[

MT
r (z, z′)

(
(∂z + AT )(∂z + A) − BT

+ ω2
r

c2
B0

)
wr (z)

]T

= ∂z
(
wT

r ∂zMr − (∂zw
T
r

)
Mr − wT

r AT Mr − wT
r AMr

)
= wT

r (z)

(
δ(z − z′) − 1

c2
B0ur (z)wT

r (z′)
)

. (A11)

Integrating both sides with respect to z from a to b and taking
into account that A 
= 0 only in the birefringent layer yields,
for a < z′ < b,(

wT
r (z)∂zMr (z, z′) − (∂zw

T
r

)
Mr (z, z′)

)∣∣z=b

z=a

=
(

1 − 1

c2

∫ b

a
wT

r (z)B0(z)ur (z)dz

)
wT

r (z′). (A12)
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Taking into account the boundary conditions for Mr (z, z′)
[Eq. (A7)] and for wr [Eq. (A10)] we arrive at

in2
a

2c2kzr

(
wT

r (b)ur (b) + wT
r (a)ur (a)

)
wT

r (z′)

=
(

1 − 1

c2

∫ b

a
wT

r (z)B0(z)ur (z)dz

)
wT

r (z′), (A13)

so the normalization condition for ur and wr has the form

1

c2

∫ b

a
wT

r (z)B0(z)ur (z)dz

+ in2
a

2c2kzr

(
wT

r (b)ur (b) + wT
r (a)ur (a)

) = 1. (A14)

APPENDIX B: DERIVATION OF THE EIGENEQUATION
FOR RESONANT MODES

Equation (16) leads to the following representation of
Green’s functions G and G0 as sums over simple poles as-
sociated with the resonant states:

G(z, z′; ω, k) =
∑

m

′ um(z)wT
m(z′)

2ωm(k)(ω − ωm(k))
, (B1)

and since
o
w

T

m(z) = o
u

T

m(z) [Eqs. (A9) and (19)],

G0(z, z′; ω, k) =
∑

m

′ o
um(z)

o
u

T

m(z′)

2
o
ωm(k)

(
ω − o

ωm(k)
) , (B2)

where the summation is limited to the poles in the lower half
of the complex ω plane including the pole at zero if it exists
[48]. The Dyson equation for G,

G(z, z′) = G0(z, z′) −
∫ b

a
G0(z, z′′)L̂′

(z′′)G(z′′, z′) dz′′,

(B3)
leads to

∑
n

′ un(z)wT
n (z′)

2ωn(k)(ω − ωn(k))

=
∑

m

′ o
um(z)

o
u

T

m(z′)

2
o
ωm(k)(ω − o

ωm(k))

−
∫ b

a

∑
mn

′ o
um(z)

o
u

T

m(z′′)L̂′
(z′′)un(z′′)wT

n (z′)

2
o
ωm(k)(ω − o

ωm(k))2ωn(k)(ω − ωn(k))
dz′′.

(B4)

Comparing residua at ωn(k) on both sides gives

un(z) = −
∫ b

a

∑
m

′ o
um(z)

o
u

T

m(z′′)L̂′
(z′′)un(z′′)

2
o
ωm(k)(ωn(k) − o

ωm(k))
dz′′. (B5)

Inserting Eq. (21) leads to∑
m

amn√
o
ωm(k)

o
um

= −
∑
mp

o
um(z)(L̂′

)mpapn

2
√

o
ωp(k)

o
ωm(k)(ωn(k) − o

ωm(k))
, (B6)

where

(L̂′
)mp =

∫ b

a

o
u

T

m(z′′)L̂′
(z′′)

o
up(z′′)dz′′. (B7)

Comparing coefficients at the
o
um we obtain the equations for

the coefficient amn,

amn = −
∑

p

(L̂′
)mpapn

2
√

o
ωm(k)

o
ωp(k)(ωn(k) − o

ωm(k))
, (B8)

which can be written in the form of an eigenequation for the
nth column of the amn matrix:

ωn(k)amn =
∑

p

⎛
⎜⎝ o

ωm(k)δmp − (L̂′
)mp

2
√

o
ωm(k)

o
ωp(k)

⎞
⎟⎠apn. (B9)

APPENDIX C: PARAMETERS OF TWO-MODE
HAMILTONIANS

In this Appendix we give the expressions for the param-
eters of the two-mode Hamiltonians, based on the formula
presented in Eq. (36). We introduce auxiliary parameters:

ηm′,m =
√√√√ o

ωX (m′ )
o
ωY (m)

, (C1a)

mm′,m
0 = h̄

√
o
ωX (m′ )

o
ωY (m)

c2
, (C1b)

am′,m
x = 1

ε̃xx

(
εxx

εzz
+ 4

ε2
xz

εzz
fX (m′ ),X (m′ )(X )

)
, (C1c)

bm′,m
x = 1

εyy
, (C1d)

am′,m
y = 1

ε̃xx

(
1 + ε2

xz

ε2
zz

(1 + fX (m′ ),X (m′ )(Y ))

)
, (C1e)

bm,m′
y = 1

εyy

(
εyy

εzz
+ ε2

xz

ε2
zz

fY (m),Y (m)

)
, (C1f)

am′,m = ε̃xx − εzz

2εzz
PX (m′ ),Y (m) + ε2

xz

ε2
zz

fX (m′ ),Y (m)(X ), (C1g)

bm′,m = εyy − εzz

2εzz
PX (m′ ),Y (m) + ε2

xz

ε2
zz

fX (m′ ),Y (m)(X ), (C1h)

where fsm,s′m′ (s′′) according to Eq. (36) represents the correc-
tion from interaction with states which do not belong to the
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set {EX (m′ )(z), EY (m)(z)} and is equal to

fsm,s′m′ (s′′) = −
∑

n′′

′ c2

4
o
ωs′′m′′n2

s′′
Qsm,s′′m′′Qs′′m′′,s′m′

×
(

1

(
o
ωsm − o

ωs′′m′′ )
+ 1

(
o
ωs′m′ − o

ωs′′m′′ )

)
,

(C2)

where the summation for the polarization s′′ includes all states
outside the set {EX (m′ )(z), EY (m)(z)}. It is worth noting that the
overall integral Qsm,s′′m′′ vanishes if m and m′′ are of the same
parity.

1. The regime of modes with opposite parity, X (m + 1) and
Y (m): Rashba-Dresselhaus spin-orbit coupling

ω0 = Re[(
o
ωX (m+1) + o

ωY (m) )/2], (C3a)


0 = Im[(
o
ωX (m+1) + o

ωY (m) )/2], (C3b)


 = Re[(
o
ωX (m+1) − o

ωY (m) )/2], (C3c)

δ
 = Im[(
o
ωX (m+1) − o

ωY (m) )/2], (C3d)

1

mx
= 1

2mm+1,m
0

(
am+1,m

x

ηm+1,m
+ bm+1,m

x ηm+1,m

)
, (C4a)

1

my
= 1

2mm+1,m
0

(
am+1,m

y

ηm+1,m
+ bm+1,m

y ηm+1,m

)
, (C4b)

δx = h̄

4mm+1,m
0

(
am+1,m

x

ηm+1,m
− bm+1,m

x ηm+1,m

)
, (C4c)

δy = h̄

4mm+1,m
0

(
am+1,m

y

ηm+1,m
− bm+1,m

y ηm+1,m

)
, (C4d)

α = − h̄

4m0

εxz

nX nY εzz
QX (m+1),Y (m). (C4e)

2. The regime of modes of the same parity: X (m + 2) and Y (m)

ω0 = Re[(
o
ωX (m+2) + o

ωY (m) )/2], (C5a)


0 = Im[(
o
ωX (m+2) + o

ωY (m) )/2], (C5b)


 = Re[(
o
ωX (m+2) − o

ωY (m) )/2], (C5c)

δ
 = Im[(
o
ωX (m+2) − o

ωY (m) )/2], (C5d)

1

mx
= 1

2mm+2,m
0

(
am+2,m

x

ηm+2,m
+ bm+2,m

x ηm+2,m

)
, (C6a)

1

my
= 1

2mm+2,m
0

(
am+2,m

y

ηm+2,m
+ bm+2,m

y ηm+2,m

)
, (C6b)

δx = h̄

4mm+2,m
0

(
am+2,m

x

ηm+2,m
− bm+2,m

x ηm+2,m

)
, (C6c)

δy = h̄

4mm+2,m
0

(
am+2,m

y

ηm+2,m
− bm+2,m

y ηm+2,m

)
, (C6d)

β = − h̄

4mm+2,m
0 nX nY

(
am+2,m + bm+2,m

)
, (C6e)

γ = h̄

4mm+2,m
0 nX nY

(
am+2,m − bm+2,m

)
. (C6f)

3. The regime of the same mode numbers m: X (m) and Y (m)

ω0 = Re[(
o
ωX (m) + o

ωY (m) )/2], (C7a)


0 = Im[(
o
ωX (m) + o

ωY (m) )/2], (C7b)


 = Re[(
o
ωX (m) − o

ωY (m) )/2], (C7c)

δ
 = Im[(
o
ωX (m) − o

ωY (m) )/2], (C7d)

1

mx
= 1

2mm,m
0

(
am,m

x

ηm,m
+ bm,m

x ηm,m

)
, (C8a)

1

my
= 1

2mm,m
0

(
am,m

y

ηm,m
+ bm,m

y ηm,m

)
, (C8b)

δx = h̄

4mm,m
0

(
am,m

x

ηm,m
− bm,m

x ηm,m

)
, (C8c)

δy = h̄

4mm,m
0

(
am,m

y

ηm,m
− bm,m

y ηm,m

)
, (C8d)

β = − h̄

4mm,m
0 nX nY

(am,m + bm,m), (C8e)

γ = h̄

4mm,m
0 nX nY

(am,m − bm,m). (C8f)

APPENDIX D: MAXWELL’S EQUATION FOR
BIREFRINGENT SYSTEM

Similarly to Berreman’s consideration, we assumed that
the three-dimensional vectors of electric and magnetic fields
could be written as


E (x, y, z) = 
Ek(z)ei(k0κ·r−ωt ), (D1a)


H (x, y, z) = 
Hk(z)ei(k0κ·r−ωt ), (D1b)

where k and r are two-dimensional wave and position vectors
in the x-y plane, respectively, and κ = k/k0, where k0 = ω/c.
We begin with the Maxwell equations:


∇ × 
E = −μ0
∂ 
H
∂t

and 
∇ × 
H = ε0ε̂
∂ 
E
∂t

, (D2)

where ε̂ is a 3 × 3 matrix for the birefringent system, and
μ0 and ε0 denote vacuum magnetic permeability and vacuum
permittivity, respectively. Eliminating the z component of the
electric and magnetic fields led to the following relationship:

∂z

[
E
H

]
=
[

S11 S12

S21 S22

][
E
H

]
, (D3)

where E and H denote two-dimensional vectors of electric
and magnetic fields in the x-y plane, respectively, and the
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matrices Si j are given by

S11 = ik0

εzz

[−κxεzx −κxεzy

−κyεzx −κyεzy

]
, (D4a)

S12 = ik0η0

εzz

[
κxκy εzz − κ2

x

κ2
y − εzz −κxκy

]
, (D4b)

S21 = ik0

η0

[
−ε̃yx − κxκy −ε̃yy + κ2

x

ε̃xx − κ2
y ε̃xy + κxκy

]
, (D4c)

S22 = ik0

εzz

[−κyεyz κxεyz

κyεxz −κxεxz

]
. (D4d)

Here η0 = √
μ0/ε0 and ε̃i j = εi j − εizεz j/εzz. Equation (D3)

can be rewritten as

H = S−1
12 (∂z − S11)E, (D5a)

S21E = (∂z − S22)H. (D5b)

Eliminating the magnetic field yields the exact equation for
the electric field, L̂ f E = 0, where the L̂ f operator is given by

L̂ f = (∂z − Ã
)(

∂z − B̃
)− C̃ (D6)

and

Ã = S12S22S−1
12 − S12

(
∂zS−1

12

)
, (D7a)

B̃ = S11, (D7b)

C̃ = S12S21. (D7c)

Note that the second term in Eq. (D7a) is different from zero
only at the interfaces and it is smaller by a factor of at least
k0 from the leading terms in this expression and it will be
neglected in the following. We can apply the Taylor series
expansion in powers of κ in order to generate successive
approximations to L̂ f :

Ã(i) =
i∑

j=0

κ
i− j
x κ

j
y

j!(i − j)!

∂ i− j

∂κ
i− j
x

∂

∂ jκ
j

y

Ã

∣∣∣∣∣
κx=κy=0

, (D8a)

B̃(i) =
i∑

j=0

κ
i− j
x κ

j
y

j!(i − j)!

∂ i− j

∂κ
i− j
x

∂ j

∂κ
j

y

B̃

∣∣∣∣∣
κx=κy=0

, (D8b)

C̃(i) =
i∑

j=0

κ
i− j
x κ

j
y

j!(i − j)!

∂ i− j

∂κ
i− j
x

∂ j

∂κ
j

y

C̃

∣∣∣∣∣
κx=κy=0

. (D8c)

Taking only the terms up to second order and comparing
Eq. (4) with Eq. (D6), we obtained expressions for the matri-
ces A, B0, and B:

A = B̃(1) = (Ã(1) )T , (D9a)

B0 = − 1

k2
0

C̃(0), (D9b)

B = C̃(2). (D9c)

In order to estimate the role of the neglected term in
Eq. (D7a) we consider the case of an isotropic medium inside
the cavity. The L̂ f operator becomes then

L̂iso = (∂z + D̃)∂z − C̃ (D10)

since S11 = S22 = 0. Now we have

C̃ = k2
0

[
κ2

x + κ2
y − ε(z)

]
σ0, (D11a)

and

D̃ = S12
(
∂zS−1

12

)
= ε′(z)

ε(z)
[
κ2

x + κ2
y − ε(z)

][ κ2
x κxκy

κxκy κ2
y

]
, (D11b)

where ε(z) describes the dependence of relative permittivity
on z. The matrix D̃ can be diagonalized with eigenvalues,

λ+ = 0, λ− = ε′(z)
(
κ2

x + κ2
y

)
ε(z)
[
κ2

x + κ2
y − ε(z)

] , (D12a)

and eigenvectors,

v+ =
[

κy

−κx

]
, v− =

[
κx

κy

]
. (D12b)

The electric field polarized along the v+ vector is continuous
and smooth, because the corresponding eigenvalue λ+ = 0.
On the other hand, the derivative of the electric field for
the second polarization, v−, has a finite discontinuity at the
interfaces depending on ε′(z) and the value of κx and κy. We
thus conclude that the neglected term represented by D̃ is re-
sponsible for the additional, angle-dependent TE-TM splitting
in the cavities consisting of isotropic layers. This term is of
the order k−2

0 (k2
x + k2

y )(1/ε(z))′ so it is much smaller than
the leading terms in our effective Hamiltonians. Clearly, the
TE-TM splitting caused by the mirrors is much smaller than
the splitting due to the birefringent medium inside the cavity,
so in the first approximation it can be neglected (see Fig. 7).

APPENDIX E: POLARIZATION OF LIGHT
IN TWO-MODE APPROXIMATION

The expansion of the modal electric field E in the perturbed
basis is given by

E(z, k) =
∑
sm

′ a′
sm(k)√

o
ωsm

E ′
sm(z, k), (E1)

where the sum over m extends over the subset of states of
interest. Note that the perturbed basis functions E ′

sm(z, k), in
contrast to the unperturbed functions, depend on k. We define
the general formula for the polarization matrix in unperturbed
and perturbed basis states:

(P̂i(z))sm,s′m′ = (Esm(z))†σ iEs′m′ (z), (E2a)

(P̂′
i (z))sm,s′m′ = (E ′

sm(z))†σ iE ′
s′m′ (z). (E2b)

Applying Eq. (37), we obtain the following expression for the
polarization matrices in the z = 0 plane:

(P̂′
i (0))sm,s′m′ =

∑
s′′m′′

∑
s′′′m′′′

(eR̂∗
)s′′m′′,sm(P̂i(0))s′′m′′,s′′′m′′′

× (eR̂)s′′′m′′′,s′m′ , (E3)

where the sum is over all states. Up to the linear order
of perturbation theory the components of the polarization

013324-15



OLIWA, BARDYSZEWSKI, AND SZCZYTKO PHYSICAL REVIEW RESEARCH 6, 013324 (2024)

FIG. 7. Reflectance spectra for cavity with two δ mirrors filled by a medium characterized by ε̂ = diag(n2
o, n2

o, γ
2n2

o ), where γ ∈
{1.0, 1.1, 1.2, 1.3} for (a), (b), (c), and (d), respectively.

matrix and the Stokes polarization parameter are equal to

(P̂′
i (0)sm,s′m′ = (P̂i )sm,s′m′ +

∑
s′′m′′

R∗
s′′m′′,sm(P̂i(0))s′′m′′,s′m′ + (P̂i(0))sm,s′′m′′Rs′′m′′,s′m′ , (E4)

si(0, k) = 1

S0

∑
sm

′∑
s′m′

′
(a′

sm(k))∗a′
s′m′ (k)

(
(P̂i(0))sm,s′m′ +

∑
s′′m′′

R∗
s′′m′′,sm(P̂i(0))s′′m′′,s′m′ + (P̂i(0))sm,s′′m′′Rs′′m′′,s′m′

)
, (E5)

where

S0 =
∑
sm

′∑
s′m′

′(
a′

sm(k)
)∗

a′
s′m′ (k)

(
(P̂0(0))sm,s′m′ +

∑
s′′m′′

R∗
s′′m′′,sm(P̂0(0))s′′m′′,s′m′ + (P̂0(0))sm,s′′m′′Rs′′m′′,s′m′

)
. (E6)

As it turns out the corrections to the polarization matrix intro-
duced by the coupling to the modes which are not directly
included in the two-mode model are crucial for proper de-
scription of the Stokes polarization parameters.

APPENDIX F: PROPAGATION OF LIGHT THROUGH THE
CAVITY WITH δ MIRRORS

1. Transfer matrix for δ mirror

In order to verify the results obtained using the effective
two-mode Hamiltonian (36) and the multimode Hamiltonian,
Eq. (32), in the case of the model δ-like mirror profiles,
we performed numerical calculations using the Berreman-
Schubert transfer matrix method [38,39].

We assume that the thin mirror layer of width l is parallel
to the x-y plane and is characterized by the isotropic dielectric
constant εr = −2ζ/k2

0 l , where the mirror parameter ζ deter-
mines its strength and in general is polarization dependent.
For a dielectric layer ζ < 0 and for a metallic layer ζ > 0.
In the case of a perfect mirror, we have ζ = ±∞. Assuming

μr = 1 the corresponding refractive index is n =
√

−2ζ/k2
0 l .

The two-dimensional vectors of the electric and magnetic
fields in this layer are given by

E(κ, z) = A(κ)eik0nz + B(κ)e−ik0nz, (F1a)

H (κ, z) = S−1
12 ∂zE(κ, z), (F1b)

where A(κ) and B(κ) denote the amplitudes of the electric
field plane waves, and S12 is defined in Eq. (D3) with εzz = εr .
After eliminating these amplitudes, we obtained the following
matching conditions for the electric and magnetic fields on
both sides of the layer:[

E(l )
H (l )

]
=
[

cos (αn)σ0
l
αn

sin (αn)S12

−αn
l sin (αn)S−1

12 cos (αn)σ0

][
E(0)
H (0)

]
,

(F2)

where αn = k0nl . In the limit of an infinitely thin layer (l →
0), [

E0+

H0+

]
=
[

σ0 0
− 2ζ

k0η0
σy σ0

][
E0−

H0−

]
. (F3)

Consequently, the electric field is continuous across the thin
mirror layer while the magnetic field suffers a discontinuity.
Both the electric and magnetic fields are obviously continuous
at the interfaces as they should be. Assuming an isotropic
(εzz = n2

a) medium on the left side of the layer (outside the
cavity marked with a subscript −), and anisotropic on the
other side (inside the cavity, marked with a subscript +),
and using Eq. (D3), we got the following expressions for the
magnetic fields on each side of the layer:

H0− = S−1
12,−∂zE0− , (F4a)

H0+ = S−1
12,+∂zE0+ − S−1

12,+S11,+E0+ . (F4b)
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In the next step we eliminate the magnetic field using Eq. (F3)
leading in the limit of |ζ |/k0 � 1 � κ to[

E0+

∂zE0+

]
=
[

σ0 0
2ζσ0 σ0

][
E0−

∂zE0−

]
= M̂

[
E0−

∂zE0−

]
. (F5)

In this limit we omit the TE-TM splitting on the δ mirrors.
To take into account the TE-TM splitting at the mirrors we
cannot assume that S12,+ ≈ S12,−. As a result, the electric
field is continuous across the thin film, but its derivative has
a discontinuity. An analogous situation occurs in the quantum
mechanical problem of scattering by the Dirac δ potential. Our
optical cavity model, in which Bragg mirrors are replaced by
thin layers of material with high refractive index, somewhat
resembles a quantum particle enclosed in a quantum well with
δ-like barriers.

2. Reflection and transmission coefficients

The relation between electric and magnetic fields on both
sides of an anisotropic medium in a cavity is defined by
Eq. (D3). Using the standard procedure in this case and chang-
ing the magnetic field to the derivative of the electric field
yields the following:[

EL−

∂zEL−

]
= T̂

[
E0+

∂zE0+

]
, (F6a)

T̂ =
[

σ0 0
S11 S12

]
exp

([
S11 S12

S21 S22

]
L

)

×
[

σ0 0
−S−1

12 S11 S−1
12

]
, (F6b)

where L is the width of the anisotropic medium (distance be-
tween two δ mirrors), and EL− , ∂zEL− , E0+ , and ∂zE0+ denote
the electric field and its derivative on the left and right sides of
the anisotropic medium, respectively. The total transfer matrix
for the cavity with δ mirrors is[

EL+

∂zEL+

]
= M̂T̂ M̂

[
E0−

∂zE0−

]
, (F7)

where EL+ , ∂zEL+ , E0− , and ∂zE0− denote the electric field
and its derivative on the right side and the left side of the
right and left δ mirrors, respectively. To determine the expres-
sion for reflection and transmission coefficients we considered
standard scattering geometry (with incident wave from the
left) in which the two-dimensional vector of the electric field
in the x-y plane for incident E in, reflected Ere, and transmitted
Etr waves were given by

E in(x, y, z) = E in,0ei(k0κ·r+k0κzz−ωt ), (F8a)

Ere(x, y, z) = Ere,0ei(k0κ·r−k0κzz−ωt ), (F8b)

Etr (x, y, z) = Etr,0ei(k0κ·r+k0κzz−ωt ). (F8c)

Here E in,0, Ere,0, and Etr,0 denote the two-dimensional vec-
tors of the amplitude of the electric field in the x-y plane for
incident, reflected, and transmitted waves, respectively, and
κz =

√
n2

a − κ2
x − κ2

y , where na is a refractive index for an

isotropic medium outside the cavity. Using Eqs. (F8) and (F7)
leads to

[
Etr,0

0

]
= F̂

[
E in,0

Ere,0

]
=
[

F11 F12

F21 F22

][
E in,0

Ere,0

]
, (F9a)

F̂ = L̂−1
f M̂T̂ M̂L̂i, (F9b)

L̂−1
f =

[
σ0 0

−ik0κzσ0 σ0

]
e−ik0κzL, (F9c)

L̂i =
[

σ0 σ0

ik0κzσ0 −ik0κzσ0

]
, (F9d)

and Fi j are 2 × 2 submatrices of the matrix F̂ . The matri-
ces L̂−1

f and L̂i are analogous to the matrices introduced in
Ref. [39] and describe the transformation of EL+ and ∂zEL+

to the amplitude of the transmitted wave and the amplitudes
of the incident and reflected waves to E0− and ∂zE0− , respec-
tively. Solving Eq. (F9a) yields the following expressions for
the amplitude of reflected and transmitted waves:

Ere,0 = −F−1
22 F21E in,0, (F10a)

Etr,0 = (F11 − F12F−1
22 F21

)
E in,0. (F10b)

FIG. 8. Stokes polarization parameters [(a), (d), (g)] s1, [(b), (e),
(h)] s2, and [(c), (f), (i)] s3 for the upper energy branch for different
values of k, respectively, obtained by using [(a)–(c)] the transfer
matrix method according to the procedure described in Appendix F,
and [(d)–(f)] diagonalization of the multimode Hamiltonian (32),
respectively. In the bottom row we present the difference between
results presented in the top row and in Figs. 4(a)–4(c).
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FIG. 9. Stokes polarization parameters [(a), (d), (g)] s1, [(b), (e),
(h)] s2, and [(c), (f), (i)] s3] for the upper energy branch for different
values of k, respectively, obtained by using [(a)–(c)] the transfer
matrix method according to the procedure described in Appendix F,
and [(d)–(f)] diagonalization of multimode Hamiltonian (32), respec-
tively. In the bottom row we present the difference between results
presented in the top row and in Figs. 5(a)–5(c).

3. Outgoing wave boundary condition

The amplitude of the incident wave in the case of outgoing
wave boundary conditions is equal to zero, so according to
Eq. (F9a) we get the following equations:

[−σ0 F12

0 F22

][
Etr,0

Ere,0

]
=
[

0
0

]
. (F11)

Similarly to Refs. [50,51], nontrivial solutions occur when the
determinant of the matrix in Eq. (F11) is equal to zero, so

det(F22) = 0. (F12)

In this case, we get complex solutions for which the real
and imaginary parts correspond to the resonant energy and
the width of the mode, respectively. The complex roots were
found using the standard Newton algorithm for complex num-
bers with initial value determined as eigenvalues of the 2 × 2
Hamiltonian matrix for each regime.

FIG. 10. Stokes polarization parameters [(a), (d), (g)] s1, [(b), (e),
(h)] s2, and [(c), (f), (i)] s3] for the upper energy branch for different
values of k, respectively, obtained by using [(a)–(c)] the transfer
matrix method according to the procedure described in Appendix F,
and [(d)–(f)] diagonalization of multimode Hamiltonian (32), respec-
tively. In the bottom row we present the difference between results
presented in the top row and in Figs. 6(a)–6(c).

APPENDIX G: COMPARISON OF THE EFFECTIVE
TWO-MODE APPROXIMATION WITH MULTIMODE

AND BERREMAN-SCHUBERT METHODS

In this Appendix, we compare the Stokes parameters calcu-
lated using different models in three discussed regimes X (m′),
Y (m) of almost degenerate modes: (i) X (m + 1) and Y (m)
(Fig. 8), (ii) X (m + 2) and Y (m) (Fig. 9), and (iii) X (m)
and Y (m) (Fig. 10). We verified our two-mode approxima-
tion using more accurate methods, one of which included the
standard Berreman approach for a cavity with δ mirrors for
outgoing wave boundary conditions presented in Appendix F
[Figs. 8(a)–8(c), 9(a)–9(c), and 10(a)–10(c)], and the band
multimode Hamiltonian (32) [Figs. 8(d)–8(f), 9(d)–9(f), and
10(d)–10(f)]. For each regime we present Stokes polarization
parameters for the upper energy branch for different k, and
additionally the polarization differences between dispersion
relations according to the procedure in Appendix F and by
diagonalization of two-mode Hamiltonians (45), (47), and
(49) for Figs. 8(g)–8(i), 9(g)–9(i), and 10(g)–10(i), respec-
tively. The main differences between the models are caused
by the omission of higher-order terms in the two-mode ap-
proximation in which we take into account only linear terms
[see Eqs. (36) and (38)]. Nevertheless, these results prove that
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the two-mode Hamiltonians supplemented with the formulas
presented in Appendix E accurately reproduce all polarization

patterns. Therefore, we have successfully simplified the de-
scription of the interactions between modes.
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tunable Berry curvature and strong light-matter coupling in
liquid crystal microcavities with 2D perovskite, Sci. Adv. 8, 40
(2022).

[27] L. Polimeno, A. Fieramosca, G. Lerario, L. D. Marco, M. D.
Giorgi, D. Ballarini, L. Dominici, V. Ardizzone, M. Pugliese,
C. T. Prontera, V. Maiorano, G. Gigli, C. Leblanc, G. Malpuech,
D. D. Solnyshkov, and D. Sanvitto, Experimental investigation
of a non-Abelian gauge field in 2D perovskite photonic plat-
form, Optica 8, 1442 (2021).
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