
PHYSICAL REVIEW RESEARCH 6, 013098 (2024)

Floquet insulators and lattice fermions beyond naive time discretization
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Periodically driven quantum systems known as Floquet insulators can host topologically protected bound
states known as “π modes” that exhibit response at half the frequency of the drive. Such states can also appear
in undriven lattice field theories when time is discretized as a result of fermion doubling, raising the question
of whether these two phenomena could be connected. Recently we demonstrated such a connection at the level
of an explicit mapping between the spectra of a continuous-time Floquet model and a discrete-time undriven
lattice fermion model. However, this mapping relied on a symmetry of the single-particle spectrum that is not
present for generic drive parameters. Inspired by the example of the temporal Wilson term in lattice field theory,
in this paper we extend this mapping to the full drive parameter space by allowing the parameters of the discrete-
time model to be frequency-dependent. The spectra of the resulting lattice fermion models exactly match the
quasienergy spectrum of the Floquet model in the thermodynamic limit. Our results demonstrate that spectral
features characteristic of beyond-equilibrium physics in Floquet systems can be replicated in static systems with
appropriate time discretization.
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I. INTRODUCTION

Periodically driven quantum systems can exhibit exotic
behaviors not seen at equilibrium [1–6]. Even though periodic
driving in these systems leads to nonconservation of energy,
one can still define an analogous quantity, the quasienergy,
related to the eigenvalue spectrum of the evolution operator
over a driving period T . Quasienergy is conserved modulo
2π/T and can therefore be viewed as a periodic variable
akin to crystal momentum, leading to distinctive spectral
properties absent in undriven Hamiltonians. As an example,
consider equilibrium fermion topological insulators (TIs) and
superconductors (TSCs) [7]. Localized zero-energy bound-
ary modes known as zero modes appear when such systems
are defined in finite volume with open boundary conditions
(OBC). In two or more spatial dimensions, they are associated
with massless modes that propagate on the boundary, while
in one spatial dimension they are fully localized at the two
ends of the system [8]. Periodically driven analogs of equilib-
rium TIs known as Floquet insulators can also have boundary
modes when placed in finite volume with OBC [2,3]. How-
ever, these boundary modes can be zero modes or so-called
π modes, having quasienergy 0 or π/T , respectively [9–17].
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The appearance of π modes is a uniquely nonequilibrium phe-
nomenon that cannot be seen in equilibrium quantum systems
with continuous time.

However, something analogous may happen even for a
static system when time is discretized. This is well known
in fermion lattice field theories and goes by the name of
fermion doubling [18–23]. In lattice field theory typically
space and time are both discretized. A naive discretization
of spacetime in fermionic theories leads to a doubling of
fermion species—i.e., for d discretized spacetime dimensions,
the fermion operator experiences a 2d -fold increase in the
number of degenerate eigenstates. These degenerate eigen-
states are “π -paired” with each other. In other words, for a
cubic spacetime lattice with spacing a, if the state with d
momentum (p0, p1, . . . , pd−1) is an eigenstate of the fermion
operator with eigenvalue fp, then so are the states (π/a −
p0, p1, . . . , pd−1), (p0, π/a − p1, . . . , pd−1), . . . , (π/a −
p0, π/a − p1 . . . , π/a − pd−1). This has an interesting im-
plication for a continuous-time theory with boundary zero
modes. When such a theory is considered on a discrete-time
lattice with lattice spacing τ , one automatically gains an extra
mode, i.e., the π mode with energy π/τ localized on the
boundary.

The presence of π modes in lattice field theory naturally
begets comparison with Floquet insulators. In fact, one can
ask if the nonequilibrium Floquet insulator spectrum can be
replicated with a discrete-time theory for a time-independent
Hamiltonian. In Ref. [24] we showed that this is indeed
possible for a particular 1 + 1-dimensional Floquet insulator
model restricted to a certain line in the space of drive pa-
rameters. Our demonstration relied on the observation that,
along this line, the quasienergy spectrum is fully π -paired:
for every quasienergy value εi, there is a corresponding one at
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π/T − εi. This motivated us to map the Floquet spectrum
to that of a static fermion Hamiltonian with naive time
discretization of lattice spacing T . We found that the corre-
sponding static Hamiltonian can be that of a Wilson-Dirac
theory or of a Su-Schrieffer-Heeger (SSH) model [25].

However, there are other parts of this model’s phase di-
agram that do not exhibit π pairing. In these regions, with
OBC, the boundary modes at quasienergies 0 and π/T need
not always appear together as they do for naively discretized
lattice fermions. These regions of the phase diagram there-
fore have no analogs in naively discretized fermion theories.
However, there exist several schemes for removing fermion
doubling on the lattice. In this paper we focus on Euclidean
lattice field theories. There one can introduce a Wilson term
in the fermion Lagrangian to remove fermion doubling. For
other methods see [26–31]. In a lattice fermion theory ex-
hibiting both a zero-frequency and a π/T -frequency mode, a
Wilson term can be engineered to remove either of the two. In
standard lattice field theory, it is typically the π mode that is
removed. The Wilson fermion approach relies on introducing
a frequency dependence in the fermion mass term, which can
also be thought of as adding a higher dimensional operator
involving time derivatives in the lattice fermion action. This
frequency-dependent mass breaks the degeneracy of eigenval-
ues for the fermion operator between the zero and π modes.
Inspired by this mechanism, in this paper we map the en-
tire phase diagram of the Floquet insulator model studied in
Ref. [24] to that of a discrete-time lattice fermion theory with
a time-independent Hamiltonian. The action of our target the-
ory written in frequency space includes frequency-dependent
parameters. In particular it includes a frequency-dependent
mass term, just as in the case of the standard Wilson term.
We construct two such examples: we call the first a mod-
ified Wilson-Dirac theory and the second a modified SSH
model.

The organization of the paper is as follows. We begin with
a background discussion in Sec. II. In Sec. II A we briefly
describe the Floquet model in question and its spectrum.
In Sec. II B we review how Wilson terms can be used to
circumvent fermion doubling in lattice fermion theories. In
Sec. II C we formulate the Euclidean spacetime version of
the mapping between quasienergy and discrete-time spectra
found in Ref. [24] for the π -paired region of the Floquet
model’s phase diagram. In Sec. III we discuss how to for-
mulate such a mapping throughout the entire phase diagram
irrespective of π pairing. We will first explain our construction
in frequency space, and then take the Fourier transform to
discuss the structure of the lattice theory in the time domain.
In Sec. IV we conclude and provide an outlook for future
research.

II. BACKGROUND

A. Model and phase diagram

We begin with the SSH model in 1 + 1 dimensions on
a spatial lattice of 2N sites. The SSH Hamiltonian has the
form

HSSH = v

2
H0 + u

2
H1, (2.1)

where

H0 = 2
N−1∑
j=0

(a†
2 ja2 j+1 + H.c.),

H1 = 2
N−1∑
j=0

(a†
2 j+1a2 j+2 + H.c.), (2.2)

where ai is the fermion annihilation operator on site i =
0, . . . , 2N − 1. The parameters u, v are both assumed to be
positive, without loss of generality. Unless otherwise speci-
fied, we consider periodic boundary conditions (PBC) such
that a2N ≡ a0. The energy spectrum of this model with PBC
is given by

ESSH,±(p1) = ±
√

u2 + v2 + 2uv cos(2p1), (2.3)

where 0 � p1 < π is the crystal momentum and we have set
the spatial lattice spacing to 1. Expanding this expression
about p1 = π/2 yields the dispersion of a Dirac fermion with
mass ∝ u − v. The spectrum with PBC is invariant under ex-
change of u and v as it depends only on the square of the mass.
However, the spectrum with OBC is not. This is because the
two different choices for u and v correspond to two different
equilibrium topological phases, one of them trivial and the
other nontrivial [25,32]. The trivial and nonstrivial phases
are characterized by the absence or presence, respectively,
of zero-energy modes localized at the edges of the chain.
With the SSH model defined as in Eqs. (2.1) and (2.2), the
topological phase is the one for which u > v.

The static SSH model (2.1) allows us to define the Floquet
model discussed in Ref. [24]. The model is a complex-fermion
version of the Floquet-Majorana model (or its dual, the kicked
Ising model) studied in Ref. [11,14,33]. It is defined by the
time-evolution operator

U (t ) =
{

e−iH0t for 0 < t < t0
e−iH1(t−t0 )e−iH0t0 for t0 � t < t0 + t1

. (2.4)

In order to extract the quasienergy spectrum we have to
consider this evolution operator at integer multiples of the
drive period T = t0 + t1. This allows us to define the Floquet
Hamiltonian given by

HF = i

T
ln[U (T )]. (2.5)

The quasienergies are the eigenvalues of HF and are conserved
up to 2π/T . Defining the variables

β = t0 − π

4
, η = t1 − π

4
, (2.6)

we illustrate the Floquet phase diagram as a function of β and
η in Fig. 1. With PBC, the quasienergy eigenvalues can be
found by transforming U (T ) to momentum space. They are
given by

ε±(p1) = ± 1

T
arccos

{
1

4
[− cos(2p1 − 2β − 2η)

+ 2 cos(2β − 2η) − cos(2p1 + 2β − 2η)

− cos(2p1 − 2β + 2η) − 2 cos(2β + 2η)

− cos(2p1 + 2β + 2η)]

}
. (2.7)

013098-2



FLOQUET INSULATORS AND LATTICE FERMIONS … PHYSICAL REVIEW RESEARCH 6, 013098 (2024)

FIG. 1. Floquet phase diagram as a function of the drive pa-
rameters β and η defined in Eq. (2.6). The different phases are
distinguished by whether they exhibit boundary zero or π modes, or
both (0, π ), or neither (Triv). The diagonal lines |β| = |η| indicate
gap closings in the single-particle quasienergy spectrum.

The eigenvalues are invariant under an exchanging β and η

and exhibit periodicity such that we can restrict −π/4 < β �
π/4,−π/4 � η � π/4 to study the full phase diagram. We
observe that the quasienergy gap is nonzero everywhere ex-
cept at η = |β|. These gapless lines divide the region −π/4 <

β < π/4, −π/4 < η < π/4 into four different phases. These
four phases are called the trivial phase, the 0 phase, the π

phase, and the (0, π ) phase. The names correspond to the
boundary spectrum in these regions with OBC. The trivial
phase does not have have any boundary modes, the zero phase
has zero modes, the π phase has π modes, and the (0, π )
phase has zero and π modes localized at the edges. In the
next section we describe how some of these same features can
arise in lattice fermion theories in discrete spacetime. Since
lattice field theory is typically formulated in Euclidean space,
we will do so in our treatment.

B. Wilson terms in lattice fermion theories

We begin by reviewing fermion doubling in Euclidean
lattice field theory before discussing the connection to Flo-
quet systems. We consider the following Euclidean spacetime
Dirac fermion Lagrangian on a 1 + 1-dimensional spacetime
lattice:

L = ψ̄ (γμ∇μ + m)ψ, (2.8)

where μ = 0, 1 with μ = 0 being the Euclidean time di-
rection, ∇μ is the symmetric discrete derivative given by
(∇μ)x,x′ = (δx′,x+aμ

− δx′,x−aμ
)/(2aμ), and aμ is the lattice

spacing in the μ direction. We have also adopted the Einstein
summation convention over repeated Greek indices. γμ are
2 × 2 Euclidean gamma matrices satisfying {γμ, γν} = 2δμν .
In Fourier space the Lagrangian is of the form

L = ψ̄[−iγμ(aμ)−1 sin(pμaμ) + m]ψ. (2.9)

The object in square brackets above is sometimes referred to
as the fermion or Dirac operator. When the mass m = 0, the

spectrum of the Dirac operator has four zeros at (p0, p1) =
(0, 0), (0, π/a1), (π/a0, 0), and (π/a0, π/a1). The zeros
other than the one at (0,0) are called doublers since their
appearance is a consequence of fermion doubling.

For m �= 0, the states corresponding to these zeros become
degenerate eigenstates of the fermion operator with the same
eigenvalue m. This is undesirable in lattice simulations, and
there are several techniques to remove the extra modes. One
of the standard techniques to remove the doublers is to add
a Wilson term to the Lagrangian which shifts the mass term

from m to m − Rμ(aμ )2

2 ∇2
μ where ∇2

μ = (δx′,x+aμ
+ δx′,x−aμ

−
2δx′,x )/(a2

μ) is the discrete second derivative and Rμ is the Wil-
son parameter. The corresponding Lagrangian is known as the
Wilson-Dirac Lagrangian, and here the eigenvalue degeneracy
of the four states at (p0, p1) = (0, 0), (0, π/a1), (π/a0, 0),
and (π/a0, π/a1) is lifted [34].

The full Wilson-Dirac action therefore is of the form

S = ∫
d2x ψ̄ GWD ψ, (2.10)

where GWD is the Wilson Dirac operator,

GWD = γμ∇μ + m − Rμa2
μ

2
∇2

μ,

or (2.11)

= −iγμ(aμ)−1 sin(pμaμ) + m + Rμ[1 − cos(pμaμ)],

in position and momentum space (with PBC), respectively.
Let us now consider the eigenvalues of the Wilson-Dirac
operator, first with PBC. For an eigenstate |p0, p1〉 of GWD

with frequency p0 and momentum p1, the eigenvalue is

g±(p0, p1)

= m + R0[1 − cos(a0 p0)] + R1[1 − cos(a1 p1)]

±i

√
1

a2
0

sin2(a0 p0) + 1

a2
1

sin2(a1 p1). (2.12)

Clearly, the degeneracy of the states |p0, p1〉, |π/a0 − p0, p1〉,
|p0, π/a1 − p1〉, and |π/a0 − p0, π/a1 − p1〉 is broken (even
though there may be accidental degeneracies for some param-
eter values).

Let us now understand how boundary zero and π modes
arise in this theory and how their degeneracy is affected by
the Wilson term. To do this, we must consider the spectrum
of the Wilson-Dirac operator with OBC in space. Our goal
is to identify localized eigenstates of the Wilson-Dirac oper-
ator with zero eigenvalue, of frequency p0 = 0 (zero mode)
and π/a0 (π mode). To search for these modes, we can
set γ0∇0 → 0 inside GWD and solve for the zero eigenval-
ues of the rest of the operator. Without loss of generality,
we first pick m = −1/a1, R1 = 1/a1. If we now set R0 = 0,
we find four spatially localized zero-eigenvalue eigenstates
of GWD, two of them with frequency p0 = 0 (one on each
edge) and two others with p0 = π/a0 (one on each edge),
indicating π pairing. If now we set R0 = 1/a1, the system
acquires an effective frequency-dependent mass meff (p0a0) =
m + R0[1 − cos(p0a0)] = − 1

a1
cos(p0a0). Since the Wilson-

Dirac operator only has localized zero-eigenvalue boundary
modes when the meff/R1 < 0, we now find that the exis-
tence of such a mode depends on p0. In particular, when
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p0 = 0, meff (0) = −1/a1 and a localized zero-eigenvalue so-
lution exists, whereas when p0 = π/a0, meff (π ) = 1/a1 and
no zero-eigenvalue solution exists. Next, we can consider
m = 1/a1, R1 = 1/a1, and R0 = −1/a1. Now, the effective
frequency dependent mass meff (p0a0) = 1

a1
cos(p0a0), so the

situation is reversed: we obtain zero-eigenvalue boundary so-
lutions for p0 = π/a0 but not p0 = 0. Therefore, we see that
the presence of boundary zero and π modes can be tuned by
introducing appropriate Wilson terms.

C. Review of the Floquet-to-lattice mapping for β = 0

The above discussion shows that π pairing in the lattice
fermion spectrum is guaranteed for R0 = 0 but absent for
R0 �= 0, which promotes the fermion mass to a frequency-
dependent quantity. In Ref. [24], we showed how to match
[exactly for PBC and up to O(1/N ) corrections for OBC]
the quasienergy spectrum (2.7) onto the spectrum of a time-
independent lattice fermion theory in the absence of any
frequency dependence in the model parameters. In this case,
the time direction is naively discretized such that only first-
order time derivatives appear in the action and π pairing (i.e.,
fermion doubling) is unavoidable. In the Floquet model, the
quasienergy spectrum (2.18) is π paired only along the line
β = 0 defined in Eq. (2.6) that corresponds to a vertical cut
at t0/T = π/4 in the phase diagram in Fig. 1. Thus, our
naive spectral mapping was restricted to this parameter line.
In this section we review this mapping before generalizing it
in Sec. III to the full Floquet phase diagram.

To define the mapping, we consider a Euclidean spacetime
lattice with temporal lattice spacing a0 = T (corresponding
to the drive period of the Floquet model) and spatial lattice
spacing a1 = 1. For convenience, we repackage the fermion
operator for a generic fermion theory on this lattice as γ0(F +
F ′), where F ≡ ∇0 and F ′ contains spatial derivatives and
possibly higher-order time derivatives. The corresponding Eu-
clidean action is then

S =
∫

d2x ψ̄ γ0(F + F ′) ψ. (2.13)

As an example, for the Wilson-Dirac theory discussed in the
previous section,

F ′ = γ0

(
γi∇i + m − Rμa2

μ

2
∇2

μ

)
. (2.14)

More generally, F ′ can have other forms, and we initially
remain agnostic about its exact form.

We can now formulate the mapping between the Floquet
and lattice fermion spectra by demanding that solutions to the
equation

iF |ψ (t, x)〉 = F ′|ψ (t, x)〉, (2.15)

with PBC match one to one to the solutions of the Floquet
Schrödinger equation given by i∂t |ψ (t, x)〉 = HF |ψ (t, x)〉,
again with PBC [35]. More concretely, we demand that the
frequency values p0 that solve the frequency-space version of
Eq. (2.15),

1

T
sin(p0T )|ψ (p0, p1)〉 = F ′(p0, p1)|ψ (p0, p1)〉, (2.16)

match one-to-one with the quasienergies ε. Here |ψ (p0, p1)〉
is the Fourier transform of |ψ (t, x)〉.

For every crystal momentum p1, Eq. (2.16) is satisfied
by two different frequencies p0 > 0 (and also two different
p0 < 0) irrespective of the details of F ′. For an example, see
Appendix A. In the case where F ′ is frequency-independent,
the two positive frequencies become π paired, i.e., they sum
to π/T . Similarly the negative ones sum to −π/T . To see
this, note that there are two solutions to Eq. (2.16) for every
eigenvalue f ′ of F ′ (corresponding to crystal momentum p1),
namely,

p0T = sin−1( f ′T )andp0T = π − sin−1( f ′T ). (2.17)

The absence of frequency dependence in F ′ allows us to
interpret it as a lattice fermion Hamiltonian H with energies
E = f ′. In this case, Eq. (2.15) is a discrete-time Schrödinger
equation with Hamiltonian H . Thus we seek to identify the
quasienergies with the doubled spectrum of H when placed
on a discrete-time lattice.

Note that there are 2N solutions to the Floquet Schrödinger
equation since there are 2N lattice sites in the Floquet model.
If the solutions of Eq. (2.16) are to match one-to-one those
of the Floquet problem, and if we assume that the degrees of
freedom in F ′ are spinless fermions as in the original Floquet
problem, then H must be defined on a spatial lattice of N
sites so that it has N eigenvalues. Fermion doubling then
accounts for the “missing” half of the Floquet spectrum. If
we instead assume that F ′ describes spinful fermions, then
we must consider a discrete-time lattice theory with N/2 sites,
one-quarter of those in the original problem, in order to obtain
the correct number of eigenvalues after fermion doubling.

We now describe the construction of the lattice Hamil-
tonian H . We begin by writing down the PBC quasienergy
eigenvalues (2.7) on the β = 0 line:

ε±(p1) = ± 1

T
cos−1[− cos(2η) cos(2p1)]. (2.18)

Due to π pairing, the operator sin(HF T ) exhibits eigenvalue
degeneracy for the states with momenta p1 and p1 + π/2.
Thus, we can split the quasienergy spectrum ε± into two
branches, ε1

± and ε2
±, corresponding to momenta π

4 � p1 �
3π
4 and −π

4 � p1 < π
4 , respectively, such that sin(ε2

±T ) =
sin(ε1

±T ). Thus, we can restrict to, e.g., branch 1 and demand
that sin(ε1

±T ) matches onto the energy spectrum of some
time-independent H . In Ref. [24] we performed this matching
for two choices of H : an SSH Hamiltonian of the form (2.1)
defined on N lattice sites or a Wilson-Dirac Hamiltonian of
the form

HWD =
N−1∑

x,x′=0

ψ̄x

[
R1 γ 1 (−i∇x,x′ ) − R1

2
∇2

x,x′ + m δx,x′

]
ψx′ ,

(2.19)

defined on N/2 lattice sites (where N is even) as the un-
derlying fermions are spinful. Note that R1 in HWD is not
exactly analogous to the parameter R1 in the Wilson-Dirac
action (2.10), as it here also multiplies the ∇x,x′ term. In
the above, γ μ correspond to the Minkowski gamma matrices,
which are related to the Euclidean gamma matrix using, γ 0 =
γ0γ

1 = iγ1. For either choice of H the spectral matching
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requires solving for appropriate values of the parameters in
the respective models.

In the SSH case, we perform the matching by demanding

ESSH,±(k) = 1

T
sin

[
T ε1

±
( p

2
+ π

4

)]
, (2.20)

where 0 � p < π . The corresponding SSH Hamiltonian is
given by Eq. (2.1) with parameters

u = 1 ± sin(2η)

2T
, and v = 1

T
− u. (2.21)

(Note that we have assumed u, v � 0 for simplicity.) The sign
ambiguity in u can be resolved by demanding that the spectra
also match in the thermodynamic limit with OBC for the same
choice of parameters. This is accomplished when [24]

u = 1 + sin(2η)

2T
, and v = 1

T
− u. (2.22)

For the choice above, the SSH Hamiltonian has a zero mode
with OBC for η > 0. As a result the discrete-time spectrum
has both a zero mode and a π mode. Similarly, for η < 0,
the SSH Hamiltonian does not have a zero mode with OBC.
Therefore the corresponding discrete-time theory has neither
a zero mode nor a π mode. This captures the trivial and (0, π )
phases in Fig. 1 along the line β = 0.

To match onto the spectrum of the Wilson-Dirac Hamilto-
nian (2.19),

EWD,±(p) = ±
√

R2
1 sin2 p + [m + R1(1 − cos p)]2, (2.23)

with −π � p < π , we demand that

EWD(p) = 1

T
sin

[
T ε

( p

4
+ π

2

)]
. (2.24)

Solving this condition for m and R1 gives

m = ± sin(2η)

T
and R1 = 1

2T
− m

2
, (2.25)

where we have assumed R1 � 0 for simplicity. Again, we
resolve the sign ambiguity in m by demanding that the spec-
tra also match in the thermodynamic limit for OBC. This
gives [24]

m = − sin(2η)

T
, R1 = 1

2T
− m

2
, (2.26)

for which boundary zero modes appear when η > 0 and not
for η < 0. The corresponding discrete-time theory then ex-
hibits both zero and π modes for η > 0 and neither for η < 0,
again matching Fig. 1 along the line β = 0.

Thus we have demonstrated a one-to-one mapping between
the zeros of iF − F ′ and the zeros of the Floquet Schrödinger
operator i∂t − HF , exactly for PBC and in the thermodynamic
limit for spatial OBC. Generalizing this mapping beyond the
β = 0 line is the subject of the next section.

III. GENERALIZING THE FLOQUET-TO-LATTICE
MAPPING

We now propose a Floquet-to-lattice mapping that is valid
for any η and β, i.e., irrespective of whether or not the Floquet

spectrum (2.7) is π paired. In the previous section, solutions
to Eq. (2.16) were automatically π paired due to the frequency
independence of F ′. This effectively restricted our mapping to
the β = 0 line, where the quasienergy spectrum is π paired.
Inspired by the temporal Wilson term construction reviewed
in Sec. II B, which removes π pairing by effectively endowing
the fermion mass with a frequency dependence, we will now
introduce frequency dependence to the operator F ′ and its
eigenvalues. As a result, unlike in the discussion of Sec. II C,
F ′ can no longer be interpreted as a Hamiltonian. For exam-
ple, the Wilson-Dirac operator (2.11) cannot be expressed as
γ0∂0 + γ0H in the presence of a temporal Wilson term with
parameter R0 �= 0. This term adds higher-order time deriva-
tives to the action and therefore affects the quantization of the
theory itself. We expand on this discussion in Appendix B.

To define the Floquet-to-lattice mapping for β �= 0, we
match solutions to Eq. (2.16) to solutions of the Floquet
eigenvalue problem assuming that the operator F ′ takes the
form of an N/2-site Wilson-Dirac model (2.14) modified to
have frequency-dependent R1 and m. A similar mapping can
be performed assuming F ′ is an N-site SSH model of the
form (2.1) with frequency-dependent u and v; this is discussed
in Appendix C. In either case, the frequency dependence
of these parameters should be chosen such that F ′ reduces
to the appropriate frequency-independent SSH [Eq. (2.1)] or
Wilson-Dirac [Eq. (2.19)] Hamiltonian in the limit β → 0.

The construction of F ′ as a function of β and η is such
that we avoid introducing any additional mass terms in F ′
that can break symmetries which were not broken at β = 0.
This is motivated by the fact that we are trying to recover
the physics of Floquet symmetry protected topological phases
using discrete-time systems. Keeping the form of F ′ intact as
we vary β and η ensures that we do not change the symmetries
of the discrete-time model as we move around in the Floquet
parameter space.

A. PBC eigenvalues

We begin with the following Euclidean Wilson-Dirac-like
action (assuming PBC) with frequency-dependent m and R1:

SMWD =
∫

d2 p

(2π )2
ψ̄

[
− i

T
γ 0 sin(p0T ) − R1(p0)γ 1 sin p1

+ m(p0) + R1(p0)(1 − cos p1)

]
ψ. (3.1)

The subscript MWD stands for “modified Wilson-Dirac,” re-
ferring to the frequency dependence of the parameters. This
corresponds to considering the operator

F ′ = γ0[−R1(p0)γ1 sin p1 + m(p0) + R1(p0)(1 − cos p1)],

(3.2)
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FIG. 2. Smallest (μs) and largest (μl ) eigenvalues of the Floquet Hamiltonian superimposed on the Floquet phase diagram.

with eigenvalues

f ′
± = ±

√
[R1(p0)]2 sin2 p1 + [m(p0) + R1(p0)(1 − cos p1)]2. (3.3)

We call this theory the modified Wilson-Dirac (MWD) theory. Our task is to choose frequency-dependent m and R1 such that
the solutions of Eq. (2.16) with PBC match the quasienergy spectrum (2.7) of the Floquet system. To formulate the matching
conditions, we follow the discussion below Eq. (2.18) by defining two quasienergy branches,

ε1
±(p1) = ε±

( p1

4
+ π

2

)
, ε2

±(p1) = ε±
( p1

4

)
, (3.4a)

where −π < p1 � π , corresponding to the momentum intervals [π/4, 3π/4) and [−π/4, π/4), respectively, as seen from the
argument of the r.h.s. of the above equation. Without π pairing, we no longer have that sin(T ε1

±) = sin(T ε2
±) and must therefore

separately define

E1
MWD,±(p1) = 1

T
sin[T ε1

±(p1)], E2
MWD,±(p1) = 1

T
sin[T ε2

±(p1)]. (3.4b)

Then, we demand that the sine-transformed quasienergies Ei
MWD,± match the eigenvalues (3.3) of the MWD operator when

evaluated at frequencies p0 = εi
±:

Ei
MWD,±(p1) = f ′

±|p0=εi±(p1 ) = ±
√

{R1[εi±(p1)]}2 sin2 p1 + {m[εi±(p1)] + R1[εi±(p1)](1 − cos p1)}2, (3.5)

for i = 1, 2. Interestingly, using p0 = εi
±(p1) [including inverting this relation using Eq. (2.7) to eliminate p1], both of the above

equations (for i = 1 and i = 2) reduce to

1

T
sin(T p0) =

√√√√m2 + 4R1(m + R1)

[
1 −

(
cos p0 − sin 2β sin 2η

cos 2β cos 2η

)2
]
, (3.6)

where we have suppressed the p0 dependence of m and R1 for
compactness. Thus we have a single relation between R1(p0)
and m(p0) without a unique expression for either. To obtain
unique expressions for m(p0) and R1(p0) we need another
condition. We have empirical evidence that in order to keep
m and R1 real valued for all values of p0, η and β we must fix

2R1(R1 + m) = 2R1(R1 + m)|β=0 = cos2(2η)

2T 2
. (3.7)

We will see, remarkably, that the same choice of parameters
ensures that the OBC spectrum of the modified Wilson-Dirac
theory matches one to one with the OBC Floquet spectrum.

Solving Eqs. (3.5) and (3.7) allows us to extract R1(p0)
and m(p0) at all p0 = εi

±(p1). For any η and β, |εi
±(p1)| takes

values within a range set by the lowest and highest positive
eigenvalues of the Floquet Hamiltonian HF . We call the two

limits μs and μl . For η and β close to 0, μs and μl are close
to 0 and π/T , respectively, such that μl − μs ≈ π

T . However,
as shown in Fig. 2, μs and μl move closer together as we
move away from the center of the phase diagram in Fig. 1.
Therefore if we demand that Eqs. (3.5) and (3.7) are solved
only for p0 = εi

±(p), we do not have a unique functional form
for R1(p0) and m(p0) outside of the range μs < |p0| < μl .
Thus, in order to complete the mapping, we will extrapolate
the solution to Eqs. (3.5) and (3.7) over the full range −π

T �
p0 < π

T . The result is

m(p0) = ± 1

T

√
sin2(2η) + δ(p0),

R1(p0) = 1

2

[
± 1

T

√
1 + δ(p0) − m(p0)

]
, (3.8a)
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FIG. 3. Frequency-dependent mass m(p0) as given by
Eqs. (3.10) and (3.11), plotted for a few different values of
β and η.

where

δ(p0) =
[

tan(2β ) cos(p0T ) − sin(2η)

cos(2β )

]2

− sin2(2η).

(3.8b)
This allows us to rewrite m(p0) as

m(p0) = ± 1

T

∣∣∣∣ tan(2β ) cos(p0T ) − sin(2η)

cos(2β )

∣∣∣∣. (3.8c)

Note that there is some freedom to choose certain signs above
without modifying the PBC spectrum; we fix these signs in
the next section. Note that any of the solutions (3.8) produce
a bulk OBC spectrum that matches the PBC spectrum up to
corrections ∼1/N .

B. OBC eigenvalues

With Eqs. (3.8) in hand, we must now choose the appro-
priate branches of these solutions so as to match the phase
diagram of the Euclidean discrete-time theory with that of
the Floquet theory. Since the bulk PBC spectra match for any
choice of signs in Eqs. (3.8), we fix these signs by matching
the boundary spectra of the two models everywhere in the Flo-
quet phase diagram of Fig. 1. The boundary spectrum of the
Floquet theory with OBC contains either a zero-quasienergy
mode or a π/T -quasienergy mode. In order to establish a
mapping to the discrete-time theory, we thus will need to
concern ourselves only with zero- and π/T -frequency bound-
ary modes of the lattice fermion operator F + F ′. Here the
phrase “boundary mode” denotes zero-eigenvalue eigenstates
of the full Euclidean fermion operator that are localized on the
boundary. Since we want to identify zero modes of F + F ′
that are also zero modes of the operator F = ∇0, they must
also be zero modes of F ′ (with OBC). In this case the states of
interest are indeed poles of the Euclidean fermion propagator.

We first consider the eigenvalues of F ′ with OBC inside
the region |β| < |η|, which corresponds to the (0, π ) phase
for η > 0 and the trivial phase for η < 0. In order for m(p0)
and R1(p0) to match to their expressions along β = 0 as given
in Eq. (2.26) we must pick the “+” branch for R1,

R1(p0) = 1

2

[
1

T

√
1 + δ(p0) − m(p0)

]
. (3.9)

This follows from observing that δ(p0) = 0 when β = 0
[see Eq. (3.8b)]. Then, recalling from Sec. II B that boundary
modes appear in the Wilson-Dirac model when m < 0, we

FIG. 4. Frequency-dependent mass m(p0) as given by (3.12)
and (3.13), computed using η = 0.2.

demand that m(p0) is positive for η < 0 (i.e., in the trivial
phase) and negative for η > 0 [i.e., in the (0, π ) phase]. This
implies that we make the unique choices

m(p0) = − 1

T

∣∣∣∣ tan(2β ) cos(p0T ) − sin(2η)

cos(2β )

∣∣∣∣, (3.10)

for drive parameters (η > 0,−η < β < η), and

m(p0) = 1

T

∣∣∣∣ tan(2β ) cos(p0T ) − sin(2η)

cos(2β )

∣∣∣∣, (3.11)

for drive parameters (η < 0, η < β < −η). In Fig. 3 we plot
m as a function of p0 for η = ±0.2 and several values of
β. Notably, the mass is either positive or negative definite
depending on the sign of η, except at β = ±η where m = 0
at p0T = 0 or π . These zeros of the mass correspond to
quasienergy gap closings around ε = 0 and π/T , respectively.
Furthermore, note that both m and m2 are smooth functions of
p0 for any η and β, so long as |β| � |η|.

Next, we turn to the opposite regime |β| > |η|, which
corresponds to the π phase for β > 0 and the 0 phase for
β < 0. In this regime, for any choice of the sign of m(p0)
in Eq. (3.8), there is some p0 = p′

0 with π/T > p′
0 > 0 such

that m(p′
0) = 0. To ensure that m is a smooth function of p0,

we must therefore demand that the sign of m change at p′
0.

To fix the sign on either side of p′
0, we again appeal to the

fact that boundary modes appear when m < 0. Thus, in the 0
phase (β < 0), we demand that m < 0 at p0 = 0 and m > 0 at
p0 = π/T , such that

m(p0)= 1

T

∣∣∣∣ tan(2β ) cos(p0T ) − sin(2η)

cos(2β )

∣∣∣∣ sgn(p0 − p′
0),

(3.12)

for β < η < −β. Similarly, in the π phase (β > 0), we de-
mand that m < 0 at p0 = π/T and m > 0 at p0 = 0, such that

m(p0) = − 1

T

∣∣∣∣ tan(2β ) cos(p0T ) − sin(2η)

cos(2β )

∣∣∣∣ sgn(p0 − p′
0).

(3.13)

In Fig. 4 we plot these expressions for η = 0.2 and a few
positive and negative β values [36]. Importantly, we see that
m is again a smooth function of p0 and that the curves at
the gapless points β = ±η match their counterparts in Fig. 3.
Having chosen the appropriate branch for each phase in the
Floquet phase diagram, it is interesting to note that they can
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FIG. 5. OBC eigenvalues f ′ of F ′(m, R1) (gray region surrounded by dark gray lines, top row) and the PBC spectrum of the Floquet
operator ε (bottom row) plotted for different values of β along the line η = 0.2. The solutions for m(p0) and R(p0) are chosen according to
Eq. (3.14). The purple (blue and red) line represents ± sin p0T for values of p0 that do not (do) satisfy Eq. (3.4). Identifying these p0 values
with quasienergies yields the corresponding blue and red eigenvalues depicted in the bottom plot (up to finite size effects relating the bulk PBC
and OBC spectra). The blue and red colors label the two quasienergy branches i = 1 and 2, respectively, that appear in Eqs. (3.4).

all be summarized by the following expressions:

m(p0) = 1

T

[
tan(2β ) cos(p0T ) − sin(2η)

cos(2β )

]
,

R1(p0) = 1

2

[
1

T

√
1 + δ(p0) − m(p0)

]
. (3.14)

In other words, m(p0) and R1(p0) are both analytic and
monotonic functions of p0 everywhere in the Floquet phase
diagram. In Figs. 5 and 6 we have used these expressions to
compute the eigenvalues of the operator F ′ with OBC for
a few values of β and η along a horizontal and a vertical

cut through the Floquet phase diagram, respectively. For the
computation we have used 2N = 200 lattice points. The OBC
eigenvalues are visualized as filled gray bands between the
extremal eigenvalues, which are plotted as dark gray lines.
For values of η and β corresponding to the 0 and π phases, a
flat band of zero eigenvalues connecting to p0 = 0 and π/T ,
respectively, indicates the presence of zero or π boundary
modes. For η and β corresponding to the (0, π ) phase, a
flat band of zeros connecting p0 = 0 and π/T indicates the
presence of both 0 and π boundary modes. Furthermore,
to visually represent the correspondence between bulk OBC

FIG. 6. Same as Fig. 5, but instead we have fixed β = 0.2 and vary η.
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eigenvalues and quasienergies via the spectral mapping (3.4),
we superimpose a plot of ± sin(p0T ). The regions where the
bulk eigenvalues do not intersect this line, the mapping (3.4)
cannot be satisfied, and we color this part of the line purple.
The values of p0 for which ± sin(p0T ) does intersect the
gray eigenvalue bands are identified with the quasienergies
shown below each of the F ′ eigenvalue plots. The blue and
red of the quasienergies and ± sin(p0T ) correspond to the
branches 1 and 2 in Eqs. (3.4), respectively. Note that as the
eigenvalues f ′ are symmetric in p0, we have chosen to plot
only positive p0 in the upper panels. Thus, the highlighted p0

values correspond to the positive quasienergies in the lower
panels. For plots representing the spectrum along the gapless
lines |η| = |β|, note that the band of highlighted p0 values
touches p0 = 0 or π/T , indicating quasienergy gap closings
at quasienergy 0 or π/T .

C. Frequency dependence near β, η → 0 and comparison
to standard Wilson-Dirac fermions

We now make contact with the discussion in Sec. II B
by examining the expressions for m(p0) and R1(p0) close
to the center of the Floquet phase diagram (i.e., in the limit
β, η → 0). Expanding to leading order in β and η, Eq. (3.14)
reduces to

m(p0) = −2η

T
+ 2β

T
cos(p0T ),

R1(p0) = 1

T

[
1

2
+ 2η − 2β cos(p0T )

]
. (3.15)

These expressions capture the essence of the entire phase
diagram: since all four phases meet at η = β = 0, all four
phases are present for small η, β. For example, the expression
for m(p0) in Eq. (3.15) clearly shows gap closures for p0 = 0
at β = η and for p0 = π

T for β = −η. Similarly, one can
verify that the boundary mode behavior is also consistent
with the Floquet phase diagram.

One of the benefits of considering the frequency depen-
dence for small η, β is that the expressions for m and R1

reduce to linear functions of cos(p0T ). Fourier transforming
yields the following functions of Euclidean time x0 (again up
to leading order in β and η):

m(x0) = −2(η − β )

T
+ βT ∇2

0 ,

R1(x0) = 1

T

(
1

2
+ 2(η − β ) − βT 2∇2

0

)
. (3.16)

More generally, the Euclidean-time structure of the added
terms can be obtained by performing a series expansion of
Eq. (3.14) in small β and η, followed by the substitution

1

T 2
cos(p0T ) → 1

2
∇2

0 + 1

T 2
. (3.17)

The result is an action with higher-order time derivatives,
which therefore remains local in Euclidean time for small η

and β.
The main difference between the modified Wilson-Dirac

parameters of Eq. (3.15) and the standard Wilson-Dirac
parameters lies in the behavior of R1, which is typically
frequency independent and often set to 1. It is clear that

setting R1 = 1 would not satisfy the spectral matching con-
ditions (3.4). However, if we demand that the discrete-time
theory replicate only the gap closures of the Floquet theory
and its boundary modes, we may consider a lattice field theory
defined by the eigenvalue problem

sin(p0T )|ψ (p0, p1)〉 = 1

κ (p0)
F ′(p0, p1)T |ψ (p0, p1)〉,

(3.18)

which can be viewed as a replacement of Eq. (2.16). Here
κ (p0) is some arbitrary function of p0 which does not have
zeros. Now we can set κ (p0) = R1(p0) since R1 does not have
zeros except at the boundaries of the phase diagram at η =
±πT/4. The corresponding Euclidean action has the form of
a Wilson Dirac action with unit Wilson parameter, given by

SWD =
∫

d2 p

(2π )2
ψ̄[−iγ0 sin(p0T ) − iγ1 sin p1

+ m′(p0) + (1 − cos p1)]ψ, (3.19)

where m′(p0) = m(p0)/R1(p0). For small η and β we can
write

m′(p0) ≈ − 4

T
[η − β cos(p0T ) + · · · ],

⇒ m′(x0) = 4(β − η)

T
+ 2β T ∇2

0 + · · · . (3.20)

As can be seen from the eigenvalue plots in Fig. 7, the result-
ing bulk theory goes gapless in the exact same places as the
original one, while also having an identical boundary mode
spectrum.

IV. CONCLUSION

In this paper we answer, at least in one model, a con-
ceptual question: Can periodically driven quantum systems
like Floquet insulators be reinterpreted as discrete-time theo-
ries without any drive? We raised this question in Ref. [24]
and answered it in the affirmative for a 1 + 1-dimensional
Floquet insulator model in a parameter regime where the
Floquet spectrum exhibits π pairing. We demonstrated that
the Floquet spectrum can be reproduced via Fermion dou-
bling in a discrete-time theory on a smaller spatial lattice
(with either half or one-quarter of the sites of the original
model, depending on whether the fermions are spinless or
spinful). This reinterpretation relied on the fact that a sym-
metric discrete-time derivative maps to 1

T sin(p0T ) in Fourier
space. Therefore when the relevant Schrödinger equation is
discretized, we automatically gain a pair of solutions that
are π -paired. However, this approach breaks down away
from the β = 0 line in Fig. 1, where π pairing is absent. In
this paper we extend our approach and show that the entire
phase diagram of the Floquet model can be reinterpreted
as a discrete-time theory with an undriven Hamiltonian. To
formulate such a reinterpretation in the absence of π pairing,
we took inspiration from the temporal Wilson term in lattice
field theory, which breaks π pairing by adding a frequency
dependence to the mass term. We constructed an explicit
mapping from the Floquet spectrum to a discrete-time Wilson-
Dirac-like theory with frequency-dependent mass and spatial
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FIG. 7. Eigenvalues f ′ of F ′, depicted as in Figs. 5 and 6, after the substitution m(p0 ) → m(p0 )
R1(p0 ) and R1(p0) → 1.

Wilson parameter. A similar mapping to an SSH-like model
with frequency-dependent hoppings is given in Appendix C
The mapping is exact for PBC and automatically holds for
the bulk spectrum in OBC up to corrections that go as 1/N ;
the low-lying boundary spectra match exactly by construction.
Remarkably the theory on the lattice field theory side is com-
pletely local in space.

Several questions remain to be explored. The corre-
spondence between the Floquet spectrum and discrete-time
theories that we constructed here apply to free theories on ei-
ther side. The question then naturally arises of whether such a
correspondence can be extended to interacting theories. More
specifically, interacting Floquet systems can heat up to infinite
temperature after a prethermal timescale, destabilizing the
Floquet spectrum [1,37,38]. It will be interesting to examine if
this phenomenon can be related to the destabilization of topo-
logical phases on the discrete-time side. Another direction of
research involves extending the correspondence found here to
higher-dimensional Floquet systems [10] and lattice fermion
theories. This may help shed light on whether there exist any
ties between the bulk-boundary correspondences in Floquet
systems [10,39–42] and lattice field theories [43]. Finally, it
is important to note that there have been several proposals

to simulate different types of interactions using Floquet sys-
tems [44–48]. Similar efforts have also been made to simulate
gauge theory Hamiltonians using Floquet systems [49–52].
Our findings may illuminate new ways to add a fermionic
sector to these target theories.
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APPENDIX A: TWO SOLUTIONS FOR EACH
FREQUENCY: AN EXAMPLE

In Sec. II C it is stated that, for every crystal momen-
tum p1, Eq. (2.16) is satisfied by two different frequencies
p0 > 0 (and also two different p0 < 0) irrespective of the
details of F ′. As an example, when F ′ is given by (2.14), we
have

p0T =

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

+ arccos

[
−R0±

√
R2

0+4
(

R2
0−1

)[
2m+R0+R2

0−1+R1(1−cos p1 )(1+R1+R1 cos p1 )
]

2
(

R2
0−1

) ]

− arccos

[
−R0±

√
R2

0+4
(

R2
0−1

)
[2m+R0+R2

0−1+R1(1−cos p1 )(1+R1+R1 cos p1 )]

2
(

R2
0−1

) ] . (A1)

Each line on the r.h.s. of Eq. (A1) corresponds to two differ-
ent frequencies with one of the lines producing two positive
frequencies and the other producing two negative ones. In the
case where F ′ is frequency-independent (i.e., where R0 = 0),
the two positive frequencies become π paired, i.e., they sum
to π/T . Similarly the negative ones sum to −π/T .

APPENDIX B: HAMILTONIAN

As mentioned at the beginning of Sec. III, F ′ cannot
be interpreted as a Hamiltonian when its parameters are
frequency-dependent. To elaborate, consider the standard
Wilson-Dirac action in two spacetime dimensions continued

to Minkowski space,

S =
∫

d2x ψ̄

(
iγ μ∂μ − m − Rμ

2
∂2
μ

)
ψ. (B1)

Here the γ matrices satisfy {γ μ, γ ν} = 2ημν with η being the
Minkowski metric (η00 = 1, η11 = −1). We have also allowed
the Wilson parameters to be different in the space and time di-
rections. Clearly, F ′ here is frequency dependent. We observe
that the conjugate momentum to ψ̇ ≡ ∂0ψ is

π = iψ̄γ 0 + R0

2
˙̄ψ, (B2)
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which leads to the Hamiltonian

H ′ = mψ̄ψ − R1

2
ψ̄∂2

1 ψ − iR1ψ̄γ 1∂1ψ. (B3)

The one-body Hamiltonian operator extracted from H ′,

h = mγ 0 − R1

2
γ 0∇2

1 − iR1γ
0γ 1∂1, (B4)

is time-independent and in fact identical to what one would
obtain if R0 = 0. The difference between the lattice spectra of
the two cases R0 = 0 and R0 �= 0 arises from the fact that, on
the one hand, for R0 = 0 the Minkowski equation of motion
reduces to the Schrödinger equation with the Hamiltonian h.
On the other hand, for R0 �= 0 the Minkowski equation of
motion is not a Schrödinger equation, even though the Hamil-
tonian operator, h, remains unchanged.

APPENDIX C: MAPPING TO AN SSH-LIKE MODEL

In Sec. III we focus on a spectral mapping between the
Floquet model (2.4) and a modified Wilson-Dirac model

in two-dimensional discrete Euclidean spacetime. Here we
demonstrate that a similar mapping can be made to a modified
discrete-spacetime SSH model with F ′ set to v

2 H0 + u
2 H1, and

where u and v are now frequency dependent. The eigenvalues
of F ′ with PBC in this case are given by

f ′
± = ±

√
u(p0)2 + v(p0)2 + 2u(p0)v(p0) cos(2p1) (C1)

for 0 � p < π . To construct the map between the PBC
Floquet spectrum and the discrete-time theory, we define

E1
SSH,±(p1) = 1

T
sin

[
T ε±

( p1

2
+ π

4

)]
,

E2
SSH,±(p1) = 1

T
sin

[
T ε±

( p1

2
− π

4

)]
,

ε̃1
±(p1) = 1

T
sin−1[T E1

SSH,±(p1)] = ε±
( p1

2
+ π

4

)
,

ε̃2
±(p1) = 1

T
sin−1[T E2

SSH,±(p)] = ε±
( p1

2
− π

4

)
, (C2)

and impose as before

Ei
SSH,±(p1) = f ′

±|p0=ε̃i±(p1 ) =
√

[u(ε̃i±(p1))]2 + [v(ε̃i±(p1))]2 + 2[u(ε̃i±(p1))][v(ε̃i±(p1))] cos(2p1), (C3)

where i = 1, 2 label the two quasienergy branches. Solving
this equation we get a relation between u(p0) and v(p0).
However, just as before, this relation does not uniquely fix
u(p0) and v(p0). Again, we set

u(p0)v(p0) = 1 − sin2(2η)

2T 2
, (C4)

to keep u and v real. With this we get the following solutions:

u(p0) =
√

1 + δ(p0) ± ∣∣ tan(2β ) cos(p0T ) − sin(2η)
cos(2β )

∣∣
2T

,

v(p0) =
√

1 + δ(p0)

T
− u(p0). (C5)

The next step is then to identify the correct solution branches
corresponding to the different parts of the Floquet phase di-
agram. We first consider the region −η < β < η for η > 0.
Here we pick the branch

u(p0) =
√

1 + δ(p0) − ∣∣ tan(2β ) cos(p0T ) − sin(2η)
cos(2β )

∣∣
2T

, (C6)

so as to match onto our solution (2.22) along β = 0, η > 0.
By the same argument, when η < 0 and −η < β < η, we
must choose

u(p0) =
√

1 + δ(p0) + ∣∣ tan(2β ) cos(p0T ) − sin(2η)
cos(2β )

∣∣
2T

.

(C7)
Note that the spectrum of F ′ with PBC is gapped as
long as u(p0) �= v(p0), meaning that the gap closes when

| tan(2β ) cos(p0T ) − sin(2η)
cos(2β ) | = 0. At this point we can de-

mand that the OBC spectrum of this lattice theory match with

the Floquet phase diagram to get

u(p0) =
√

1 + δ(p0) − tan(2β ) cos(p0T ) + sin(2η)
cos(2β )

2T
,

v(p0) =
√

1 + δ(p0)

T
− u(p0). (C8)

This expression holds for all η and β.
As in the Wilson-Dirac case, it is instructive to consider

the expressions for u(p0) and v(p0) around the center of the
Floquet phase diagram, i.e., for η, β → 0. Retaining only the
first-order terms in η and β we find

u(p0) = 1

2T
[1 + 2η − 2β cos(p0T )],

v(p0) = 1

2T
[1 − 2η + 2β cos(p0T )].

(C9)

Converting these expressions into an expression for the mass,
we obtain

m(p0) ∝ v(p0) − u(p0) = −2η

T
+ 2β

T
cos(p0T ), (C10)

which matches the expression for the mass given in Eq. (3.15)
for the modified Wilson-Dirac model. Thus, we see an
analogous connection between this model and a “standard”
Wilson-Dirac-type picture in this limit.
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