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Precision measurement of M1 optical clock transition in Ni12+
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Highly charged ions (HCIs) have drawn significant interest in quantum metrology and in the search for new
physics. Among these, Ni12+ is considered as one of the most promising candidates for the next generation of
HCI optical clocks, due to its two E1-forbidden transitions M1 and E2, which occur in the visible spectral range.
In this work, we used the Shanghai-Wuhan electron beam ion trap to perform a high-precision measurement of
the M1 transition wavelength. Our approach involved an improved calibration scheme for the spectra, utilizing
auxiliary Ar+ lines for calibration and correction. Our final measured result of the M1 transition wavelength
demonstrates a fivefold improvement in accuracy compared to our previous findings, reaching the subpicometer
level accuracy. In combination with our rigorous atomic-structure calculations to capture the electron correlations
and relativistic effects, the quantum electrodynamic corrections were extracted.
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I. INTRODUCTION

Atomic optical clocks have emerged as the most precise
devices ever created, making them ideal for fundamental re-
search in physics, including experiments that test fundamental
physical theories, search for dark matter, and applications in
atomic timekeeping, navigation, and geodesy [1–5]. In recent
years, various atomic clocks have reached a high level of
accuracy of 10−18 or even 10−19 [6–11]. However, with such
high precision, the influence of atomic structural properties on
further improvements of accuracy is becoming more and more
prominent. This is where highly charged ions (HCIs) have
an advantage over neutral atoms or singly ionized ions since
they are compact and thus insensitive to external electric and
magnetic field perturbations [18,20]. In addition, the transition
frequencies in HCIs are more sensitive to variations in funda-
mental physical constants, such as the fine structure constant.
These unique properties make HCIs promising candidates for
the next generation atomic optical clocks [12–15].

Since the conception of HCI atomic clocks was postulated
[15–17], a diverse array of HCIs have been discovered as
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suitable candidates for the atomic clock [12,18–26]. Mean-
while, numerous challenges in the development of HCI clocks
have gradually been overcome [14,25,27,28]. For instance,
PTB in Germany has achieved the Ar13+ clock with an
uncertainty of 2.2 × 10−17 [29], which provides a proof-
of-principle demonstration of an HCI optical clock. The
associated instability of 2.6 × 10−14τ−1/2 is limited mainly
by the natural linewidth of the optical transition. Additionally,
HCI optical clocks based on other competitive species, such
as Ni12+, Pd12+, Pr9+, Nd9+, are also being proposed and
constructed [13,22,30].

Ni12+ possesses a relatively simple energy level structure
(see Fig. 1), with two visible forbidden optical transitions: the
magnetic dipole (M1) transition at 511 nm and the electric
quadrupole (E2) transition at 498 nm. This makes it a highly
advantageous system among many HCI candidates, with a
target uncertainty of 10−19 or even smaller [13]. The M1
transition of Ni12+ serves as both a candidate optical clock
transition to demonstrate the HCI clock and a logic transition
for detecting the E2 clock transition, as previously imple-
mented in the Al+ optical clock [11,31]. The precision of the
Ni12+ M1 clock transition is currently determined only the-
oretically to the subnanometer level, which falls short of the
desired accuracy for a clock transition probe. Locating a spec-
tral line with an Hz width within this range is akin to searching
for a needle in a haystack. Therefore, before investigating op-
tical transitions of natural width, it is necessary to determine
accurate wavelength through line broadening techniques.

To achieve relatively high precision in identifying the
forbidden transition lines of HCIs, various methods can
be employed, for instance, analyzing the spectrum of solar
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FIG. 1. Energy level diagram of Ni12+.

corona or other hot astrophysical objects [32], or observing
the spectra lines from HCI ions generated in a laboratory
setting using tokamaks [33–37] and electron beam ion trap
(EBIT) [19,22,24,38–40]. In recent years, many preliminary
wavelength searching experiments of HCI candidate clock
transitions have been carried out in EBIT [19], such as the
M1 transition of Ar13+ with uncertainty of 2 × 10−7 [38],
the E2 transition of Pt9+ with uncertainty of 2 × 10−6 [22],
and the M1 transition of Ba6+ with uncertainty of 2.4 × 10−6

[41,42]. In fact, the M1 transition of Ni12+ was observed in
the inner solar corona [32]. Our team previously measured
the M1 transition wavelength of 511.570(2) nm using the
Shanghai-Wuhan electron beam ion trap (SW-EBIT), with an
accuracy of 4 × 10−6 [24]. The primary limitation of our mea-
surement was the calibration error arising from the incomplete
overlap between the calibration lamp and the ion. To address
this, here we utilize a position-noncritical calibration scheme
and auxiliary Ar II lines for calibration and correction, thus
reducing the calibration error. As a result, we have obtained
the most accurate M1 transition wavelength in Ni12+, with a
fractional uncertainty of 9 × 10−7. Our finding will provide a
narrower wavelength range for further probing the Ni12+ clock
transitions.

II. EXPERIMENTAL SETUP

The SW-EBIT [43] was used in the experiment to generate
Ni12+ ions through electron bombardment of nickel dichlo-
ride, which contained 58Ni atoms with a natural abundance of
68%. To focus on the electron beam, a strong magnetic field
of 0.15 T was established by a superconducting Helmholtz

coil. The electron beam had an energy of 400 eV and a beam
current of 7–10 mA. Because of the space charge effect, the
electron beam created a potential trap in its radial direction to
capture the ions, while the axial confinement was achieved by
applying an additional electrostatic field.

The trapped Ni12+ ions were electronically excited by
electron impact to a manifold of states, and the resulting
spontaneous fluorescence was detected by the spectrometer, a
Czerny-Turner spectrograph (Andor Kymera 328i) equipped
with an electron multiplying charge-coupled device (EM-
CCD, Andor Newton 970). The spectrometer had a focal
length of 328 mm, and an 1800l/mm holographic grating
was used. The entrance slit of the spectrometer was set to
30 µm and was immediately followed by an iris to achieve
the best signal-to-noise ratio and resolution. The EMCCD had
an imaging area of 25.6 × 3.2 mm2 with 1600 × 200 active
pixels, and in the vertical direction, only the central 140
pixels were binned to reduce the coma and other nonparaxial
aberrations that caused deviation. In this imaging system, the
HCI cloud was imaged first by two 200-mm convex lenses,
where the distance between the HCI cloud and the first lens
was equal to the focal length of the lens, as shown in Fig. 2.
Thus, the real image of the HCI cloud was behind the second
lens at the same distance where the slit of width 100 µm
was placed. Behind the slit, another lens was used to take a
secondary image of the ion cloud, and then at the entrance of
the spectrometer, a real image of the slit and HCI cloud can be
seen, and in this process, a 548-nm laser beam is used to check
the coaxiality of all components. To calibrate the system, the
calibration light was reflected to the slit using a movable
reflector and diffused by a movable diffuser. The reflector and
diffuser were slid into place only when the calibration line
was exposed, so the slit can serve as a light source for both
the HCI cloud and the calibration line, making them overlap.
This calibration procedure was based on the Ar13+ spectral
measurement scheme [38]. With this scheme, the position of
the calibration lamp was not important, and the calibration
error was thus reduced.

In our experiment, we sequentially exposed the calibration
light and HCI ion fluorescence for 1 and 10 min respec-
tively. This approach might have caused temperature drift,
potentially affecting wavelength measurements. To mitigate
this issue, we insulated the affected spectrometer to minimize
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FIG. 2. Ni12+ optical transition measurement and calibration scheme.
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FIG. 3. A Gaussian fit and residual are shown for a single spectrum measurement (on the left) and one of the calibration lines (on the right),
with the FWHM of 2.81 and 2.44 pixels for the two profiles, respectively. These values correspond to about 60 and 50 pm, respectively.

temperature variations. We evaluated the rate of temperature
variation and found it to be only about 0.1 K/h, which corre-
sponds to a wavelength change of 1 pm/h. This improvement
is significant compared to the 2-pm/h deviation without insu-
lation. Each acquisition cycle lasted approximately 11 min,
allowing us to estimate that the deviation caused by tem-
perature variations is 0.17 pm or lower per exposure. Since
we performed spectral measurements over several days with
dozens of exposures, we can average out the offsets caused by
temperature fluctuations during the period. Therefore, these
offsets are negligible.

To calibrate the spectrometer’s wavelength, we used a Pt-
Ne hollow cathode lamp and selected eight well-established
lines around 511 nm as calibration lines. These lines had
uncertainties smaller than 0.1 pm, and we fitted the recorded
profiles with a Gaussian curve. We plotted the positions iden-
tified on the EMCCD against their recommended wavelengths
and fitted them using a quadratic polynomial as the dispersion
function.

Figure 3 depicts the typical exposure of the 511-nm spec-
tral line and a calibration line. A single exposure of the
Ni12+ optical transition takes 600 s, while the calibration line
takes only 60 s. The profiles were obtained by accumulating
the images vertically, and a Gaussian fit was used to deter-
mine the full width at half maximum (FWHM) of the single
511-nm line exposure, which is about 60 pm. For the calibra-
tion line, the FWHM is about 50 pm. The limited resolution
of the spectrometer and the Doppler broadening due to ionic
motion are the main causes of the observed FWHM of the
511-nm line profile. Both effects can be well described by the
Gaussian function, and therefore, the convolution of the two
should yield a Gaussian profile. The Doppler broadening of
the calibration line is negligible in the observed profile; thus,
the 50-pm linewidth can be considered as the resolution of the
spectrometer. The Doppler broadening of the 511-nm line can
be estimated to be 33 pm, corresponding to a temperature of
HCIs about 37 eV. The ion temperature can be further reduced
by lowering the axial potential well and the electron beam cur-
rent, which can decrease the spectral linewidth even further.

To calibrate each 511-nm measurement, we utilized two
sets of calibration exposures taken before and after the

511-nm exposure. By averaging the results of these two sets,
we mitigated the impact of system drift. We acquired dozens
of measurements over several days of intermittent acquisition
to obtain the statistical distribution of the 511-nm spectral
line, with the statistical uncertainty of 0.21 pm; as shown in
Fig. 4, the average of the statistical distribution is 511.58205
nm. We also carefully evaluated the systematic uncertainty
and identified the calibration system as the primary source of
error. This system encompasses calibration line uncertainty,
calibration optical path, and dispersion function.

In our experiment, we determined the calibration line un-
certainty to be 0.04 pm based on the NIST database. The error
introduced by the calibration optical path can be attributed to
the incorrect positioning of the calibration lamp. To address
this, we moved the calibration lamp off-axis and measured
the wavelength difference between the 20-mm off-axis and
on-axis positions, resulting in a shift of 1.19(38) pm/20 mm.
Additionally, we moved the diffuser position 50 mm away
from the slit and observed no significant shift in wavelength,
i.e., a shift of approximately 0.06(9) pm/50 mm. Upon com-
prehensive analysis, we concluded that the maximum position
error of the calibration lamp in the optical path building is
around 2 mm, equivalent to a corresponding wavelength error

0 10 20 30 40 50
511.579
511.580
511.581
511.582
511.583
511.584
511.585

W
av

el
en

gt
h

(n
m

)

Measurements

511.58205(21)(47) nm

FIG. 4. Data distribution of the measured wavelength, each data
derived from a 10-min exposure spectrum. The error bar of each sin-
gle spectrum contains only the Gaussian fitting error of the spectral
lines. The light pink intervals indicate the range of the 1σ statistic for
the group of data. The light cyan intervals indicate the range of the
1σ total uncertainty for the final result. The value 511.58205(21)(47)
nm is the statistical average of the data sets with statistic uncertainty
of 0.21 pm, total uncertainty of 0.47 pm, respectively.
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FIG. 5. Top: calibration spectrum of the Pt-Ne hollow cathode
lamp. Middle: the pixel positions of the calibration lines with their
recommended wavelengths (red points) [44] fitted with a second-
order polynomial (blue) as the dispersion function. The red color
shows the spectrum of Ni12+ acquired over 10 min to indicate the
position of the pixel relative to the calibration lines. Bottom: the
residuals with 1σ confidence band of the dispersion function fit.

of 0.1 pm. Regarding the error introduced by the dispersion
function fitting, we used second- and third-order polynomials
to fit the calibration lines and observed no significant devi-
ation in the fitting. We determined the standard deviation of
dispersion function fitting to be 0.2 pm. A typical calibration
process was shown in Fig. 5, where suitable calibration lines
in the observed range were selected based on their richness
and isolated positions. Then, the calibration lines were fitted
with a second-order polynomial to obtain the wavelength of
511 nm spectral in the fitting curve.

The sample used in the experiment was composed of natu-
ral abundance Ni. The only stable isotope of Ni with a nonzero
nuclear spin is 61Ni, which has a natural abundance of 1.1%.
An estimation of the hyperfine structure revealed a maximum
hyperfine splitting of 13 pm [45]. Though in our experiment,
hyperfine splitting caused not only the broadening but also
asymmetry of the spectral lines, the error can still be neglected
here since the center shift of the splitting is also reflected in
the isotope shift and is much smaller than 0.1 pm if we use the
1.1% abundance.

Another effect to consider is the isotope shift in the transi-
tion frequency νAA′ between two isotopes A and A′, which can
be expressed in two terms:

δνAA′ = KμAA′ + Fδr2
AA′ .

Here μAA′ = M−1
A − M−1

A′ with MA and MA being the masses
of the two isotopes and δ〈r2〉AA′ = 〈r2〉A − 〈r2〉A represent-
ing the difference between their nuclear root-mean-square
charge radii. The electronic parameters in the isotope shift,
including the mass-shift factor K and field-shift factor F, were

estimated by using the GRASP2018 package [46,47]. Based on
this estimation, the isotopic shifts of 60Ni, 61Ni, 62Ni, and 64Ni
were found to be approximately −0.18, −0.26, −0.34, and
−0.49 pm, respectively, relative to 58Ni. To account for this,
we superimposed the Gaussian lines of intensity 26%, 1%,
4%, and 1%, and deviation of 0.18, 0.26, 0.34, and 0.49 pm,
respectively, onto another Gaussian line of intensity of 68%
with no deviation. This resulted in a composite Gaussian line
with a deviation of 0.06 pm, from which we estimated the
isotopic shift to be 0.06 pm, with an uncertainty of 0.06 pm.

Additional error terms, such as the Stark effect resulting
from the space charge of the electron beam and the second-
order Zeeman effect caused by the 0.15-T magnetic field, were
discovered to be significantly smaller than the current mea-
surement uncertainty. Therefore, these effects can be safely
disregarded. And for first-order Zeeman effect, it would not
alter the line centroid because the Zeeman components were
symmetrically distributed.

To further enhance the measurement’s reliability, we mea-
sured several lines of Ar+ using the same parameters as
Ni12+. Under identical experimental conditions and adopting
the same calibration lines, the calibration system errors for
Ar+ and Ni12+ ought to be identical. Moreover, we performed
alternating measurements of the Ar+ and Ni12+ spectra to
significantly reduce the drifts of system parameters. We com-
pared the measured Ar+ spectrum with the recommended
wavelengths from the NIST database and obtained the dif-
ference in wavelength �λ together with the statistical error.
As depicted in Fig. 6, for the four measured Ar+ lines, �λ

is within ±0.6 pm. We accounted for the variance resulting
from the calibration system and used the standard deviation
of the statistical distribution of the Ar+ lines to estimate
the calibration system’s error. The 1σ uncertainty is 0.4 pm.
Furthermore, we considered an average shift of approximately
−0.13 pm in the measured Ar+ lines as the uncertainty in the
calibration system.

Therefore, we chose the frequency shift and uncertainty
of the Ar+ measurement as the calibration error for the
511-nm spectral measurement of Ni12+ and took the “root
sum of squares” to give the overall calibration system error,
which is 0.42 pm, as marked on the right panel of Fig. 4.
The calibration error estimated with the Ar+ line measure-
ment is comparable to that of the previous analysis of the
experimental system, and the estimated uncertainty contains
some systematic errors that we may have missed. Thus, we
took the uncertainty of 0.42 pm as the final calibration error
for the Ni12+ measurement. Table I is the error budget, outlin-
ing the primary sources of error and their contributions to the
wavelength measurements.

III. ATOMIC STRUCTURE CALCULATION

Since the high level of accuracy was achieved in the present
experiment, a comparison of the fine structure splitting with
a rigorous atomic structure calculation could test the QED
effects [48–53]. To this end, we carried out calculation on the
M1 transition energy by using the multiconfiguration Dirac-
Hartree-Fock (MCDHF) method and the GRASP2018 package
[46,47]. The dominant contributions to the fine structure split-
tings are the relativistic interelectronic interactions (electron
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FIG. 6. The left panel illustrates the deviation of the four measured spectral lines of Ar+ compared to the NIST database values, with 1σ

statistical error. The right panel compares the position of the measured Ni12+ 511-nm spectral line with the Ar+ spectrum after considering a
calibration error of 0.42 pm.

correlation), which includes the Coulomb interaction∑
i< j

1

ri j

and the Breit interaction

−
∑
i< j

1

ri j

(
(αi · α j ) + (αi · ri j )(α j · ri j )

r2
i j

)
.

In the framework of the MCDHF method, the atomic state
wave function |�JMJP〉 can be accounted for by systematic
expansions of the configuration state functions (CSFs) with
the same total angular momentum J, its z component MJ , and
the parity P:

|�JMJP〉 =
NCSF∑

α

cα|γαJMJP〉,

where |�JMJP〉 is the atomic state function (ASF) concerned,
NCSF is the number of CSFs, {cα} are the expansion co-
efficients, and � and γα represent other quantum numbers
labeling the ASF and each CSF, respectively.

For the present case, there are two holes in the
1s2 2s2 2p6 3s2 3p4 ground configuration, so the electron cor-
relation effects are expected to be larger than those systems
with a single hole in the outermost shell such as F-like
ions. To describe the electron correlation effects, we in-
cluded single, double, triple, and quadrupole excitations of
electrons occupied in the 2s, 2p, 3s, and 3p orbitals to
the active orbital set that consists of the spectroscopic and
correlation orbitals. The spectroscopic orbitals are those occu-
pied orbitals in the ground configuration 1s2 2s2 2p6 3s2 3p4,
which were optimized together with 1s2 2s2 p6 3s3p4 3d and
1s2 2s2 2p6 3s3p2 3d2 in the self-consistency field (SCF)

TABLE I. Error budget.

Source of error Shift (pm) Error (pm)

Line centroid determination 511582.05 0.21
Calibration system 0.42
Isotope shift 0.06 0.06
Stark shift <0.01
Second-order Zeeman effect <0.01
Total 511582.11 0.47

calculations. The correlation orbitals are augmented layer
by layer, and each layer is composed of orbitals with dif-
ferent angular symmetries up to n � 11, l � 6. The
correlation orbitals in the added layer were varied adapt-
ing to the configuration space generated by single (S) and
restricted double (rD) excitations of electrons occupied in
1s2 2s2 2p6 3s2 3p4 and single-double (SD) excitations from
3s3p4 3d and 3s2 3p2 3d2. The restricted double excitation
means that only one electron in the n � 2 shells can be
excited. Note that in the MCDHF calculations the off-diagonal
matrix elements between the SD-excitation CSFs were fully
neglected. With respect to the small effects from the high-l or-
bitals, the number of g, h, and i correlation orbitals was limited
to 5, 2, and 2. The CSFs generated by triple and quadrupole
excitations from 2s2 2p6 3s2 3p4 to the first layer of correlation
orbitals were included in relativistic configuration interaction
computation as well as the Breit interaction. In addition, the
frequency-dependent Breit interaction was also estimated at
the level of Dirac-Hartree-Fock.

The calculated M1 transition energy is displayed in Ta-
ble II, revealing that the electron correlations and the Breit
interaction play dominant roles, contributing 1.2% and 2.4%,
respectively, to this transition energy. The current theoret-
ical result, excluding QED correction but considering the
frequency-dependent Breit interaction, stands at 19511 cm−1.
This value exhibits 30.758 cm−1 less when compared to the
experimental value of 19541.758(18) cm−1. Based on a com-
prehensive comparison of the fine structure separations in
the ground state of F-like ions between the MCDHF and
ab initio QED calculations, as concluded in Refs. [51,52],
it becomes evident that the GRASP package can effectively

TABLE II. Various theoretical contributions to the M1 transition
wavelength in Ni12+.

Contribution

Effect cm−1 nm, air

DHF 19741 506.42
Electron correlations 242 −6.13
Breit −460 11.78
Frequency-dependent Breit −12 0.31
QED 40 −1.05
Total 19551 511.33
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TABLE III. Comparison of experimental and theoretical M1
transition wavelength in Ni12+.

Wavelength

Year Type cm−1 nm, air Reference

2023 expt. 19541.758(18) 511.58211(47) this work
2021 expt. 19542.2(1) 511.570(2) [24]
2018 NISTa 19541.8 511.581 [44]
2023 theor. 19551(10) 511.33(26) this work
2021 theor. 19540(21) 511.7(6) [24]
2018 theor. 19560(20) 511.1(5) [13]
2018 theor. 19534 511.8 [55]

aRitz wavelength.

handle the frequency-dependent Breit interaction. Therefore,
the discrepancy between the current experimental and non-
QED theoretical values can be interpreted as the experimental
QED contribution. We roughly evaluated the first-order QED
corrections in the fine structure constant α, specifically the
one-loop radiative diagrams (the vacuum polarization and
self-energy) using the GRASP2018 package [54]. Our esti-
mated result of 40 cm−1 is roughly in agreement with the
aforementioned experimental QED value, and the discrepancy
can further be attributed to higher-order QED effects like
screened and two-loop radiative diagrams, among others. It
is important to note that the present experimental precision
is sufficient to test these higher-order QED effects. However,
performing an ab initio QED calculation for such an atomic
system with two holes in the valence shell is challenging.

Table III lists a comparison of experimental and theoret-
ical M1 transition wavelengths in Ni12+. One can see that
our measured wavelength is significantly more accurate than
the theoretical value, with a three orders of magnitude im-
provement. Additionally, it represents a fourfold improvement
compared to our previous measurements [24]. Furthermore,
a previous discrepancy of roughly 10 pm between the prior
results and the NIST database values has been resolved due to
the calibration issue. In the current measurement, we applied a
Pt-Ne lamp endowed with an increased number of calibration
lines with higher intensity and more accurate recommended
values. In addition, we measured the Ar+ spectra by using the
same calibration scheme, the same calibration lines, and at
the same time (performing alternating measurements between
the 511 nm and Ar+ spectra) to further validate our results.
That is, throughout the measurement process, we adhered to
the identical calibration spectra, calibration lamps, calibration
lines, calibration optical paths, and spectrometer parameters
for both the Ni12+ and Ar+ lines. Consequently, numerous
systematic errors were found to be similar. Henceforth, the
Ar+ line serves as the best auxiliary calibration line, guaran-
teeing the precision and reliability of the Ni12 measurements.

In our previous work [24], we measured five lines of Niq+

(q = 11, 12, 14, 15) (including the M1 transition of Ni12+)
with a Kr calibration lamp. The calibration systematic error
was checked to be 2 pm based on Arq+ (q = 1,9, 10, 13) lines
measurements, owing to the same calibration method being
used both for Arq+ (q = 1, 9, 10, 13) and Niq+ (q = 11, 12,
14, 15), thus, the systematic error of the Niq+ (q = 11, 12,

14, 15) lines were also considered to be 2 pm. However, in
the measurement of M1 transition of Ni12+, the wavelength
ranges different from that of Arq+ (q = 1, 9, 10, 13) lines
measurements, and thus different calibration lines, were used.
And we found that the calibration lines we used in Ref. [24]
for measurement of Ni12+ had problems with poor accuracy
of the observed wavelength values and weak intensities which
led to the ∼10 pm discrepancy. Besides, this calibration prob-
lem exists only for the 511-nm spectrum measurement.

In terms of theory, our calculations have demonstrated that
the interaction between electrons is one of the most significant
factors. Additionally, the QED effects have played a vital role
in the system. The main computational uncertainty in theory
was estimated to be about 10 cm−1, which arises from the
remained fractional electron correlation and the high-order
QED effects. It is important to emphasize that accurately mod-
eling and comprehending these effects is essential in studying
systems of highly charged ions.

IV. CONCLUSIONS

We have successfully measured the M1 optical transition
wavelength of Ni12+ at 511 nm, reaching the sub-pm level
with a fractional uncertainty of 9 × 10−7, which represents
the most accurate wavelength measurement for highly charged
nickel ions to date. Nonetheless, the accuracy of our measure-
ment could be improved even further by adopting a higher
resolution spectrometer and performing evaporative cooling
to reduce the ion temperature. The use of a high-resolution
spectrometer would enable us to acquire better calibration,
whereas lower ion temperatures would allow us to obtain
more stable and narrower spectral lines. Moreover, the ex-
perimental technique applied in this research is applicable to
other M1 transition measurements. Furthermore, after taking
into account electron correlations and QED effects, we have
presented the most precise calculation of the M1 transition.
To achieve even greater accuracy, the advancement of higher-
order QED theory is warranted.

Our improved measurement accuracy has narrowed down
the range of optical transition probing for subsequent develop-
ment of the Ni12+ optical clock. Ni12+ presents an opportunity
for the creation of two optical clocks within one system
by exploiting the two forbidden transitions. The first clock
transition uses 511 nm, and the second clock transition uses
498 nm together with the 511-nm line as the logic transition
for the logic spectrum, improving efficiency and maintaining
authenticity. Theoretical calculations predict that the preci-
sion and stability of the Ni12+ clock could reach the 10−19

level or even higher. Furthermore, nickel comprises four sta-
ble isotopes, namely 58Ni, 60Ni, 62Ni, and 64Ni, and the use
of high-precision spectroscopic measurements of 511 and
498 nm could aid in the search for hypothetical fifth forces
and test the nuclear QED recoil effects through isotope shift
measurements.
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