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How multiple observables mutually influence their dynamics has been a crucial issue in statistical mechanics.
We here introduce a new concept, “quantum velocity limits,” to establish a quantitative and rigorous theory for
nonequilibrium quantum dynamics for multiple observables. Quantum velocity limits are universal inequalities
for a vector that describes velocities of multiple observables. They elucidate that the speed of an observable of our
interest can be tighter bounded when we have knowledge of other observables, such as experimentally accessible
ones or conserved quantities, compared with conventional speed limits for a single observable. Moreover, quan-
tum velocity limits are conceptually distinct from the conventional speed limits because we need to introduce
the velocity vector and solve an optimization problem for multiple variables to obtain them. We first derive
an information-theoretical velocity limit in terms of the generalized correlation matrix of the observables and
the quantum Fisher information. The velocity limit has various novel consequences: (i) conservation law in the
system, a fundamental ingredient of quantum dynamics, can improve the velocity limits through the correlation
between the observables and conserved quantities; (ii) speed of an observable can be bounded by a nontrivial
lower bound from the information on another observable, while most of the previous speed limits provide only
upper bounds; (iii) there exists a notable nonequilibrium tradeoff relation, stating that speeds of uncorrelated
observables, e.g., anticommuting observables, cannot be simultaneously large; (iv) velocity limits for local
observables in locally interacting many-body systems are described by the fluctuation of a local Hamiltonian,
which is convergent even in the thermodynamic limit, with a nontrivial finite-size correction. Moreover, we
discover another distinct velocity limit for multiple observables on the basis of the local conservation law of
probability current, which becomes advantageous for macroscopic transitions of multiple quantities. Our newly
found velocity limits ubiquitously apply not only to unitary quantum dynamics but to classical and quantum
stochastic dynamics, offering a key step towards universal theory of far-from-equilibrium dynamics for multiple
observables.
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I. INTRODUCTION

Mutual influence of multiple observables has played a
pivotal role in statistical mechanics. As a classic example,
correlations between heat and electric currents are widely
recognized as the thermoelectric effect [1]. As another famous
example, a special type of observables, i.e., conserved quanti-
ties, lead to anomalous quantum transport properties for other
observables, which is understood through the Mazur-Suzuki
bound [2–4]. Investigating such an interplay of multiple ob-
servables has now become an active area of research in
various contexts, from the generalized Gibbs ensemble de-
scribing stationary states of isolated systems with many
conserved quantities [5] to the thermodynamic uncertainty
relations [6–8] with multiple observables [9,10] for the sta-
tionary dynamics in classical stochastic systems. Besides the
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fundamental interest, establishing a theory of nonequilibrium
dynamics for multiple observables results in practical ad-
vantages; one can understand the behavior of an observable
from the knowledge of other observables, which are easy
to evaluate theoretically or experimentally. However, previ-
ous studies mainly focused on systems near equilibrium or
stationary states. Therefore, despite its importance, universal
theory that governs far-from-equilibrium (or stationary) quan-
tum dynamics for multiple observables has remained largely
unexplored.

Recently, universal and rigorous theories on nonequilib-
rium state transitions have been developed in the context of
quantum speed limits (QSLs). The first seminal work was
put forward by Mandelstam and Tamm in 1945 [11], who
derived that the time for an initial state to evolve into an
orthogonal state under the unitary time evolution is lower
bounded using the inverse of the energy fluctuation. Since
then, such QSLs have been generalized and refined by numer-
ous studies [12–26] with experimental verifications [27–29].
Indeed, speed limits are generalized to open quantum sys-
tems [30–36], classical systems [37–43], and even nonlinear
population dynamics [44–46]. Moreover, refined bounds are
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obtained in light of the geometry of states [39,47–51], (quan-
tum) information theory [40,41,52], local conservation law
of probability and optimal transport theory [53–61]. Besides,
speed limits also turn out to provide constraints in controlling
nonequilibrium systems [28,62–71], which is crucial for prac-
tical applications represented as quantum technology.

While many previous studies discussed QSLs of a state
in light of metrics of the Hilbert space, recent works start
to focus on the speed of the expectation value of a physical
observable Â [40,41,52,58,72]. Indeed, such observable-based
speed limits provide a better bound than the metric-based
one for an observable of our interest, which is more directly
relevant to experiments than the quantum state itself [52].
Interestingly, the first observable-based QSL was already ob-
tained in the Mandelstam-Tamm paper [11]: they derived that
the instantaneous speed of 〈Â(t )〉 := Tr[Âρ̂(t )] for a quan-
tum state ρ̂(t ) at time t is given by | d〈Â(t )〉

dt | � 2
h̄�A�H for

a unitary dynamics whose Hamiltonian is Ĥ , where �A =√
〈(Â − 〈Â〉)2〉 is the quantum fluctuation of Â. As recently

discussed in Ref. [52], this QSL can be generalized and tight-
ened for general dynamics as | d〈Â(t )〉

dt | � �A
√

IQ, where IQ is
the quantum Fisher information.

Although observable-based QSLs have attracted growing
attention, they are discussed only for every single observable.
However, we may be able to evaluate the speed of observables
of our interest better when we already have some knowledge
on the dynamical behavior of other observables. For example,
we expect that the speed will be slowed down if we know
some fundamental structures of dynamics, e.g., conserved
quantities and locality of the interactions of the Hamiltonians.
Discovering a quantitative and rigorous theory that justifies
such an expectation is crucial for our understanding of far-
from-equilibrium quantum dynamics.

A. Summary of the achievements

In this paper, we make the first step toward the theory of
far-from-equilibrium quantum dynamics for multiple observ-
ables by introducing the concept of quantum velocity limit
(QVL). Quantum velocity limits are universal inequalities
concerning the out-of-equilibrium dynamics for expectation
values of multiple observables. As a notable observation cru-
cially different from the conventional QSLs, we notice that
the dynamics of the set of observables define a vector for the
velocity instead of the (scalar) speed for a single observable.
Indeed, the QVLs can be obtained only after introducing such
a velocity vector and solving an optimization problem for
multiple variables (see Appendix A), which are first employed
to understand quantum dynamics in our manuscript. Our fun-
damental QVLs, illustrated in Eqs. (10), (12), and (102),
become better as we increase the number of observables.
In particular, our bounds are tighter than the conventional
QSLs for a single observable [52]. Furthermore, QVLs have
conceptually distinct consequences from the previous speed
limits: they enable us to evaluate the rate of the dynamics
under the knowledge of fundamental structures of systems,
e.g., conservation law and correlations of operators. There-
fore, QVLs offer practical advantages as well as being a novel
and fundamental concept towards a universal understanding

of far-from-equilibrium quantum dynamics for multiple ob-
servables. Our achievements are illustrated in Fig. 1, which
are summarized in the following.

1. Information-theoretical quantum velocity limit

We begin with presenting the information-theoretical
QVLs in Sec. II. The essential observations are threefold:
(i) defining a velocity vector �B = ( d〈Â1〉

dt , . . . ,
d〈ÂK 〉

dt ) for a set
of K time-independent observables [Fig. 1(a)]; (ii) defining
a set of M special observables, called invariant observables,
which are a closely related concept of conserved quantities;
iii) constructing a generalized correlation matrix D, which
is a correlation matrix of {Âk} after optimally removing the
effect of invariant components. Then, we find information-
theoretical QVLs as a novel matrix inequality [Eq. (10)] and
an equivalent scalar inequality (12), the latter of which reads
[Fig. 1(c)]

�BTD−1 �B � IQ. (1)

The essence of the proof of this inequality is to consider the
Cauchy-Scwarz inequality for the inner product between the
velocity vector and some auxiliary vector, on which we solve
an optimization problem. Indeed, introducing velocity vectors
and solving an optimization problem are crucial for deriv-
ing the QVLs and are first employed to understand quantum
dynamics in our manuscript. For the unitary dynamics, we
further have IQ � 4�H2 (with setting h̄ = 1). We argue that
the QVLs are refined versions of many conventional speed
limits and become improved when we increase the number
of observables (K and M). Furthermore, our QVLs provide
hitherto unknown generalizations of the quantum Cramér-Rao
bound, which is the fundamental inequality of the quantum
information theory, by considering the effect of invariant ob-
servables.

Despite its conciseness, our QVLs lead to many distinct
applications [Fig. 1(d)], which the conventional approaches
of the QSLs cannot address. Indeed, as summarized below,
our work reveals the fundamental and rigorous relationship
between far-from-equilibrium dynamics and crucial structures
that govern it, such as symmetry and conservation laws,
correlations of operators and their connection with quantum
noncommutativity, and local interactions of the many-body
Hamiltonian. In addition, the QVLs can provide nontrivial
lower bound of the speed, unlike most of the conventional
QSLs that only give upper bounds.

While most of the concrete examples in this manuscript
are for unitary quantum dynamics, we stress that one can
readily apply our QVLs to quantum stochastic systems. Fur-
thermore, the velocity limits also apply to classical stochastic
systems and even nonlinear population dynamics [44]. There-
fore, velocity limits introduced in this paper offer a universal
framework for understanding nonequilibrium dynamics con-
cerning multiple observables.

2. Symmetry and conservation law

Our bound elucidates a fundamental and novel relation
between the speed of observables and the conservation law
of a system for the first time (Sec. III). We show that invari-
ant observables, which are related to conserved quantities of
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FIG. 1. Schematic illustrations of our achievements. (a) We consider the time evolution of a set of multiple observables simultaneously.
From the trajectory of the expectation values of the observables �B, we introduce a velocity vector �B. This treatment enables us to understand
mutual influence of the observables, unlike (b) the treatment of the conventional quantum speed limit for a single observable. (c) The velocity
vector satisfies two distinct quantum velocity limits (QVLs), the one based on quantum information theory (Sec. II) and the one following
from the continuity equation of probability (Sec. VII). (d) Our QVLs lead to many novel applications that the conventional speed limits cannot
address. In Sec. III, we elucidate how symmetry and conservation law P̂ of the dynamics improve our ability to evaluate the rate of the
transitions. In Sec. IV, we show that the QVLs can result in nontrivial lower bounds on the speed. This is because our bounds (blue) on the
actual speed (black) are asymmetric, unlike conventional speed limits (dotted purple). In Sec. V, we discover novel nonequilibrium tradeoff
relations, some of which are unique to quantum systems. For example, we show that anticommuting observables cannot be simultaneously
fast. In Sec. VI, We also elucidate how locally interacting structures in quantum many-body systems are crucial in evaluating the speed of
local observables Â on a subsystem S. For example, let us consider a local Hamiltonian given by Ĥ = ĤS + ĤI + ĤB, where ĤS , ĤI , and
ĤB, respectively, represent the Hamiltonians for the subsystem, the interaction, and the bath. Then, we can generally take Ĥ1 = ĤS + ĤI and
Ĥ2 = ĤB in the figure. Moreover, when [Â, ĤI ] = 0, we can even take Ĥ1 = ĤS and Ĥ2 = ĤB + ĤI . Inequalities presented in panel (d) are
representative examples of our findings for the case of unitary dynamics, where φAB = cov(Â,B̂)

�A�B . However, we discuss more generalized versions
of these inequalities and other fruitful applications in the main text.

dynamics, tighten the velocity and speed limits [see Eq. (27)
for the speed limit]. Our result rigorously and quantitatively
demonstrates how conservation laws can slow down the dy-
namics, which is consistent with our naive expectations.

For the unitary dynamics, a symmetry operator P̂ satisfying
[Ĥ , P̂] = 0 becomes an invariant observable, and the follow-
ing universal bound is obtained:∣∣∣∣∣d〈Â〉

dt

∣∣∣∣∣ � �A
√

IQ

√
1 − φ2

AP � 2�H�A
√

1 − φ2
AP, (2)

where φAB = cov(Â,B̂)
�A�B with cov(Â, B̂) = 〈ÂB̂〉+〈B̂Â〉

2 − 〈Â〉〈B̂〉
being the symmetrized covariance. Thus, the correlation be-
tween the observable and the symmetry reduces the bound
by the factor

√
1 − φ2

AP compared with the previously dis-
cussed bound [52]. Note that we can generalize the inequality
to a more complicated situation with multiple conserved
quantities.

Notably, the Hamiltonian itself always becomes an invari-
ant observable for the unitary dynamics, which does not hold
in, e.g., stochastic systems. In particular, taking P̂ = Ĥ is the
above inequality, we always have the speed limit stronger than
the previous ones [11,52] for any unitary quantum dynamics.
Importantly, the newly found bound is not only quantita-
tive but also qualitative improvement in that it enables us to
achieve the equality condition for much broader situations. In-

deed, we show that our bound satisfies the equality condition
for any pure initial state and Hamiltonian in a single-spin-1/2
system, unlike the previously known bounds [11,52].

3. Nontrivial lower bounds

As shown in Sec. IV, the QVL for two observables leads
to a unique asymmetric lower and upper bound of the velocity
of one observable Â from the knowledge of the other one B̂,
which can lead to the nontrivial lower bound for the speed.
This is in stark contrast with many conventional speed limits,
which only provide the upper bound. More concretely, our
bound takes the form [see Eq. (45) for the general expression],
e.g.,

vBφAB − f
√

1 − φ2
AB � vA � vBφAB + f

√
1 − φ2

AB, (3)

where vX = 1
�X

d〈X̂ 〉
dt and f =

√
IQ − ( 1

�B
d〈B̂〉

dt )2 . Thus, when

vBφAB > f
√

1 − φ2
AB , our lower bound indicates the nontriv-

ial lower bound for the speed, | d〈Â〉
dt |.

Our bound relies on the knowledge of the velocity of the
other reference observable d〈B̂〉

dt and the correlation between
the two observables φAB. Notably, our inequality indicates that
we can precisely determine the velocity of the observable of
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interest as vA � vBφAB, if we know that the QSL for the ref-
erence observable | d〈B̂〉

dt | � √
IQ�B is tight. We demonstrate

that this situation actually occurs in a single-spin-1/2 system.

4. Nonequilibrium tradeoff relations

Our QVL indicates a new nonequilibrium tradeoff relation
for uncorrelated observables; that is, the speeds of uncorre-
lated observables cannot be simultaneously fast [see Eq. (52)
in Sec. V]. More concretely, we show the additivity prin-
ciple that the sum of the squares of the normalized speeds
of the observables is upper bounded by the quantum Fisher
information.

As a remarkable example, we discover that the tradeoff
relation is caused by the anticommutativity, a nontrivial quan-
tum property for certain operators. In particular, if we take
a set of observables satisfying the anticommutation relation
Â1, . . . , ÂK (ÂiÂ j + Â j Âi = 2δi j ), then we obtain a ubiqui-
tous bound

K∑
k=1

∣∣∣∣∣d〈Âk〉
dt

∣∣∣∣∣
2

� IQ (4)

for any quantum states and dynamics. As physically important
examples, we discuss the cases for a set of anticommuting
Pauli strings and the Majorana fermions for the operators {Âk}.

Our result implies hitherto unknown tradeoff relations
due to anticommutativity, reminiscent of the famous uncer-
tainty relations in quantum mechanics. While the standard
uncertainty relation states that quantum fluctuations of two
noncommuting observables cannot be simultaneously small,
our tradeoff relation states that speeds of multiple an-
ticommuting observables cannot be large simultaneously.
Therefore, this tradeoff relation demonstrates that nontrivial
commutativity properties of observables can even affect their
dynamics, as well as their fluctuations. We stress that no
counterpart of such relations exists in classical systems.

5. Locally interacting many-body systems

We also discover inequalities that dramatically improve the
evaluation of the velocities (or speeds) of local observables in
quantum many-body systems [see Eq. (77) in Sec. VI]. Many
conventional speed limits, such as the Mandelstam-Tamm
bound [11] and Margolous-Levitin bound [16], typically
become meaningless in large quantum many-body systems
[28,58,66]. In contrast, using our method, we show that the
speed of observables Â in a local subsystem under unitary
dynamics is bounded using an energy fluctuation only in the
subsystem, e.g.,∣∣∣∣∣d〈Â〉

dt

∣∣∣∣∣ � 2�A�HSI

√
1 − φ2

HSI HB
. (5)

Here, we have decomposed the total Hamiltonian as Ĥ =
ĤS + ĤI + ĤB and defined ĤSI = ĤS + ĤI , where ĤS , ĤI , and
ĤB respectively represent the Hamiltonians for the subsystem,
the interaction, and the bath. Note that we can obtain novel
inequalities other than Eq. (5), if there is a nontrivial commu-
tativity structure between the observable and the Hamiltonian.
For example, when [Â, ĤI ] = 0, we can replace �HSI and

φHSI HB in Eq. (5) with �HS and φHSHIB , respectively, where
ĤIB = ĤI + ĤB.

Importantly, our bound elucidates the fundamental relation
between local structures of the system and the speed of an
observable. Indeed, the right-hand side does not increase with
the total system size since �HSI is convergent for locally
interacting systems, in contrast to the total energy fluctuation
�H . Our results provide a rigorous and valuable bound for
arbitrary observables in the local subsystem, unlike many pre-
vious approaches [28,58,61,66]. We note that while Ref. [73]
considered a metric-based speed limit for a local subsystem
based on �HSI , our results based on observables lead to many
nontrivial features that are not directly obtained by the ap-
proach in Ref. [73] (see Sec. VI C).

Furthermore, as another notable consequence of consid-
ering the QVL, our bound in Eq. (5) indicates that the
correlation φHSI HB between the Hamiltonian acting on the sub-
system and the rest nontrivially improves the bound. We argue
that this factor becomes especially crucial when the size of
the bath is small, which is relevant for experiments in artificial
quantum systems, e.g., trapped ions. Moreover, this correction
ensures that the bound in Eq. (5) becomes always better than
the conventional bound 2�A�H , as detailed in Sec. VI C.

6. Bound based on the conservation law of probability

In addition to the above QVL based on the quantum Fisher
information, we also derive distinct speed limits using the lo-
cal conservation law of probability [see Eq. (102) in Sec. VII].
This is advantageous for macroscopic transitions of multiple
observables, improving the recently found bound for a single
observable [58]. This velocity limit relies on the (generalized)
correlation matrix of the gradient of observables and the local
probability current. We argue that this velocity limit leads to
distinct consequences that are not obtained by the velocity
limit based on quantum Fisher information. As a remarkable
example of a single-particle transport, we demonstrate the
nontrivial tradeoff relation between the speeds of the position
and the even-odd probability density of the particle.

As exemplified by the discovery of the two distinct types of
the QVLs, our method provides a general framework to derive
a wide variety of velocity limits as generalizations of different
types of speed limits. Indeed, speed limits whose proof relies
on the Cauchy-Schwarz inequality, such as that for classically
chaotic systems [74], will be extended to velocity limits with
our general procedure.

B. Organization of this paper

The rest of this paper is organized as follows. In Sec. II, we
show our information-theoretical velocity limit for multiple
observables on the basis of the quantum Fisher information
and a generalized correlation matrix. We also illustrate that
our bound is regarded as a generalization of many previously
obtained inequalities. In Sec. III, we discuss how invariant
observables of the system tighten the speed limit by show-
ing several important applications. In Sec. IV, we derive the
asymmetric upper and lower bound of the speed of an observ-
able and explain its meaning. In Sec. V, we demonstrate the
nonequilibrium tradeoff relation among the speeds of uncor-
related observables, especially anticommutating observables.
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In Sec. VI, we argue that our velocity limit can be applied to
obtain useful inequalities in quantum many-body systems. In
Sec. VII, we discuss the different type of velocity limit based
on the local conservation law of probability. After a formula-
tion for the single-observable case, which slightly generalizes
the treatment in Refs. [58], we discuss the multiple-observable
case and its application. In Sec. VIII, we conclude the paper
with future outlook.

II. INFORMATION-THEORETICAL VELOCITY
LIMITS FOR MULTIPLE OBSERVABLES

A. Setup

We consider general quantum dynamics, where a den-
sity matrix ρ̂(t ) at time t follows an equation of motion
d ρ̂(t )/dt = L[ρ̂(t )] with some (generally time-dependent)
super-operator L. For unitary dynamics, we have L[ρ̂] =
−i[Ĥ (t ), ρ̂], where h̄ is set to unity in the following. For
quantum stochastic dynamics, we can consider the Liou-
villian of, e.g., the Gorini-Kossakowski-Sudarshan-Lindblad
equation [75,76] as L. We can also treat classical stochastic
systems with our setup by focusing only on diagonal elements
of ρ̂(t ) and their transitions.

Now, the dynamics can be rewritten as [77]

d ρ̂

dt
= 1

2
{ρ̂, L̂}, (6)

where L̂ is the symmetric logarithm derivative (SLD) and
{Â, B̂} = ÂB̂ + B̂Â is the anticommutator.

We focus on a set of linearly independent observables
Âk (k = 1, . . . , K ) and define the velocity vector �B as

�B({Âk}) =
(

d〈Â1〉
dt

, . . . ,
d〈ÂK 〉

dt

)T

. (7)

For simplicity, we assume that these observables are indepen-
dent of time, dÂk/dt = 0, although the generalization to the
time-dependent case is straightforwardly done in a manner
similar to Refs. [41,52]. In this case, Eq. (6) leads to

d〈Âk〉
dt

= 〈Âk, L̂〉, (8)

where 〈Â, B̂〉 = 1
2 Tr[ρ̂(t ){Â, B̂}] is the symmetrized correla-

tion function.
Besides {Âk}, we also identify a set of (generally time-

dependent) observables �̂μ (1 � μ � M ) that satisfy

d〈�̂μ〉
dt

−
〈

d�̂μ

dt

〉
= 〈�̂μ, L̂〉 = 0 (9)

for all μ. We call �̂μ as invariant observables. For ex-
ample, time-independent operators that conserve during
time evolutions are taken as �̂μ. Without loss of gen-
erality, we can apply the Gram-Schmidt orthonormaliza-
tion and assume 〈�̂ν, �̂μ〉 = δνμ. We also assume that
Â1, . . . , ÂK , �̂1, . . . , �̂M are linearly independent.

As shown below, by distinguishing the invariant observ-
ables {�̂μ} from the other observables {Âk}, we can obtain the
concise inequality of �B where the role of invariant observables
is evident.

B. Quantum velocity limit

Under the above setup, we show the following QVL in the
form of the matrix inequality as our main result:

�B �BT � IQD, (10)

where A � B means that the operator B − A is positive
semidefinite. Here, we define the SLD quantum Fisher in-
formation IQ = 〈L̂, L̂〉 and a K × K generalized correlation
matrix D = D({Ak}; {�μ}), whose matrix elements are given
by

D({Ak}; {�μ})kl

=
〈

Âk −
M∑

μ=1

〈Âk, �̂μ〉�̂μ, Âl −
M∑

μ=1

〈Âl , �̂μ〉�̂μ

〉

= 〈Âk, Âl〉 −
M∑

μ=1

〈Âk, �̂μ〉〈�̂μ, Âl〉. (11)

Note that D is generally positive semidefinite. In the follow-
ing, we assume that D is also positive definite and has an
inverse [78].

With this assumption, Eq. (10) leads to the equivalent QVL
in the form of the scalar inequality:

K({Ak}; {�μ}) := �BTD−1 �B � IQ. (12)

Importantly, for unitary quantum dynamics, we have IQ �
4�H2, where the equality condition is achieved for, e.g.,
pure states. Then we have the bound based on the energy
fluctuation of the system, �BTD−1 �B � IQ � 4�H2.

The proofs of Eqs. (10) and (12) are given in Appendix A;
the essence is to consider the Cauchy-Scwarz inequality for
the inner product between the velocity vector and some aux-
iliary vector, on which we solve an optimization problem.
There, we also discuss that Eqs. (10) and (12) are optimal
under the knowledge of invariant observables {�̂μ} in the
following sense: if we consider a matrix D f whose matrix
elements read

D f
kl =

〈
Âk −

M∑
μ=1

fkμ�̂μ, Âl −
M∑

μ=1

flμ�̂μ

〉
(13)

for a set of real variables { fkμ}, we have

D � D f and �BT(D f )−1 �B � �BTD−1 �B, (14)

where the equality condition is given by fkμ = 〈Âk, �̂μ〉 for
all k and μ. Furthermore, we show that generalized inequali-
ties for multiple observables and multiple parameters (i.e., not
just a single parameter of the time t) are obtained by a suitable
optimization technique.

We stress that our velocity limits are for the velocity vector
of the expectation values of multiple observables and should
not be confused with the standard speed limits for the state
vector �p and the density matrix ρ̂ [25,26]. As discussed
throughout the manuscript, our velocity limits enable us to
better evaluate the dynamics of an observable from the knowl-
edge of other observables, unlike the previous speed limits.

We also remark on how we may be able to experimentally
access the invariant observables and correlations of observ-
ables, which play an important role in our QVLs. For invariant
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observables, we can show that invariant observables are time-
independent for many cases of our interest (see Sec. III A). We
can also argue that, even when invariant observables change in
time, evaluating them is experimentally easier than evaluating
the entire density matrices, which usually requires the full
quantum tomography. For correlations of observables, we can
demonstrate some cases where their evaluation can become
simplified and experimentally friendly (see Secs. III B 2 and
V B 2). Furthermore, even in a situation where direct evalu-
ation of the speed of an observable is easier than that of the
correlation, our inequalities are meaningful. Indeed, our in-
equalities, in turn, offer a way to evaluate correlations that are
not easy to measure directly from the speed of an observable
(see Sec. III B 2).

C. Connections with previous literature

Let us discuss connections and distinctions with previous
literature. First of all, most of the previous information-
theoretical speed limits consider the case of M = 1 with �̂1 =
Î. In contrast, as seen in the next subsection, our bounds
become tighter if we include more invariant observables, if
they exist.

Even when we consider the case of M = 1 with �̂1 = Î,
our result has novel consequences. In this case, D reduces to
the covariance matrix C, whose matrix elements are given by

Ckl = 〈Âk, Âl〉 − 〈Âk〉〈Âl〉. (15)

Then, our bound can be regarded as the multidimensional
quantum Cramér-Rao inequality generalized to arbitrary ob-
servables (i.e., not restricted to unbiased estimators [77]).
The application of the general multidimensional quantum
Cramér-Rao inequality to dynamics has never been discussed
previously.

Note that the classical multidimensional Cramér-Rao
bound for vector-valued observables has recently been used
to understand classical stochastic dynamics [9,10,40]. How-
ever, our QVL (12) is more general in that it can be used
even in quantum systems, where noncommutativity comes
into play. If we assume that the off-diagonal matrix elements
of ρ̂ and Âk do not appear during dynamics, then Eq. (12)
reduces to the classical multidimensional Cramér-Rao bound
for vector-valued observables, �BTC−1

C
�B � IC, where CC =

〈AkAl〉 − 〈Ak〉〈Al〉 is the classical covariance matrix and IC
is the classical Fisher information. As detailed later, by con-
sidering Eq. (12) in quantum dynamics, we obtain many
conceptually different consequences from the previous liter-
ature. For example, inequality (32) is ensured by the fact that
the dynamics of the generator, i.e., the Hamiltonian, itself be-
comes a conserved quantity for isolated systems, which is not
the case for stochastic systems considered in Refs. [9,10,40].
As another example, there is no direct counterpart in classical
systems for the tradeoff relations for anticommuting observ-
ables discussed in Sec. V. We also note that the quantum
generalization of the classical version of the velocity limit is
not trivial in that the correlation function of operators and
the Fisher information are not unique due to the quantum
noncommutativity. Our manuscript focuses on the quantum
velocity limit based on the symmetrized correlation function
and the SLD quantum Fisher information.

To obtain the QSL for a single observable obtained previ-
ously, we again take M = 1 with �̂1 = Î and K = 1. Then,
we have ∣∣∣∣∣d〈Â〉

dt

∣∣∣∣∣ � �A
√

IQ, (16)

which is equivalent to the QSL obtained in Ref. [52] when Â
is independent of time. For unitary dynamics, we have IQ �
4�H2, and thus ∣∣∣∣∣d〈Â〉

dt

∣∣∣∣∣ � BMT := 2�A�H, (17)

which is the Mandelstam-Tamm bound for an observable Â.
As mentioned in the next subsection, the QVL (12) for mul-
tiple observables becomes tighter than that in Eq. (16) for a
single observable by increasing the number of observables K
(as well as that of invariant observables M).

Finally, if we consider M � 2, then QVLs in Eqs. (10)
and (12) can be regarded as a hitherto unknown generalized
version of the quantum Cramér-Rao bound, where conserved
quantities (or, more generally, invariant observables) are taken
into account.

D. Better bounds from more observables

Our velocity limits in Eqs. (10) and (12) become tighter if
we include more observables. In particular, when {Ak} ⊂ {A′

k},
we have

K({Ak}; {�μ}) � K({A′
k}; {�μ}) � IQ. (18)

Likewise, when {�μ} ⊂ {�′
μ}, we have a matrix inequality

D({Ak}; {�′
μ}) � D({Ak}; {�μ}), (19)

and thus

K({Ak}; {�μ}) � K({Ak}; {�′
μ}) � IQ. (20)

We skip the proof of Eq. (18) since it is essentially equivalent
to Eqs. (7)–(12) in Ref. [10]. Instead of the classical covari-
ance matrix treated there, we can perform a similar discussion
for the quantum generalized correlation matrix D.

To prove D({Ak}; {�′
μ}) � D({Ak}; {�μ}), it is sufficient

that we show the case with {�′
μ}M+1

μ=1 = {�μ}M
μ=1 ∪ {�M+1}.

In this case, we have∑
kk′

akak′ [D({Ak}; {�μ})kk′ − D({Ak}; {�′
μ})kk′ ]

=
∣∣∣∣∣
∑

k

ak〈Âk, �̂M+1〉
∣∣∣∣∣
2

� 0. (21)

for any nonzero vector {ak}. Thus, we have D({Ak}; {�′
μ}) �

D({Ak}; {�μ}), which is known to lead to D({Ak}; {�′
μ})−1 �

D({Ak}; {�μ})−1. Consequently, inequality (20) follows.

E. Bound for finite-time interval

While we mainly consider the instantaneous speed of the
expectation value of multiple observables in this paper, we
can also find the corresponding inequality for a finite-time
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TABLE I. Summary of the applications of our velocity limits described in each of the sections with the corresponding numbers of
observables K and M. Note that conventional quantum speed limits for the observable correspond to K = M = 1.

Section Application K M

III Speed limits under invariant observables 1 Arbitrary
IV Asymmetric upper and lower bound 2 Arbitrary
V Tradeoff relation for uncorrelated observables Arbitrary Arbitrary
VI Many-body systems Arbitrary Arbitrary

(Conventional speed limits) 1 1

interval. For this purpose, we focus on a time interval t ∈
[0, T ] and define the displacement vector of observables of
our interest [see Fig. 1(a)],

�B = (〈Â1(T )〉 − 〈Â1(0)〉, . . . , 〈ÂK (T )〉 − 〈ÂK (0)〉). (22)

In this case, we have a matrix inequality (see Appendix B for
proof)

�B �BT � T 2DIQ, (23)

where X := 1
T

∫ T
0 dtX (t ) is the average over time. Assuming

that D is positive definite for all t ∈ [0, T ], we find that D
is also positive definite. Then, we have the following scalar
inequality, which relates the displacement for multiple observ-
ables and the time interval:√

�BT
D

IQ

−1

�B � T . (24)

For the time-independent unitary dynamics, we further have√
�BTD

−1 �B
2�H

� T . (25)

We will discuss some concrete applications of this result in
Sec. V B.

For K = M = 1 with �̂1 = Î, it reduces to

|〈Â(T )〉 − 〈Â(0)〉|
2�A�H

� T . (26)

Again, our inequality for multiple observables, such as
Eq. (25), is better than the inequality for a single observable,
such as Eq. (26).

III. SPEED LIMIT AND INVARIANT OBSERVABLES

In the following sections, we demonstrate that the QVL
obtained in the previous section is not just a theoreti-
cal generalization but has various notable consequences. In
Table I, we summarize applications in each of the sec-
tions with the corresponding numbers of observables, K and
M. When K = 1, we can call the bound as the speed limit (or
QSL) instead of the velocity limit (or QVL).

A. Speed limit with invariant observables and its meaning

As a first application, we discuss the improved QSL under
invariant quantities, which are also related to symmetry and
the conservation law of the system. Let us focus on K = 1 in

Eq. (12), which leads to∣∣∣∣∣d〈Â〉
dt

∣∣∣∣∣ �
√√√√〈Â2〉 −

M∑
μ=1

〈Â, �̂μ〉2√
IQ. (27)

This inequality can also be understood as follows. Since
〈�̂μ, L̂〉 = 0, we have d〈Â〉/dt = 〈Â −∑

μ fμ�̂μ, L̂〉 for any
fμ ∈ R. Using the Cauchy-Schwarz inequality and the op-
timization of the value of 〈Â −∑

μ fμ�̂μ, Â −∑
μ fμ�̂μ〉

result in fμ = 〈Â, �̂μ〉 and then the above inequality. Geo-
metrically, the subtraction of

∑
μ 〈Â, �̂μ〉�̂μ from Â means

that we can only focus on an observable projected onto the
operator space that is orthogonal to {�̂ν}. Indeed, we have〈

Â −
∑

μ

〈Â, �̂μ〉�̂μ, �̂ν

〉
= 0 (28)

for any ν (see Fig. 2 for the case with M = 1). By this orthogo-
nal decomposition of Â, we can optimize the Cauchy-Schwarz
inequality under the knowledge of {�̂ν} and tighten the speed
limit.

Interestingly, the factor −∑M
μ=1 〈Â, �̂μ〉2

in Eq. (27) also
appears in the Mazur bound [2] if we consider time-dependent
�̂μ that conserve during all times. The Mazur bound is
a bound on the long-time average of the temporal auto-
correlation function near equilibrium. Our speed limit (27)

FIG. 2. A schematic illustration that geometrically motivates
Eq. (27). The operators are represented by the vectors, and their inner
product describes the symmetric correlation 〈X̂ , Ŷ 〉 = 〈X̂Ŷ 〉+〈Ŷ X̂ 〉

2 . We
want to optimize the upper bound of 〈Â, L̂〉 from the knowledge of
{�̂μ}M

μ=1 (M = 1 is shown for simplicity). This is accomplished by
the orthogonal decomposition of Â into the projected observable onto
{�̂μ}, ∑μ 〈Â, �̂μ〉�̂μ, and the rest Â −∑

μ 〈Â, �̂μ〉�̂μ. Note that
the green surface shows the set of all possible invariant observables
I := {X̂ |〈X̂ , L̂〉 = 0}, where {�̂μ}M

μ=1 ⊆ I holds.
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[or, more generally, the velocity limit in Eq. (12)] demon-
strates that overlap of an observable with conserved quantities
even affects the transient dynamics far from equilibrium.
Note, however, that �̂μ in our bounds may not necessarily be
a conserved quantity for all times. Instead, it is sufficient that
�̂μ, which may depend on t itself, satisfies Eq. (9) at each
t . We also note that similar orthogonal decompositions have
recently been developed in different contexts, i.e., improving
the bound on the estimation of parameters under some con-
straints in quantum metrology [79] and evaluating the effect
of local conserved quantities on the eigenstate thermalization
hypothesis [80].

Inequality (27) becomes better as we increase M. Corre-
spondingly, the set of observables that satisfy the equality
condition becomes larger for larger M. Indeed, let us consider
a set Aeq

M of observables satisfying the equality condition of
Eq. (27) at a fixed time t . Then, we have

Aeq
M+M ′ ⊇

⎧⎨
⎩Â +

M ′∑
μ=M+1

fμ�̂μ|Â ∈ AM, fμ ∈ R

⎫⎬
⎭ ⊃ Aeq

M ,

(29)

where M ′ � 1. As seen from the following example, the
equality condition for (27) is universally satisfied for a single-
spin-1/2 system.

We remark on time dependence of the invariant observ-
ables {�̂μ}. In general, invariant observables are chosen such
that they are orthonormalized as 〈�̂μ, �̂ν〉 = δμν for each
t . However, in many important situations, {�̂μ} is indepen-
dent of time. As one of the relevant classes, let us consider
(possibly time-dependent) unitary quantum dynamics whose
Hamiltonian Ĥ (t ′) is commutative with time-independent op-
erators P̂1, P̂2, . . . , P̂M (see the following sections in detail)
for times t ′ ∈ [0, t]. After the orthonormalization, each �̂μ is
described by the linear combination of P̂1, P̂2, . . . , P̂M , whose
coefficients are described using the symmetrized correlations
at time t ,

〈P̂μ, P̂μ′ 〉(t ) = 1
2 Tr[ρ̂(t )(P̂μP̂μ′ + P̂μ′ P̂μ)]. (30)

However, since ρ̂(t ) = U (t )ρ̂(0)U (t )† and [P̂μ,U (t )] = 0 for
all μ, it is evident that Eq. (30) does not depend on time.
Indeed, the orthonormalization factors are solely determined
by the initial-state information in this important class of
dynamics.

In more general cases, invariant observables may depend
on time. However, even in that case, our inequalities can have
advantages from an experimental viewpoint. For this purpose,
we stress that obtaining invariant observables from {P̂μ} only
requires expectation values and correlations of {P̂μ}, not the
full information of the density matrix. Such expectation values
are easier to evaluate in experiments than the full density ma-
trix, which usually requires full quantum tomography. Thus,
even though we should evaluate the normalization constant
for invariant observables at all times in some cases, we do not
have to know the density matrices, which is experimentally
favorable.

FIG. 3. Time dependence of the speed of the expectation value of
Â = σ̂ x+σ̂ z

2 (black) and speed limits for the single-spin system Ĥ =
gσ̂ x . We show the Mandelstam-Tamm bound BMT (blue) in Eq. (17)
and our bound based on the σ̂ x-conservation BX (red). Our bound
satisfies the equality condition BX = | d〈Â〉

dt |, while BMT does not. We
use g = 1.0 and the initial state |ψ (0)〉 = cos 0.5|↑〉 + sin 0.5|↓〉,
where |↑〉/|↓〉 is the eigenstate of σ̂ z with the eigenvalue +1/ − 1.

B. Examples for unitary dynamics

1. Single-spin system

As a first example, let us consider a single-spin
system that undergoes unitary time evolution with a
Hamiltonian Ĥ = gσ̂ x. We can generally parametrize the
initial state as |ψ (0)〉 = cos(θ/2)|↑〉 + eiφ sin(θ/2)|↓〉 (0 �
θ � π, 0 � φ < 2π ), where |↑〉/|↓〉 is the eigenstate
of σ̂ z with the eigenvalue +1/ − 1. In this setting, we
have 〈σ̂ x(t )〉 = sin θ cos φ, 〈σ̂ y(t )〉 = cos 2gt sin θ sin φ −
sin 2gt cos θ , 〈σ̂ z(t )〉 = sin 2gt sin θ sin φ + cos 2gt cos θ ,
and �H = g

√
1 − sin2 θ cos2 φ. Then, Â = cI Î + cyσ̂

y +
czσ̂

z (cI , cy, cz ∈ R) satisfies the equality condition of the
previous speed limit (17) (M = 1 with �̂1 = Î) for arbitrary
later times if θ = 0, π . However, the equality condition
for Eq. (17) is not satisfied for a more general observable
Â = cI Î + cxσ̂

x + cyσ̂
y + czσ̂

z with cx �= 0, even when
θ = 0, π .

In contrast, since σ̂ x is conserved, we can obtain a tighter
bound using the above general method. Indeed, our inequality
(27) with M = 2, �̂1 = Î, and �̂2 = σ̂ x−〈σ̂ x〉√

〈(σ̂ x−〈σ̂ x〉)2〉 still sat-

isfies the equality condition, in accordance with Eq. (29).
Notably, the equality condition holds for any θ and φ in this
case.

In Fig. 3, we show one example that our bound BX =
2�H

√
〈Â2〉 −∑2

μ=1 〈Â, �̂μ〉2
discussed above satisfies the

equality condition, while the Mandelstam-Tamm bound BMT

in Eq. (17) does not.
More generally, we obtain the following striking fact

for a single-spin-1/2 system (or a two-level system): For
any Hamiltonians, observables, and initial pure states, our
speed limit (27) with M = 2, �̂1 = Î, and �̂2 = Ĥ−〈Ĥ〉√

〈(Ĥ−〈Ĥ〉)2〉
[corresponding to Eq. (33) given later] satisfies the equal-
ity condition (see Appendix C for a proof). Therefore, our
inequalities attain the equality condition in much broader
situations than the previous QSLs for an observable [11,52].
Given that the attainability of the equality condition is a cru-
cial subject on speed limits [18], our inequalities are regarded
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as providing qualitative improvement (not to mention quanti-
tative improvement) in evaluating the speed of observables.

2. Hamiltonian and symmetry as invariant observables

In the following, we show more complicated examples be-
yond the single-spin system. As one of the primary examples
of Eq. (27), let us consider a general system driven by a
Hamiltonian Ĥ (t ), i.e., L[ρ̂(t )] = −i[Ĥ (t ), ρ̂(t )]. In this case,
we can find some invariant operators, such as the power of
Ĥ (t ) or ρ̂(t ), the projection to the eigenstates of Ĥ (t ) or ρ̂(t ),
and nontrivial symmetries commuting with Ĥ (t ).

Let us first take the powers of the shifted Hamilto-
nian, Î, δĤ , δĤ2, . . ., where δĤ := Ĥ − 〈Ĥ〉 (t is omitted for
brevity). By the Gram-Schmidt orthonormalization, we have,
e.g., �̂1 = Î, �̂2 = δĤ√

m2
, and

�̂3 = δĤ2 − m3
m2

δĤ − m2√
m4 − m2

3
m2

− m2
2

, (31)

where mz = 〈δĤ z〉 is the zth central moment of the Hamil-
tonian. Applying Eq. (27), we find the conventional speed
limit |d〈Â〉/dt | � �A

√
IQ for M = 1, as we have seen in the

previous section. Furthermore, setting M = 2 leads to∣∣∣∣∣d〈Â〉
dt

∣∣∣∣∣ �
√

�A2 − cov(Â, Ĥ )2

�H2

√
IQ = �A

√
IQ

√
1 − φ2

AH ,

(32)

where cov(X̂ , Ŷ ) = 〈X̂ , Ŷ 〉 − 〈X̂ 〉〈Ŷ 〉 is the symmetrized co-
variance, φXY = cov(X̂ ,Ŷ )

�X�Y is the quantum version of the Pearson
correlation coefficient, and we have used m2 = �H2. In-
equality (32) means that the knowledge about the correlation
between the observable and the Hamiltonian improves the
speed limit. We stress that this inequality ubiquitously holds
for any unitary quantum dynamics without further assump-
tions.

When ρ̂ is a pure state, inequality (32) becomes∣∣∣∣∣d〈Â〉
dt

∣∣∣∣∣ � BH := 2�A�H
√

1 − φ2
AH . (33)

Note that this can also directly be obtained from the
Schrödinger uncertainty relation [81], which states | [X̂ ,Ŷ ]

2i |2 +
|cov(X̂ , Ŷ )|2 � �X 2�Y 2 for two Hermitian operators X̂ and
Ŷ . However, we stress that Eq. (32) generally goes beyond
this uncertainty relation since IQ � 4�H2 for general mixed
states. Furthermore, we can obtain tighter inequality even for
pure states by including higher-order invariant observables,
�̂3, . . ..

Another example for which our inequality is relevant is
where the system possesses some additional symmetry P̂,
or conservation law, which commutes with the Hamiltonian,
[Ĥ , P̂] = 0. If we choose M = 2 with �̂1 = Î and �̂2 =
P̂−〈P̂〉

�P , then we obtain∣∣∣∣∣d〈Â〉
dt

∣∣∣∣∣ � �A
√

IQ

√
1 − φ2

AP, (34)

FIG. 4. Time dependence of the speed of 〈σ̂ z
1 〉 (black) and speed

limits for a spin system in Eq. (36). We show the Mandelstam-Tamm
bound BMT (blue), the bound based on the Hamiltonian conservation
BH (red), and the bound based on the permutation conservation BP

(green). Our bounds BH and BP provide better bounds than BMT. We
use J = 1, J ′ = 0, g = 0.3, h = 1, and the initial state |↑↓〉, where
|↑〉/|↓〉 is the eigenstate of σ̂ z with eigenvalue +1/ − 1.

which becomes∣∣∣∣∣d〈Â〉
dt

∣∣∣∣∣ � BP := 2�A�H
√

1 − φ2
AP (35)

for pure states.
To confirm the advantage our our inequalities in Eqs. (33)

and (35), we consider spin-1/2 system on L = 2 lattice sites,
whose Hamiltonian is given by

Ĥ = Jσ̂ z
1 σ̂ z

2 + J ′(σ̂ x
1 σ̂ x

2 + σ̂
y
1 σ̂

y
2

)+ g
(
σ̂ x

1 + σ̂ x
2

)
+ h

(
σ̂ z

1 + σ̂ z
2

)
. (36)

This Hamiltonian respects a permutation symmetry given by

P̂ = 1

2

∑
α=x,y,z

σ̂ α
1 σ̂ α

2 + 1

2
Î. (37)

Figure 4 shows the speed of Â = σ̂ z
1 and the speed limits.

Assuming an initial pure state, we compare the speed with
BMT in Eq. (17), BH in Eq. (33), and BP in Eq. (35). We can
see that BH and BP are better than BMT, and that no hierarchy
exists between BH and BP.

Note that the bound BP is easy to access in experiments,
even though it involves the correlation between Â and P̂.
Indeed, since an explicit calculation leads to

BP = 2�H

√
1 − 〈

σ̂ z
1

〉2 −
(〈
σ̂ z

1

〉+ 〈
σ̂ z

2

〉− 〈
σ̂ z

1

〉〈P̂〉)2

�P
, (38)

this bound is obtained only by the measurement of the single-
site expectation values at time t and the conserved quantities
�H, 〈P̂〉, and �P, which are obtained from the initial state.
This is especially relevant and advantageous for experiments
when we do not have enough resolution to directly measure
d〈σ̂ z

1 〉/dt because of, e.g., the lack of time resolution or im-
possibility of taking the time derivative due to temporal noise
on σ̂ z

1 .
Even in a situation where the direct evaluation of the speed

of an observable is easier than that of the correlation, our
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inequalities (33) and (35) have advantages. Indeed, our in-
equalities, in turn, offer a way to evaluate correlations that
are challenging to measure directly from the speed of the ob-
servable. More concretely, when we can measure |d〈Â〉/dt |,
�A, and the conserved quantities, we have upper bounds of
the covariances, i.e.,

|cov(Â, Ĥ )| �

√√√√�A2�H2 − 1

4

(
d〈Â〉
dt

)2

,

|cov(Â, P̂)| � �P

√√√√
�A2 − 1

4�H2

(
d〈Â〉
dt

)2

, (39)

which may be difficult to measure directly in general. Note
that these inequalities are strictly tighter than the usual
Caushy-Scwarz inequality, e.g., |cov(Â, P̂)| � �P�A.

3. Tighter bounds due to the purity conservation

As yet another interesting example of Eq. (27), we con-
sider the conservation law of any power of the density matrix
ρ̂, ρ̂2, ρ̂3, . . . for the unitary dynamics. This purity conserva-
tion is also regarded as the conservation of the projection to
the basis of ρ̂. We can thus take

�̂μ = |ρμ〉〈ρμ|√
ρμ

(40)

for a general mixed state ρ̂, which is diagonalized as ρ̂ =∑
μ ρμ|ρμ〉〈ρμ|. In this case, Eq. (27) leads to∣∣∣∣∣d〈Â〉

dt

∣∣∣∣∣ �
√∑

μ

ρμ�A2
μ

√
IQ =

√∑
μ �=ν

ρμ|〈ρμ|Â|ρν〉|2
√

IQ,

(41)

where

�A2
μ = 〈ρμ|Â2|ρμ〉 − 〈ρμ|Â|ρμ〉2

(42)

is the fluctuation for each basis |ρμ〉. Note that this bound
is tighter than the conventional bound |d〈Â〉/dt | � �A

√
IQ,

since (
∑

μ ρμ〈ρμ|Â|ρμ〉)2 �∑
μ ρμ〈ρμ|Â|ρμ〉2

and thus∑
μ

ρμ�A2
μ � �A2. (43)

We stress that this inequality ubiquitously holds for any uni-
tary quantum dynamics without further assumptions, as in
Eq. (32).

As an elementary example where our bound is advanta-
geous, let us consider the state whose diagonal basis coincides
with those of Â = ∑

μ aμ|aμ〉〈aμ|, i.e., ρ̂ = ∑
μ ρμ|aμ〉〈aμ|.

Then, we have |d〈Â〉/dt | = |Tr[[ρ̂, Â]Ĥ ]| = 0. In this case,
the right-hand side of Eq. (41) vanishes, as desired (i.e., the
equality condition is satisfied). In contrast, the previous bound
�A

√
IQ does not vanish general.

Finally, we note that other choices of invariant observables
are possible. In Appendix D, we show several other applica-
tions of Eq. (27).

IV. ASYMMETRIC UPPER AND LOWER BOUND

Inequality (12) provides a general relation concerning
multiple observables. As an application, let us take K = 2
observables. In this case, we explicitly have

D22

∣∣ d〈Â1〉
dt

∣∣2 − 2D12
d〈Â1〉

dt
d〈Â2〉

dt + D11

∣∣ d〈Â2〉
dt

∣∣2
D11D22 − |D12|2 � IQ, (44)

where the right-hand side is upper bounded by 4�H2 for
the unitary evolution. Note that, when we take M = 1 and
�̂1 = Î, we have D = C, and Eq. (44) gives the quantum
generalization of the result presented in Ref. [40].

After straightforward calculations from this inequality, we
find the nontrivial asymmetric lower and upper bound for the
velocity,

χV2 −
√

(1 − χ2)
(
IQ − V 2

2

)
� V1 � χV2 +

√
(1 − χ2)

(
IQ − V 2

2

)
. (45)

Here, we have introduced the normalized velocity

Vk := 1√
Dkk

d〈Âk〉
dt

(46)

and the generalized Pearson correlation coefficient

χ := D12√
D11D22

� 1, (47)

which reduces to φA1A2 for D = C. Note that V 2
2 � IQ is

ensured because of the single-observable speed limit for
Â2. We also note that |V1 − χV2| is upper bounded by√

(1 − χ2)(4�H2 − V 2
2 ) (� 2�H

√
1 − χ2) for the unitary

evolution.
The inequality (44) provides both nontrivial upper and

lower bounds for the velocity of Â1 (i.e., V1), given the
correlation χ and the velocity V2 of the other observable
Â2. Such asymmetric bounds for the velocity have seldom
been obtained in previous literature. In particular, when
χV2 −

√
(1 − χ2)(IQ − V 2

2 ) > 0, our inequality indicates the
nontrivial lower bound of the speed |V1|, while many previous
speed limits only indicate the upper bounds.

Furthermore, when the single-observable speed limit for
Â2 becomes tighter (i.e., |V 2

2 − IQ| is small), Eq. (44) also
becomes tight and V1 becomes close to χV2. Interestingly, if
we know that an observable Â2 satisfies the equality condition
for the single-observable speed limit, i.e., V2 = √

IQ, then the
speed of another arbitrary observable Â1 is precisely deter-
mined as

d〈Â1〉
dt

= D12

D22

d〈Â2〉
dt

. (48)

In the following examples, we take M = 1 and �̂1 =
Î, which leads to Vk = (d〈Âk〉/dt )/�Ak and χ = φA1A2 =
cov(Â1, Â2)/�A1�A2. As the first example, let us consider
the single spin system as in Sec. III B 1. For simplicity, we
here take Â2 = σ̂ y. In this case, when θ = 0 or π , Eq. (48)
holds. For example, if we take Â1 = σ̂ z, then Eq. (48) reduces
to d〈σ̂ z〉

dt = −〈σ̂ z〉〈σ̂ y〉
1−〈σ̂ y〉2

d〈σ̂ y〉
dt , which actually holds true. Even when

θ is not exactly θ = 0 or π , IQ − V 2
2 becomes small when θ
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FIG. 5. Time evolution of the velocity d〈Â1〉/dt = d〈σ̂ z
1 〉/dt and

its lower (dashed lines) and upper (solid lines) bounds for the
single-spin dynamics whose Hamiltonian is given by Ĥ = gσ̂ x . We
show ±BMT (blue) and BL/U (orange) in Eq. (45) with Â2 = σ̂ y,
Vk = (d〈Âk〉/dt )/�Ak , and χ = φA1A2 = cov(Â1, Â2)/�A1�A2. The
bounds BL and BU can provide better bounds than ±BMT. We use
g = 1.0 and the initial state |ψ (0)〉 = cos 0.2|↑〉 + sin 0.2|↓〉, where
|↑〉/|↓〉 is the eigenstate of σ̂ z with the eigenvalue +1/ − 1.

is close to those values, and inequality (45) provides a good
evaluation for other observables. Figure 5 demonstrates this
fact: the upper and lower bounds (BL and BU, respectively)
on d〈σ̂ z〉

dt indicated by Eq. (45) are tighter than the stan-
dard single-observable speed limit for σ̂ z, i.e., −2�H�σ z �
d〈σ̂ z〉

dt � 2�H�σ z.
To demonstrate our bound in a more complicated setup,

we next consider the coupled two spins whose Hamilto-
nian is given by Eq. (36). As observables, we choose Â1 =
σ̂ z

1 , and Â2 = σ̂ x
1 . Figure 6 shows the lower and upper

bounds BL and BU of d〈Â1〉/dt indicated from Eq. (45), i.e.,
BL � d〈Â1〉/dt � BU, the Mandeltam-Tamm bound −BMT �
d〈Â1〉/dt � BMT = 2�A�H , and the bound based on the
Hamiltonian conservation in Eq. (33) −BH � d〈Â1〉/dt �
BH = 2�A�H

√
1 − φ2

AH . The bounds BL and BU can pro-
vide better bounds than the other bounds, while there is no
absolute hierarchy between BL/BU and BH .

Finally, we note that Eq. (44) is also useful to evaluate the
(generalized) correlation from the fluctuation and the speed of
observables if the latter two are easier to observe directly in

FIG. 6. Time evolution of the velocity d〈Â1〉/dt = d〈σ̂ z
1 〉/dt and

its lower (dashed lines) and upper (solid lines) bounds for the dy-
namics whose Hamiltonian is given by Eq. (36). We show ±BMT

(blue), ±BH (red), and BL/U (orange) in Eq. (45) with Â2 = σ̂ x
1 ,

Vk = (d〈Âk〉/dt )/�Ak , and χ = φA1A2 = cov(Â1, Â2)/�A1�A2. The
bounds BL and BU can provide better bounds than the other bounds.
We use J = 1.0, J ′ = 0.1, g = 0.3, h = 1.0, and the initial state
|↑↓〉, where |↑〉/|↓〉 is the eigenstate of σ̂ z with eigenvalue +1/ − 1.

experiments. For this purpose, we notice that Eq. (44) can be
solved in terms of χ as

1

IQ

(
V1V2 −

√(
IQ − V 2

1

)(
IQ − V 2

2

))
� χ � 1

IQ

(
V1V2 +

√(
IQ − V 2

1

)(
IQ − V 2

2

))
. (49)

For isolated systems and M = 1 with �̂1 = Î, we have

v1v2

4�H2
−
√[

1 −
(

v1

2�H

)2][
1 −

(
v2

2�H

)2]

� φA1A2 �
v1v2

4�H2
+
√[

1 −
(

v1

2�H

)2][
1−
(

v2

2�H

)2]
,

(50)

where vk = 1
�Ak

d〈Âk〉
dt . This can be tighter than the naive bound

obtained from the Cauchy-Schwarz inequality, |φA1A2 | � 1.

V. TRADEOFF RELATION FOR UNCORRELATED
OBSERVABLES

A. Additivity principle

We next show a new nonequilibrium tradeoff relation be-
tween the speeds of uncorrelated observables. We assume
that K observables of our interest are uncorrelated with one
another in the generalized sense that

Dkl = 0 (k �= l ). (51)

Then, using Eq. (12), we have a stronger inequality than the
one for a single observable,

K∑
k=1

1

Dkk

∣∣∣∣∣d〈Âk〉
dt

∣∣∣∣∣
2

=
K∑

k=1

V 2
k � IQ. (52)

Namely, we have a simple additivity principle that the sum
of the squares of the (normalized) speeds becomes the lower
bound of the quantum Fisher information.

If Eq. (52) holds true during the finite-time interval t ∈
[0, T ] of our interest, then we can discuss the additivity prin-
ciple for the displacement �B by applying Eq. (24). Indeed, we
obtain

∑
k

|〈Âk (T )〉 − 〈Âk (0)〉|2
DkkIQ

� T 2. (53)

As the first application of Eq. (52), if we assume M = 1
and �̂1 = Î, then we have

K∑
k=1

1

�A2
k

∣∣∣∣∣d〈Âk〉
dt

∣∣∣∣∣
2

� IQ, (54)

given that Ckl = cov(Âk, Âl ) = 0 for k �= l . Defining the char-
acteristic speed of Âk as vk = |Vk| = |d〈Âk〉/dt |/�Ak [41],
this can simply written as

∑
k v2

k � IQ, which is regarded as
a quantum extension of what is obtained by Ref. [82].
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B. Additivity for anticommuting observables

The uncorrelated structure, which is necessary for the
above additivity principle, naturally appears under certain
situations. As a notable case, let us choose M = 0 and con-
sider observables for which 〈Âk, Âl〉 = 0 for k �= l . This holds
true for any state ρ̂ when the observables anticommute, i.e.,
{Âk, Âl} = 0 for k �= l . In this case, we have the tradeoff
inequality

K∑
k=1

1〈
Â2

k

〉
∣∣∣∣∣d〈Âk〉

dt

∣∣∣∣∣
2

� IQ (55)

for any state and dynamics. We also find its finite-time version

∑
k

|〈Âk (T )〉 − 〈Âk (0)〉|2〈
Â2

k

〉
IQ

� T 2, (56)

since the anticommutation condition holds any time.
These nonequilibrium tradeoff relations, stating that two

(or more than two) anticommuting observables cannot have
large speeds simultaneously, are reminiscent of the stan-
dard uncertainty relation that two noncommuting observables
cannot have small variances simultaneously. Therefore, our
inequalities offer a fundamental and useful principle in
nonequilibrium dynamics caused by the nontrivial commu-
tativity property [83]. Note that, applying this to unitary
quantum dynamics, our result leads to

∑
k

〈i[X̂k, Ŷ ]〉2〈
X̂ 2

k

〉 � 4�Y 2, (57)

for an operator Ŷ and any set of operators satisfying the
anticommutation relation {X̂k, X̂l} = 2δkl X̂ 2

k .

1. Majorana fermions

The anticommutation condition is profoundly connected to
quantum particle statistics. For example, let us first consider
a system composed of multiple Majorana fermions labeled by
k. The set of such Majorana fermion operators {γ̂k} satisfy
γ̂

†
k = γ̂k and {γ̂k, γ̂l} = 2δkl . Then, we readily have

K∑
k=1

∣∣∣∣d〈γ̂k〉
dt

∣∣∣∣
2

� IQ (58)

and
K∑

k=1

|〈γ̂k (T )〉 − 〈γ̂k (0)〉|2 � T 2IQ, (59)

for any dynamics of Majorana fermions. If we consider the
time-dependent unitary dynamics, such as the dynamics de-
scribed by the Sachdev-Ye-Kitaev model [84], then we further
have√√√√ K∑

k=1

|〈γ̂k (T )〉 − 〈γ̂k (0)〉|2 � T
√

IQ � 2T �H. (60)

2. Anticommuting Pauli strings

As another notable example, we next consider any spin-1/2
system and Pauli strings {�̂q}, where �̂q = ∏

l σ̂
αl
l with αl =

FIG. 7. Time dependence of the speed of 〈σ̂ x
1 〉 (black) and speed

limits for the two-spin system in Eq. (36). We show BMT (blue),
BH (red), and the bound based on the anticommuting Pauli matrices
BPauli (orange). Our bounds BH and BPauli can provide better bounds
than BMT. We use J = 1, J ′ = 0, g = 0.3, h = 1, and the initial state
|↑↓〉, where |↑〉/|↓〉 is the eigenstate of σ̂ z with eigenvalue +1/ − 1.

0, x, y, z (σ̂ 0
l = Îl ). Taking a set PA (|PA| = K) of mutually

anticommuting Pauli strings, we find

K∑
�̂q∈PA

∣∣∣∣∣d〈�̂q〉
dt

∣∣∣∣∣
2

� IQ (61)

for arbitrary dynamics.
As a first application of inequality (61), let us consider the

unitary dynamics in the single-spin-1/2 system (or a two-
level system). Notably, in this case, for any Hamiltonians,
observables, and initial pure states, our velocity limit (61) with
taking σ̂ x, σ̂ y, and σ̂ z satisfies the equality condition. That is,

∣∣∣∣d〈σ̂ x〉
dt

∣∣∣∣
2

+
∣∣∣∣d〈σ̂ y〉

dt

∣∣∣∣
2

+
∣∣∣∣d〈σ̂ z〉

dt

∣∣∣∣
2

= 4�H2 = IQ (62)

always holds true (see Appendix E).
To demonstrate our inequality for a more complicated

setup, we next consider a unitary dynamics for a pure state in
the two-spin system whose Hamiltonian is given by Eq. (36).
We especially consider 〈σ̂ x

1 〉 as an observable of our interest
and compare the Mandelstam-Tamm bound BMT in Eq. (17),
BH in Eq. (33), and a new bound obtained from Eq. (61) with
PA = {σ̂ x

1 , σ̂
y
1 , σ̂ z

1 },
∣∣∣∣∣d
〈
σ̂ x

1

〉
dt

∣∣∣∣∣ � BPauli =

√√√√4�H2 −
∣∣∣∣∣d
〈
σ̂

y
1

〉
dt

∣∣∣∣∣
2

−
∣∣∣∣∣d
〈
σ̂ z

1

〉
dt

∣∣∣∣∣
2

. (63)

Figure 7 shows that BPauli can provide a better bound than BMT

and BH .
Finally, we note that as in Eqs. (59) and (60), we have a

finite-time version of Eq. (61), i.e.,

K∑
�̂q∈PA

|〈�̂q(T )〉 − 〈�̂q(0)〉|2 � T 2IQ (64)
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for general dynamics and√√√√√ K∑
�̂q∈PA

|〈�̂q(T )〉 − 〈�̂q(0)〉|2 � T
√

IQ � 2T �H (65)

for time-independent unitary dynamics.
Notably, the tradeoff relations for anticommuting ob-

servables are easy to verify in experiments since they do
not involve the correlation of observables, which is some-
times hard to measure. Furthermore, the inequalities in, e.g.,
Eqs. (60), (63), and (65) involve time-independent quanti-
ties, such as �H and IQ, which make the evaluation even
easier. For example, the lower bound of the transition time
T for which {〈�̂q〉} changes from {〈�̂q(0)〉} = {�ini

q } to
{〈�̂q(T )〉} = {�fin

q } is easily evaluated from Eq. (65) just by
measuring the initial value of �H (or IQ).

3. Comparison with the previous speed limit based on the metric

Interestingly, the inequalities (60) and (65) can be veri-
fied only by the information of the initial and final times.
Furthermore, if we include a sufficient number of anticom-
muting observables, then the inequalities become better than
conventional speed limits based on the metric of the quantum
state. To see this, we recall the general inequality for a single
observable (note that a similar inequality is discussed to apply
to classical stochastic thermodynamics [85])

|〈Â(T )〉 − 〈Â(0)〉|2 � �2
A

4
‖ρ̂(T ) − ρ̂(0)‖2

1 � �2
A(1 − F (T )),

(66)

where �A = max|v〉 〈v|Â|v〉
〈v|v〉 − min|v〉 〈v|Â|v〉

〈v|v〉 is the spectral width

of Â, ‖X‖1 = Tr
√

X †X is the trace-1 norm, and F (T ) =
(Tr{

√√
ρ̂(0)ρ̂(T )

√
ρ̂(0)})2 is the mixed-state fidelity. Here,

we have used the Fuchs-van de Graaf inequality [86]. For
the time-independent unitary dynamics, we have a well-
known speed limit based on the metric of the state [25],
arccos(

√
F (T )) � T �H for 0 � T �H � π

2 . We then have

|〈Â(T )〉 − 〈Â(0)〉|2 � �2
A sin2(T �H ). (67)

Using this inequality for K times, we have√√√√ K∑
k=1

|〈Âk (T )〉 − 〈Âk (0)〉|2 �

√√√√ K∑
k=1

�2
Ak

| sin(T �H )| (68)

for 0 � T �H � π
2 .

While Eq. (68) holds for general observables, our bounds
for anticommuting observables, such as Eqs. (60) and (65),
can be tighter for large K . For example, if we consider anti-
commuting Pauli strings, then we have ��q = 2, and Eq. (68)
becomes√√√√√ K∑

�̂q∈PA

|〈�̂q(T )〉 − 〈�̂q(0)〉|2 � 2
√

K| sin(T �H )|. (69)

Thus, inequality (65) provides a better bound when

K > min

{(
T �H

sin(T �H )

)2

,

(
π

2

)2
}

. (70)

In particular, if we take K � 3, then Eq. (65) always gives a
better bound than Eq. (69) (defined for 0 � T �H � π

2 ). We
have a similar result for the Majorana fermion case.

C. Remark on the coherent and incoherent speed limits

Before ending this section, we briefly remark on the co-
herent and incoherent speed limits discussed in Ref. [52].
To explain these speed limits in our context, let us di-
agonalize the density matrix at a fixed time t as ρ̂ =∑

μ ρμ|ρμ〉〈ρμ|. Then, we can decompose an observable Â

as Â = ÂC + ÂI , where ÂC = ∑
μ �=ν 〈ρμ|Â|ρν〉|ρμ〉〈ρν | and

ÂI = ∑
μ 〈ρμ|Â|ρμ〉|ρμ〉〈ρμ|. Here, we consider that ÂC and

ÂI are fixed and independent of time. Then, at time t , we can
show speed limits separately for ÂC and ÂI . Indeed, we have
| d〈ÂC〉

dt | � �AC
√

IQC and | d〈ÂI 〉
dt | � �AI

√
IQI, where IQC and

IQI are coherent and incoherent parts of the quantum Fisher
information, respectively (see Ref. [52] for their explicit ex-
pressions). Importantly, IQ = IQC + IQI.

Now, it is straightforward to see that cov(ÂC, ÂI ) = 0.
Thus, we can use our general discussion in Eq. (54) to obtain

1

�A2
C

∣∣∣∣∣d〈ÂC〉
dt

∣∣∣∣∣
2

+ 1

�A2
Q

∣∣∣∣∣d〈ÂQ〉
dt

∣∣∣∣∣
2

� IQ, (71)

which is consistent with the coherent and incoherent speed
limits. While inequality (71) has less information than the
separate speed limits, we stress that it will be improved if we
can find additional uncorrelated observables and include them
in the left-hand side of Eq. (54).

VI. APPLICATION TO QUANTUM MANY-BODY SYSTEMS

In this section, we show that useful QVLs can be de-
rived and result in tighter inequalities than the previous ones
for many-body systems. As seen below, our results provide
meaningful convergent bounds even for large systems, in con-
trast with a naive application of previous speed limits, which
lead to divergent bounds due to, e.g., the divergence of �H .
While this fact has been pointed out before [28,58,66,73],
previous results are not satisfactory in the following sense:
Refs. [28,66] relied on an unproven conjecture that is ap-
plied to only limited situations where quantum systems are
controlled by the change of external parameters; Ref. [28]
mentioned the problem but did not explicitly consider many-
body situations; results in Ref. [73] are based on the metric
of the states, which cannot fully take account of observ-
ables’ properties (see Sec. VI C for the detail); results in
Refs. [58,61] can only be applied to a limited type of ob-
servables [87]. In stark contrast, we rigorously show a set of
QVLs concerning local observables for general many-body
dynamics. As a notable example, we show that the speed of
a general local observable is bounded by the local energy
fluctuation (for the case of the unitary dynamics), which does
not diverge even in the thermodynamic limit and provides a
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FIG. 8. (a) Schematic illustration of a many-body system, whose dynamics is decomposed as L = LS + LI + L�\S , where LS (L�\S ) acts
nontrivially only on S (�\S) and LI represents the interaction between S and �\S. (b), (c) Time dependence of the speed of observables and
speed limits for a spin system in Eq. (80) with (b) L = 6 and (c) L = 12. We show the speed of 〈σ̂ z

1 〉 (black), the Mandelstam-Tamm bound
BMT (blue), the bounds for the many-body system B′

MB (red) and BMB (green). Our bounds B′
MB and BMB provide good bounds even when

L increases, in contrast with BMT. We also discover that BMB becomes better than B′
MB especially for relatively small L, indicating that the

correlation factor can capture finite-size corrections for the speed limit. We use J = 1, g = 0.3, h = 1, and the initial state |↑↑↑↑ · · ·〉.

tighter bound. Moreover, we also clarify how we can improve
the bound using the correlation when the “bath” of the system
is finite.

We also note that, while several other approaches exist
to bound the speed of the many-body dynamics, such as
the Lieb-Robinson bound and its applications [88–97], our
bounds have the advantage in that they have the information-
theoretical meaning. Furthermore, for unitary dynamics, our
bounds include the quantum fluctuation of the observable and
the energy fluctuation of part of the Hamiltonians, in accor-
dance with the original spirit of the Mandelstam-Tamm bound
for observables.

A. Quantum velocity limit for decomposed dynamics

For the above purpose, we first illustrate a general in-
equality as a variant of the QVL discussed in Eq. (12). Let
L be decomposed as L = L1 + L2, where L2[ρ̂] does not
change the expectation value of K projected observables Âk −∑

μ 〈Âk, �̂μ〉�̂μ of our interest. That is, defining the SLD L̂1,2

for L1,2, we assume〈
Âk −

∑
μ

〈Âk, �̂μ〉�̂μ, L̂2

〉
= 0 (72)

for all 1 � k � K . Under this condition, we can show (see
Appendix F for proof)

�BTD−1 �B � F11 − F2
12

F22
= Det[F]

F22
. (73)

Here,

Fzz′ =
〈

L̂z −
M∑

μ=1

〈L̂z, �̂μ〉�̂μ, L̂z′ −
M∑

μ=1

〈L̂z′ , �̂μ〉�̂μ

〉

= Izz′ −
M∑

μ=1

〈L̂z, �̂μ〉〈�̂μ, L̂z′ 〉 (74)

is the modified quantum Fisher information matrix with Izz′ =
〈L̂z, L̂z′ 〉 being the standard quantum Fisher information ma-
trix (see also Appendix A). As discussed in Appendix F,
the bound in the right-hand side of Eq. (73) can be replaced

simply with I:

�BTD−1 �B � I11 − I2
12

I22
= Det[I]

I22
. (75)

As a primary example, let us consider the Hamiltonian
dynamics Ĥ = Ĥ1 + Ĥ2 and a pure state. In this case, we
have I11 = 4�H2

1 , I22 = 4�H2
2 , and I12 = 4cov(Ĥ1, Ĥ2). In

particular, for M = 1 with �̂1 = Î, we obtain the following
QVL:

�BTC−1 �B � 4�H2
1

(
1 − φ2

H1H2

)
, (76)

provided that 〈[Âk, Ĥ2]〉 = 0 for all k. Furthermore, for a sin-
gle observable Â (K = 1), we have∣∣∣∣∣d〈Â〉

dt

∣∣∣∣∣ � BMB := 2�A�H1

√
1 − φ2

H1H2
, (77)

when 〈[Â, Ĥ2]〉 = 0.

B. Bounds for many-body dynamics

As an important application, we consider quantum many-
body spin systems on lattice sites � and dynamics caused by
local interactions. Let us focus on a set of observables Âk that
act on a subsystem S ⊂ �. The dynamics is then decomposed
as L = LS + LI + L�\S , where LS (L�\S ) acts nontrivially
only on S (�\S) and LI represents the interaction between
S and �\S [see Fig. 8(a)]. Note that we can also regard �\S
as the “bath” for the subsystem.

If we take M = 0, for which Dkl = 〈Âk, Âl〉, or M = 1 with
�̂1 = Î, for which D = C, then we can see that inequality (73)
holds with, e.g., setting L1 = LS + LI and L2 = L�\S since
〈Âk, L̂2〉 = cov(Âk, L̂2) = 0. For the small subsystem S, the
bound in Eq. (73) [or Eq. (77)] becomes much tighter than
Eq. (12) [or BMT] because I11 � IQ in general. Furthermore,
the second term in the right-hand side of Eq. (73) [or Eqs. (76)
and (77)] also indicates a nontrivial consequence that the
correlation between the subsystem and the rest suppresses
the speed limit. In the following, let us show some concrete
examples.

As a first example, we consider a speed limit for unitary dy-
namics whose Hamiltonian is given by Ĥ = ĤS + ĤI + ĤB =

013018-14



QUANTUM VELOCITY LIMITS FOR MULTIPLE … PHYSICAL REVIEW RESEARCH 6, 013018 (2024)

ĤSI + ĤB (note that L�\S = −i[ĤB, . . .]). In this case, we
have ∣∣∣∣∣d〈Â〉

dt

∣∣∣∣∣ � 2�A�HSI

√
1 − φ2

HSI HB
, (78)

which is convergent even for �H → ∞ in the thermodynamic
limit, since �HSI is convergent. Note that |φHSI HB | can be
larger as we decrease the system size if the correlation length
between the subsystem and the rest is finite. This means that
we can further tighten the bound compared with the naive
bound 2�A�HSI using the correlation factor

√
1 − φ2

HSI HB
, es-

pecially when the bath of the system is finite. Such a situation
can occur in actual experiments using artificial quantum sys-
tems, e.g., trapped ions. Furthermore, this correction ensures
that the bound in Eq. (78) becomes always better than the
conventional bound in Eq. (17), as detailed in next subsection.

As a second example, consider an observable Â for which
[ĤI , Â] = 0. In this case, we can take Ĥ1 = ĤS and Ĥ2 =
ĤIB = ĤI + ĤB, obtaining∣∣∣∣∣d〈Â〉

dt

∣∣∣∣∣ � 2�A�HS

√
1 − φ2

HSHIB
, (79)

where the fluctuation of ĤS , not ĤSI , appears.
As a third example, we take a specific spin-1/2 many-body

system on L lattice sites to demonstrate the bound (77). We
consider unitary dynamics whose Hamiltonian is given by

Ĥ =
L−1∑
j=1

Jσ̂ z
j σ̂

z
j+1 +

L∑
j=1

gσ̂ x
j + hσ̂ z

j . (80)

for a pure state. We focus on the local magnetization at the
first site, Â = σ̂ z

1 . In this case, we can set Ĥ1 = gσ̂ x
1 and

Ĥ2 = Ĥ − Ĥ1, since [Â, Ĥ2] = 0 (this choice is slightly dif-
ferent from the decompositions into ĤSI (ĤS ) and ĤB (ĤIB)
discussed in the previous paragraphs). Figures 8(b) and 8(c)
show the bound BMB in Eq. (77), the slightly loose bound
that neglects the correlation, i.e., B′

MB = 2�A�H1, and the
Mandelstam-Tamm bound BMT in Eq. (17). Figures 8(b) and
8(c) show that BMB and B′

MB become much better than BMT,
which tends to be loose for larger L. We also find that BMB

becomes better than B′
MB especially for relatively small L,

indicating that the correlation factor can capture finite-size
corrections for the speed limit.

As a final example, let us discuss the tradeoff relation
for anticommuting observables in many-body systems. We
consider a set of observables Â1, . . . , ÂK acting on S, which
are assumed to satisfy {Âk, Âl} = 0 for k �= l . Then, taking
M = 0 and assuming initial pure states in isolated systems in
Eq. (75), we obtain

K∑
k=1

1〈
Â2

k

〉
∣∣∣∣∣d〈Âk〉

dt

∣∣∣∣∣
2

� 4�H2
SI

(
1 − φ2

HSI HB

)
, (81)

which is a many-body counterpart for Eq. (55). For example,
if we take mutually anticommuting Pauli strings {�̂k} on a
local subsystem (such as {σ̂ x

i , σ̂
y
i , σ̂ z

i } with i ∈ S), then we

FIG. 9. Time dependence of the speed of an observable and
speed limits for a spin system in Eq. (80) with L = 12. We show the
speed of 〈σ̂ z

1 〉 (black), the Mandelstam-Tamm bound BMT (blue), the
bound BMB based on �H1 = |g|�σ x

1 (green), and the bound BMB:SI

based on �HSI in Eq. (78) (purple), where ĤSI = gσ̂ x
1 + hσ̂ z

1 +
Jσ̂ z

1 σ̂ z
2 . The bound BMB provides much tighter bounds compared with

BMT and BMB:SI . We use J = 1, g = 0.1, h = 1, and the initial state
|↑↓↓↓ · · ·〉.

have

K∑
k=1

∣∣∣∣∣d〈�̂q〉
dt

∣∣∣∣∣
2

� 4�H2
SI

(
1 − φ2

HSI HB

)
(82)

as a many-body counterpart for Eq. (61). This means that the
energy scale that governs the tradeoff relation among anticom-
muting local observables is the local energy fluctuation �HSI ,
not the entire energy fluctuation �H .

C. Distinction compared with Ref. [73]

In this subsection, we discuss the distinct features of our
results compared with results in Ref. [73]. In Ref. [73], they
considered the reduced density matrix ρ̂S (t ) of ρ̂(t ) for the
local subsystem S and showed

arccos(
√

FS (t1, t2)) �
∫ t2

t1

�HSI dt, (83)

where FS (t1, t2) = (Tr{
√√

ρ̂S (t1)ρ̂S (t2)
√

ρ̂S (t1)})2 is the
mixed-state fidelity for the reduced density matrix.

However, our results have some notable advantages com-
pared with the results in Ref. [73]. First, we note that the
bound in Eq. (78), where �HSI appears as in Ref. [73], is just
a specific example of Eq. (77). In particular, if an observable
Â of our interest commutes with Ĥ2 for isolated systems,
then Eq. (77) holds. Then, instead of Eq. (78), we can have
nontrivial bounds using different energy fluctuations �H1

(such as �HS) from Eq. (77) if there is some commutativity
structure between the observable and the partial Hamiltonian.
This is already demonstrated in the second and third examples
(see inequality (79) and Figs. 8(b) and 8(c), respectively).
Furthermore, in the setting of the third example, we find that
BMB based on �H1 = |g|�σ x

1 can in fact be much tighter
than the bound (78) based on �HSI (see Fig. 9). Note that
the energy scale �H1 is obtained only after the consideration
of the commutativity property of the observable and cannot
be inferred from the discussion in Ref. [73], which divides
the subsystem and the rest from the outset and necessarily
includes �HSI .

013018-15



RYUSUKE HAMAZAKI PHYSICAL REVIEW RESEARCH 6, 013018 (2024)

Second, Ref. [73] does not discuss observable-based
inequalities. In contrast, our approach offers nontrivial con-
sequences by focusing on observable-based inequalities. For
a notable consequence, our inequalities show that the cor-
relation between ĤSI (or, more generally, Ĥ1) and ĤB (Ĥ2)
improves the bound for the first time. This improvement
cannot be directly understood from the results in Ref. [73].
Furthermore, we find that the correction plays a qualitatively
significant role in the following sense: while �HSI can be
larger than �H in general (e.g., when the state is the eigen-
state of Ĥ , but not ĤSI ), �HSI

√
1 − φ2

HSI HB
cannot exceed

�H . Indeed, we have

�H2 − �H2
SI

(
1 − φ2

HSI HB

) =
(

�HB + cov(ĤSI , ĤB)

�HB

)2

� 0.

(84)

This means that our inequality in Eq. (78) [or, more generally,
Eq. (77)] is always better than the conventional Mandelstam-
Tamm inequality, while the result in Ref. [73] is not.

For another important consequence, we elucidate general
QVLs for multiple observables that are useful even in many-
body systems [see Eq. (75)]. This is demonstrated as the
fourth example in the previous subsection, i.e., the tradeoff
relation for the anticommuting observables (e.g., certain Pauli
strings) given in Eqs. (81) and (82). These bounds cannot
be immediately obtained from the metric-based method in
Ref. [73] since we should account for relative relations among
different observables.

VII. VELOCITY LIMIT BASED ON LOCAL
CONSERVATION LAW OF PROBABILITY

While we have discussed QVLs based on the Fisher infor-
mation so far, we can obtain a distinct type of velocity limits
based on the local conservation law of probability for multiple
observables. These velocity limits, as for the recently found
speed limits [58] for each single observable, are especially
advantageous in discussing macroscopic transitions. As in
the case for the bounds in Eqs. (10) and (12), our multiple-
observable velocity limits can provide better bounds than the
speed limit obtained previously [58,61].

A. Review on the speed limit for single observables

We first review the speed limit for a single observable
[see Eq. (88)] based on Ref. [58] with a slight modification
of avoiding the explicit introduction of the graph structure.
Thanks to this modification, the results in this manuscript can
be applied to a broader class of macroscopic systems, which
were difficult previously [58,61] (see the final paragraph of
this subsection).

To begin with, we consider a discrete system whose state
space is described by the basis set {i} and a probability dis-
tribution {pi} on it. We assume that the local conservation
law of probability is satisfied, which leads to the continuity
equation of probability,

d pi

dt
= −

∑
j( �=i)

Jji, (85)

where Jji = −Ji j is the probability current from i to j. Note
that this equation and the following formalism apply to var-
ious systems. For example, for a classical stochastic system
whose time evolution is given by d pi/dt = ∑

j Ri j p j with
a transition rate matrix R, Ji j = Ri j p j − Rji pi. For a uni-
tary quantum dynamics with d ρ̂/dt = −i[Ĥ, ρ̂], we can take
some fixed basis set {|i〉〈i|} and define pi = 〈i|ρ̂|i〉. Then,
we find Ji j = −iHi jρ ji + c.c., where Hi j = 〈i|Ĥ | j〉 and ρ ji =
〈 j|ρ̂|i〉. We can also consider open quantum systems, as dis-
cussed in Ref. [58].

Let us consider an observable written as a function of
{i}. We first focus on quantum systems and a single ob-
servable given by Â = ∑

i ai|i〉〈i| (for example, when |i〉
represents the Fock basis, we can take, e.g., the sum of the
particle positions and the onsite interactions as Â). Then,
we have d〈Â〉

dt = −∑
i �= j aiJji = − 1

2

∑
i �= j (ai − a j )Jji, where

Ji j = −Jji is used. Now, we introduce ri j � 0, which satisfies
ri j > 0 if Ji j �= 0 (equivalently, Ji j = 0 if ri j = 0). Then

d〈Â〉
dt

= −1

2

∑
i �= j,ri j>0

ri j (a j − ai )
Ji j

r ji
= 〈∇A, u〉r, (86)

where

〈Y, Z〉r = 1

2

∑
i �= j,ri j>0

ri jYi jZi j, (87)

(∇A)i j = ai − a j, and (u)i j = Ji j

ri j
.

Now, we can use the Cauchy-Schwarz inequality to find∣∣∣∣∣d〈Â〉
dt

∣∣∣∣∣ �
√

〈∇A,∇A〉r

√
U , (88)

where we define

U = 〈u, u〉r . (89)

This inequality leads to important consequences. First, the
factor 〈∇A,∇A〉r can be small even when ‖Â‖∞ or �A can
be large (see the example below). Second, U is often bounded
by a physically relevant quantity. For example, for unitary
dynamics, by taking ri j = |Hi jρ ji|, we find [58]

U � 2
∑
i �= j

ri j − 2E2
trans∑

i �= j ri j
� 2CH − 2E2

trans

CH
, (90)

where

Etrans :=
∑
i �= j

Hi j = 〈Ĥ〉 −
∑

i

Hii (91)

is the transition part of the energy and

CH := max
i

∑
j( �=i)

|Hi j | (92)

is the strength of the transition, which is easily known from
the Hamiltonian.

Instead, if we consider a classical stochastic system, then
U may be bounded by the entropy production rate �̇ (note
that we consider a classical observable A = {ai} instead of Â
in this case). For example, if the system is attached to a single
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heat bath satisfying the detailed balance condition, then we
take ri j = Ri j p j + Rji pi and obtain [42]

U � �̇

2
, (93)

where �̇ := ∑
i �= j Ri j p j ln Ri j p j

R ji pi
. We note that this thermo-

dynamic inequality is recently found to be related to the
optimal transport problem [98], where the entropy production
is bounded using the square of the order-2 Wasserstein dis-
tance [55,60].

For a simple example, let us consider far-from-equilibrium
transport of a quantum particle in one dimension, whose
Hamiltonian is given by

Ĥ = V̂pot +
∑

i

Jhb̂†
i+1b̂i + H.c., (94)

where b̂i is the annihilation operator of the particle at site i
and V̂pot determines an arbitrary onsite potential. Note that the
basis |i〉 is taken as the basis for the single-particle position.
We focus on the position operator given by x̂ = ∑

i i|i〉〈i|.
For an infinitely large system, �x diverges unboundedly in
time (because of, e.g., diffusion), which makes the inequal-
ity |d〈x̂〉/dt | � 2�x�H meaningless (note that |d〈x̂〉/dt | is
convergent).

In contrast, if we apply Eq. (88), then we find a convergent
bound. If we take ri j = |Hi jρ ji| = Jh(δi+1, j + δi−1, j )|ρ ji|,
then we find 〈∇A,∇A〉r = Jh

∑
i |ρi,i+1| � Jh, where we have

used |ρi,i+1| � √
pi pi+1 � (pi + pi+1)/2. We also have CH =

2Jh in Eq. (92). Then, using Eq. (90), we obtain∣∣∣∣d〈x̂〉
dt

∣∣∣∣ � √
JhU �

√
4J2

h − E2
trans, (95)

which provides a convergent bound even for a macroscopic
system. As discussed in Ref. [58], we can derive a similar
speed limit useful for macroscopic transition even in (possibly
interacting) many-particle systems.

Let us argue that the speed limit in Eq. (88) can be ap-
plied to a broader class of macroscopic systems, which were
difficult previously [58,61]. This is because we can avoid the
explicit introduction of the graph structure, which was done
in Refs. [58,61]. In Refs. [58,61], the speed limit for an ob-
servable is described by, e.g., the graph analog of the Lipshitz
constant of it (max(i, j)∈E |ai − a j |, where E denotes the edge
of the graph). This factor is significantly changed if we alter
the graph structure. However, such change is physically un-
favorable for a weakly perturbed system. For example, QSLs
for particles in Refs. [58,61] should be loosened even if we in-
clude very small long-range hoppings since they dramatically
change the graph structure (especially E). However, our bound
in Eq. (88) does not have such a problem, i.e., such small
long-range hoppings do not greatly change the bound. This
is because we use 〈∇A,∇A〉r instead of the Lipshitz constant
of A; the fact that perturbation is weak is encoded through r.
For example, let us consider a single-particle quantum system
with small long-range hopping amplitudes, where |Hi j | be-
comes nonzero but small for |i − j| � 1. Then, ri j = |Hi jρ ji|
becomes automatically small for |i − j| � 1, which does not
alter the right-hand side of Eq. (88) much.

Finally, we mention that the above speed limit can be
discussed in a continuous system. Let us assume that the space
coordinate is given by x, and that we can define a proba-
bility distribution P(x, t ) on it, which satisfies the continuity
equation

∂P

∂t
= −∇ · J (96)

for a probability current J(x, t ). We consider an observable
A(x) whose expectation value is given by

〈A(t )〉 =
∫

dxP(x, t )A(x). (97)

Assuming that P → 0 for |x| → ∞, we obtain [58]

d〈A〉
dt

= −〈∇A, u〉c
r . (98)

Here,

〈Y, Z〉c
r :=

∫
r(x)>0

dxr(x)Y(x) · Z(x) (99)

and u(x) = J(x)/r(x), where we assume r(x) > 0 if J(x) �=
0. Then, the Cauchy-Schwarz inequality leads to∣∣∣∣d〈A〉

dt

∣∣∣∣ � √〈∇A,∇A〉c
r

√
Uc, (100)

where Uc = 〈u, u〉c
r , in analogy with Eq. (88). Because

〈∇A,∇A〉c
r provides a small value compared with �A,

Eq. (100) is useful for macroscopic transitions in continuous
systems as in Eq. (88).

Importantly, 〈u, u〉c
r is often bounded by some physical

quantities. For example, for the nonlinear Schrodinger equa-
tion that can describe, e.g., the mean-field dynamics of a Bose
gas [99], we find 〈u, u〉c

r � 2Ekin by taking r = P(x) [58].
Here, Ekin = ∫

dxP|∇θ |2 h̄2/(2m2) is the kinetic energy of
the Bose gas per particle, where the (normalized) wave func-
tion is given by ψ (x) = √

P(x)eiθ (x) with a quantum phase
θ (x). Another example is the thermodynamic Fokker-Planck
equation [53,100], where we find 〈u, u〉c

r � μT �̇ by taking
r = P(x). Here, μ is the mobility of the particle, T is the
temperature, and �̇ = 〈J2/P2〉

μT is the entropy production rate
for the Fokker-Planck system.

B. Velocity limit for multiple observables

We now discuss our new velocity limit for multiple ob-
servables based on the local conservation law of probability.
Similar to the derivation in Eqs. (10) and (12), we obtain the
matrix inequality (see Appendix G)

�B �BT � UD (101)

and the equivalent scalar inequality

�BTD−1 �B � U (102)

for a set of observables {Âk} given by Âk = ∑
i(ak )i|i〉〈i| for

all k. Here, we define a K × K matrix D whose components
are given by

Dkl = 〈∇Ak,∇Al〉r −
∑

μ

〈∇Ak,∇�μ〉r〈∇�μ,∇Al〉r,

(103)
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FIG. 10. (a) Quantum transport of a single particle described by the Hamiltonian in Eq. (94). The potential V̂pot is chosen as V̂pot =∑
i V i

pot|i〉〈i|, where V i
pot = 5.0 for i ≡ 2 (mod3) and V i

pot = 0 otherwise. The initial state is |ψ (0)〉 = |i = 100〉. We observe the position of the
particle x̂ and the imbalance between odd and even sites, ŝ, whose gradients are uncorrelated with each other for an extended system (we use
L = 200 in the numerical simulation). (b) The speed of x̂ (black), the bound obtained from Eq. (108), i.e., Bxs = √

JhU − |d〈ŝ〉/dt |2/4 (red),
the bound Bx = √

JhU in Eq. (95) (green), and the bound BMT in Eq. (17) (blue). We find that Bxs provides a better bound than Bx, meaning
that the knowledge of the speed of the imbalance can tighten the bound for the speed of the position. We also find that BMT becomes divergent
for large t . We choose Jh = 1.

where �̂μ are invariant observables that are assumed to have
the form �̂ν = ∑

i(λν )i|i〉〈i| and satisfy the orthonormalized
condition 〈∇�μ,∇�μ′ 〉r = δμμ′ . We have also assumed that
D has an inverse. For K = 1 and M = 0, we recover Eq. (88).

The velocity limit based on the probability current has
many nontrivial consequences not obtained by the velocity
limit based on the Fisher information. Below, we detail exam-
ples of an asymmetric lower and upper bound and a tradeoff
relation for observables whose gradients are uncorrelated.

We first discuss the asymmetric lower and upper bound.
Choosing K = 2 in Eq. (102), we have

D22

∣∣ d〈Â1〉
dt

∣∣2 − 2D12
d〈Â1〉

dt
d〈Â2〉

dt + D11

∣∣ d〈Â2〉
dt

∣∣2
D11D22 − |D12|2 � U . (104)

To gain physical insight, we here focus on the transport
dynamics of a single particle on an extended one-dimensional
lattice, while generalization to many-particle systems and
higher dimensions is possible (as in the single-observable
case). We first consider the unitary dynamics whose Hamil-
tonian is given in Eq. (94). We focus on two observables
Â1,2 = ∑

i(a1,2)i|i〉〈i|. After some calculation, we have an
asymmetric lower and upper bound for the velocity of Â1 in
terms of that of Â2 (see Appendix G 2),

χ̃V2 −
√

(1 − χ̃2)
(
JhU − V2

2

)
� V1

� χV2 +
√

(1 − χ̃2)
(
JhU − V2

2

)
, (105)

where U can be replaced with 4Jh − 2E2
trans/Jh [see Eq. (90)].

Here, Vk := (dÂk/dt )/
√
Ckk and χ̃ := C12/

√
C11C22 � 1 with

Ckl =
∑

i

pi

2
{(∇Ak )i,i+1(∇Ak′ )i,i+1 + (∇Ak )i,i−1(∇Ak′ )i,i−1}.

(106)

This inequality provides a tighter inequality than that in
Ref. [58] for a single observable in light of the knowledge
of another observable.

Instead of the unitary time evolution, we can discuss
classical stochastic dynamics for single particle transport.
If we assume the transition rate matrix as Ri j = R(δi, j+1 +
δi, j−1) (i �= j), then we have

χ̃V2 −
√

(1 − χ̃2)
(
2RU − V2

2

)
� V1

� χV2 +
√

(1 − χ̃2)
(
2RU − V2

2

)
, (107)

where U can be replaced with �̇/2.
Note that Eq. (106) is often easily calculated. For example,

for Â1 = x̂ = ∑
i i|i〉〈i| and Â2 = x̂2 = ∑

i i2|i〉〈i|, we find
C12 = C21 = 2〈x̂〉, C11 = 1, and C22 = 4〈x̂2〉 + 1.

As a special case for the above argument, we can find the
additivity principle for two observables whose gradients are
uncorrelated. For example, if we consider the position of the
particle Â1 = x̂ = ∑

i i|i〉〈i| and the even-odd imbalance of
the density Â2 = ŝ = ∑

i(4�i/2� − 2i + 1)|i〉〈i|, then we have
C11 = 1, C12 = C21 = 0, C22 = 4, and χ̃ = 0. Then, substi-
tuting them into Eq. (105) shows that∣∣∣∣d〈x̂〉

dt

∣∣∣∣
2

+ 1

4

∣∣∣∣d〈ŝ〉
dt

∣∣∣∣
2

� JhU � 4J2
h − E2

trans (108)

for unitary dynamics, which is stronger than Eq. (95). Simi-
larly, the corresponding bound for classical stochastic systems
reads ∣∣∣∣d〈x̂〉

dt

∣∣∣∣
2

+ 1

4

∣∣∣∣d〈ŝ〉
dt

∣∣∣∣
2

� 2RU � R�̇. (109)

Figure 10 verifies the bound obtained from Eq. (108), i.e.,
|d〈x̂〉/dt | � Bxs =

√
JhU − |d〈ŝ〉/dt |2/4 for a single-particle

quantum system in Eq. (94). We also compare it with the
bounds Bx = √

JhU in Eq. (95) and BMT in Eq. (17). We
find that Bxs provides a better bound than Bx, meaning that
the knowledge of the speed of the imbalance can tighten the
bound for the speed of the position. We also find that BMT

becomes divergent for large t .
We can obtain a similar velocity limit for multiple observ-

ables in continuous systems. For this purpose, we introduce
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the velocity vector �Bc = {Bk}K
k=1 with Bk = d〈Ak〉/dt from

Ak (x) and the invariant observables {�μ(x)}M
μ=1 satisfying

〈∇�μ,∇�ν〉c
r = δμν . We then have �Bc �BT

c � UcDc and

�BcD−1
c

�BT
c � Uc, (110)

where Dc is obtained by the replacement of 〈· · · , · · ·〉r in
Eq. (103) with 〈· · · , · · ·〉c

r . Again, we recall that Uc is bounded
by physical quantities, e.g., the kinetic energy for the nonlin-
ear Schrödinger equation and the entropy production rate for
the Fokker-Planck equation.

VIII. CONCLUSION AND OUTLOOK

In this paper, we have introduced the notion of the quan-
tum velocity limits for multiple observables for the first
time. We show that the velocity limits provide tighter bounds
due to the knowledge of other observables than the conven-
tional speed limits for a single observable. As a first type
of the quantum velocity limits, we have derived the univer-
sal information-theoretical bound for the velocity vector of
observables [Eqs. (10) and (12)]. Remarkably, this velocity
limit has various consequences, including the speed limits
tightened by conserved quantities (27), the nontrivial lower
bound for the velocity of an observable (45), the tradeoff
relation between uncorrelated observables (52) and its rela-
tion to anticommutivity, and the convergent velocity limits
for observables in general many-body systems (75). We also
show the distinct type of the multiple-observable velocity
limit based on the local conservation law of probability (102).
These velocity limits serve as a hitherto unknown concept
toward a universal theory of far-from-equilibrium quantum
dynamics of multiple observables.

While we have discussed our velocity limits for the ex-
pectation values of observables, it is intriguing to extend
the concept to other quantities. Recently, speed limits are
investigated for, e.g., the correlations [85,101–103], fluctua-
tions [104], entropies [58,105–110], and operator complexity
[103,111]. Even for those quantities, the knowledge of other
observables, such as conserved quantities, may be used to
tighten the bounds. Furthermore, it is also interesting to inves-
tigate how unique quantum properties affect the dynamics of
those quantities, like the nonequilibrium tradeoff relation for
nontrivially anticommuting observables found in this work.

Since practical quantum velocity limits are obtained for
many-body systems, we may be able to apply them to evaluate
the timescale of quantum many-body dynamics [112–117].
This is relevant for the problem of thermalization of isolated
quantum systems [118], which offers a foundation of quantum
statistical mechanics. Interestingly, our strategy of consider-
ing local observables in locally interacting systems, not the
entire state, is analogous to the standard method in discussing
this problem. We leave it a future problem to discuss the
detailed relation between our bounds and the timescale of
thermalization.

Though we have mainly discussed examples in unitary
quantum systems, the velocity limits can be universally ap-
plied to open quantum systems, classical stochastic systems,
and even nonlinear systems, such as population dynamics. It
is left as a future issue to examine such systems on the basis

of our bounds. It is also essential to discuss how our velocity
limits can be used to evaluate the controllability of quantum
systems under the knowledge of, e.g., conserved quantities
and Hamiltonian structures. This may be accomplished by
combining our results with optimization techniques developed
in other fields [119].

Finally, as seen in Sec. II, the information-theoretical quan-
tum velocity limits can also be regarded as a generalized
version of the quantum Cramér-Rao bound, the fundamen-
tal bound in quantum information theory. In contrast with
the conventional quantum Cramér-Rao bound, our bound ac-
counts for multiple observables of a system, such as conserved
quantities. Then, our rigorous inequality will have profound
implications even outside the context of nonequilibrium dy-
namics, e.g., quantum metrology under the knowledge of
other observables. Indeed, a similar motivation has recently
been appreciated in multiparameter quantum metrology [79].
Thus, our formalism may be beneficial for such an application,
too.
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APPENDIX A: DETAILS OF EQS. (10) AND (12)
IN THE MAIN TEXT

1. Proof of Eqs. (10) and (12) and their generalization

We first give a proof of Eqs. (10) and (12) in the main text.
To keep the derivation as general as possible, we consider the
case with multiple observables and multiparameters simulta-
neously. More precisely, we focus on a set of K observables
Â1, . . . , ÂK and a set of Z parameters y1, . . . , yZ . We take
Z = 1 and y1 = t at the end to obtain the formula in the main
text. We define

Bkz := ∂yz〈Âk〉 = 〈Âk, L̂z〉, (A1)

where L̂z is the symmetric logarithmic derivative (SLD) for
the parameter yz.

We assume that the set of M invariant observables �̂μ

exists and satisfies ∂yz〈�̂μ〉 − 〈∂yz�̂μ〉 = 0 for all z. As dis-
cussed in the main text, we can assume the orthonormalization
condition 〈�̂μ, �̂ν〉 = δμν . Then, Bkz is given by

Bkz =
〈

Âk −
∑

μ

fkμ�̂μ, L̂z

〉
(A2)

for arbitrary fkμ, which we assume real.
Now, we introduce two real vectors (a1, . . . , aK ) and

(b1, . . . , bZ ) and consider

∑
kz

akbzBkz =
〈∑

k

ak

⎛
⎝Âk −

∑
μ

fkμ�̂μ

⎞
⎠,
∑

z

bzL̂z

〉
. (A3)
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Using the Cauchy-Schwarz inequality, we have∑
kzk′z′

akak′bzbz′BkzBk′z′ �
∑
kzk′z′

akak′bzbz′D f
kk′Izz′ , (A4)

where

D f
kk′ :=

〈
Âk −

∑
μ

fkμ�̂μ, Âk′ −
∑

μ

fk′μ�̂μ

〉
(A5)

and

Izz′ := 〈L̂z, L̂z′ 〉 (A6)

is the SLD quantum Fisher information matrix.
We can choose fkμ as 〈Âk, �̂μ〉 to optimize the right-hand

side of inequality (A4), for which D f becomes D introduced
in the main text. In fact, we can prove the matrix inequality
D � D f for all fkμ since

∑
kk′

aka′
k

(
D f

kk′ − Dkk′
) =

∑
μ

∣∣∣∣∣
∑

k

ak (〈Âk, �̂μ〉 − fkμ)

∣∣∣∣∣
2

� 0.

(A7)

We thus obtain∑
kzk′z′

akak′bzbz′BkzBk′z′ �
∑
kzk′z′

akak′bzbz′Dkk′Izz′ . (A8)

Now, the condition (A8) can be recast as

min
�a,�b

{(�aTD�a)(�bTI �b) − (�aTB�b)2} � 0, (A9)

where B = {Bkz}. By introducing an auxiliary real variable λ,
we can rewrite the above equation as

min
λ,�a,�b

{λ2 + 2λ(�aTB�b) + (�aTD�a)(�bTI �b)} � 0. (A10)

For a fixed λ and �b, we can find that �a = − λD−1B�b
�bTI�b minimizes

the left-hand side, obtaining a novel matrix inequality

BTD−1B � I. (A11)

Instead, we find that �b = − λI−1BT�a
�aTD�a minimizes the left-hand

side for a fixed λ and �a, obtaining

BI−1BT � D, (A12)

where we have assumed that I has an inverse. Note that
inequalities (A11) and (A12) are equivalent because they are
the Schur complements for a large matrix(

D B

BT I

)
. (A13)

Inequalities (A11) and (A12) give the inequalities gener-
alizing our results discussed in the main text. We here take
Z = 1, with which we have I11 = IQ. Then, Eq. (A12) reduces
to the matrix inequality in Eq. (10) in the main text,

�B �BT � DIQ. (A14)

As an equivalent inequality, Eq. (A11) reduces to the scalar
inequality in Eq. (12) in the main text,

K({Ak}; {�μ}) := �BTD−1 �B � IQ. (A15)

Note, if we instead consider K = 1 and Z �= 1, then we
have a matrix inequality

�B�BT � I

⎛
⎝〈Â2〉 −

∑
μ

〈Â, �̂μ〉2

⎞
⎠ (A16)

and an equivalent scalar inequality

�BTI−1 �B �

⎛
⎝〈Â2〉 −

∑
μ

〈Â, �̂μ〉2

⎞
⎠, (A17)

where �B = (B11, . . . , B1Z )T.

2. Alternative proof of Eq. (12) for M = 1 with �̂1 = Î

In this subsection, we show that Eq. (12) for M = 1 with
�̂1 = Î is also obtained by combining the well-known in-
equality | d〈Â〉

dt |2 � �A2IQ and the ideas introduced in our
manuscript, i.e., introduction of velocity vector for multiple
observables and suitable optimization. To see this, we take Â
as a linear combination of multiple observables of our interest
as Â = ∑

k zkÂk . We then have∣∣∣∣∣d〈Â〉
dt

∣∣∣∣∣
2

= (�zT �B)2 (A18)

and

�A2 = �zTC�z. (A19)

Now, we notice

max
�z

∣∣ d〈Â〉
dt

∣∣2
�A2

= max
�z

((C1/2�z)TC−1/2 �B)2

�zTC�z = �BTC−1 �B, (A20)

where we have used the Cauchy-Schwarz inequality, whose
equality condition is satisfied for �z ∝ C−1 �B. This implies
�BTC−1 �B � IQ, as desired. We stress that while this derivation
seems to originate from the single-observable speed limit, we
additionally need to introduce velocity vector and solve suit-
able optimization problem for multiple variables (associated
with multiple observables). Therefore, our QVLs for multiple
observables cannot be regarded as a mere consequence of
QSLs for a single observable, offering novel and useful in-
equalities. We also stress that the ideas of introducing velocity
vectors and solving optimization problem are first employed
to understand quantum dynamics in our manuscript.

APPENDIX B: PROOF OF THE BOUND
FOR A FINITE-TIME INTERVAL

We here show Eq. (23) in the main text. For this purpose,
we take an arbitrary real vector {ak} and consider

∑
k

akBk =
∫ T

0

∑
k

akBk (t )dt . (B1)
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We then have

∑
kk′

akak′BkBk′ =
∣∣∣∣∣
∑

k

akBk

∣∣∣∣∣
2

� T
∫ T

0

(∑
k

akBk (t )

)2

dt

� T
∫ T

0

∑
kk′

akak′D(t )kk′ IQdt

� T 2
∑
kk′

akak′Dkk′ IQ. (B2)

Here, we have used the Cauchy-Schwarz inequality from the
first to the second line and the instantaneous velocity limit
from the second to the third line. Since this inequality holds
for all {ak}, we have

BBT � T 2 DIQ. (B3)

APPENDIX C: PROOF OF THE EQUALITY CONDITION
FOR A SINGLE-SPIN-1/2 SYSTEM

Here, we discuss the proof of the equality conditions dis-
cussed in Sec. III B 1. We first consider the case with Ĥ = gσ̂ x

and Â = cI Î +∑
α=x,y,z cασ̂ α . A straightforward calculation

leads to

d〈Â〉
dt

= 2g(−cy〈σ̂ z〉 + cz〈σ̂ y〉)

〈Â2〉 −
∑

μ=1,2

〈Â, �̂μ〉2 = c2
y + c2

z − (cy〈σ̂ y〉 + cz〈σ̂ z〉)2

1 − 〈σ̂ x〉2

�H2 = g2(1 − 〈σ̂ x〉2), (C1)

where �̂1 = Î and

�̂2 = Ĥ − 〈Ĥ〉√
〈(Ĥ − 〈Ĥ〉)2〉

. (C2)

Thus, the equality∣∣∣∣∣d〈Â〉
dt

∣∣∣∣∣ = 2�H
√

〈Â2〉 −
∑

μ=1,2

〈Â, �̂μ〉2
(C3)

holds true, where we have used 〈σ̂ x〉2 + 〈σ̂ y〉2 + 〈σ̂ z〉2 = 1.
Now, we consider a more general Hamiltonian Ĥ . For two-

level systems, the Hamiltonian can always be represented as

Ĥ = gV̂ †σ̂ xV̂ + hÎ, (C4)

where V̂ is a unitary operator. Then, for the state |ψ〉, we have

d〈Â〉
dt

= 〈i[Ĥ, Â]〉 = 〈ψ ′|i[gσ̂ x, Â′]|ψ ′〉, (C5)

where |ψ ′〉 = V̂ |ψ〉 and Â′ = V̂ ÂV̂ †. Using the above discus-
sion, we have∣∣∣∣∣d〈Â〉

dt

∣∣∣∣∣ = 2�H ′
√

〈Â′2〉′ −
∑

μ=1,2

〈Â′, λ̂μ〉′2, (C6)

where 〈· · ·〉′ = 〈ψ ′| · · · |ψ ′〉 and

�H ′2 = g2(1 − 〈σ̂ x〉′2), (C7)

λ1 = Î, and

λ̂2 = σ̂ x − 〈σ̂ x〉′√
〈(σ̂ x − 〈σ̂ x〉′)2〉

. (C8)

Now, straightforward calculation leads to �H ′ = �H ,
〈Â′2〉′ = 〈Â2〉, and 〈Â′, λ̂μ〉′ = 〈Â, �̂μ〉. Then, we find the
equality condition in the form of Eq. (C3) holds even in this
general case.

APPENDIX D: OTHER BOUNDS BASED ON
INVARIANT OBSERVABLES

Here, we discuss two additional applications of our bounds
based on invariant observables in Eq. (27) in the main text, as-
suming the unitary time evolution d ρ̂(t )

dt = −i[Ĥ (t ), ρ̂(t )]. The
first one is to consider the (instantaneous) energy eigenstates
of Ĥ (t ), |Eα〉 (α = 1, 2, . . .). We can take

�̂μ = |Eμ〉〈Eμ|√〈Eμ|ρ̂|Eμ〉 , (D1)

which satisfy the orthonormalization condition. We then have∣∣∣∣∣d〈Â〉
dt

∣∣∣∣∣ �
√√√√〈Â2〉 −

∑
μ

〈Eμ|{ρ̂, Â}|Eμ〉2

4〈Eμ|ρ̂|Eμ〉
√

IQ. (D2)

Another example is to take the power of ρ̂ (= ρ̂(t ))
assuming the mixed state, since d〈ρ̂n〉/dt = 0 due to the con-
servation of purity. We here consider the simplest case �̂1 = Î
and �̂2 = (ρ̂ − 〈ρ̂〉)/

√
〈(ρ̂ − 〈ρ̂〉)2〉. In this case, we find∣∣∣∣∣d〈Â〉

dt

∣∣∣∣∣ � �A
√

IQ

√
1 − φ2

Aρ. (D3)

APPENDIX E: PROOF OF EQ. (62)

We express the Hamiltonian as

Ĥ = hI Î + hxσ̂
x + hyσ̂

y + hzσ̂
z. (E1)

We have

�H2 = h2
x (1 − 〈σ̂ x〉2) + h2

y (1 − 〈σ̂ y〉2) + h2
z (1 − 〈σ̂ z〉2)

− 2hxhy〈σ̂ x〉〈σ̂ y〉 − 2hxhz〈σ̂ x〉〈σ̂ z〉
− 2hzhy〈σ̂ z〉〈σ̂ y〉 (E2)

and ∣∣∣∣d〈σ̂ x〉
dt

∣∣∣∣
2

= 4(hy〈σ̂ z〉 − hz〈σ̂ y〉)2,

∣∣∣∣d〈σ̂ y〉
dt

∣∣∣∣
2

= 4(hx〈σ̂ z〉 − hz〈σ̂ x〉)2,

∣∣∣∣d〈σ̂ z〉
dt

∣∣∣∣
2

= 4(hy〈σ̂ x〉 − hx〈σ̂ y〉)2. (E3)

Using 〈σ̂ x〉2 + 〈σ̂ y〉2 + 〈σ̂ z〉2 = 1, we obtain Eq. (62).
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APPENDIX F: PROOF OF EQ. (73)

To prove Eq. (73), we first note that

Bk =
〈

Âk −
∑

μ

〈Âk, �̂μ〉�̂μ, L̂

〉

=
〈

Âk −
∑

μ

〈Âk, �̂μ〉�̂μ, L̂1

〉

=
〈

Âk −
∑

μ

〈Âk, �̂μ〉�̂μ, L̂1 −
∑

μ

〈L̂1, �̂μ〉�̂μ

〉
(F1)

for 1 � k � K .
We next consider (K + 1)-dimensional vector �B′, which is

given by

�B′ =
⎛
⎝ �B,

〈
L̂2 −

∑
μ

〈L̂2, �̂μ〉�̂μ, L̂1 −
∑

μ

〈L̂1, �̂μ〉�̂μ

〉⎞⎠
T

.

(F2)

In a manner similar to Appendix A, we have

( �B′)T(D′)−1 �B′ � F11, (F3)

where Fzz′ is given in Eq. (74) and D′ is block-diagonalized
as

D′ =
(

D �0
�0T F22

)
, (F4)

where we have used the relation

0 =
〈

Âk −
∑

μ

〈Âk, �̂μ〉�̂μ, L̂2

〉

=
〈

Âk −
∑

μ

〈Âk, �̂μ〉�̂μ, L̂2 −
∑

μ

〈L̂2, �̂μ〉�̂μ

〉
. (F5)

Then we have

(D′)−1 =
(

D−1 �0
�0T F−1

22

)
. (F6)

From Eq. (F4), we immediately obtain Eq. (73):

�BTD−1 �B � F11 − F2
12

F22
= Det[F]

F22
. (F7)

While we have subtracted
∑

μ 〈L̂k, �̂μ〉�̂μ from L̂k above,
a similar discussion can be made without this subtraction. In
this case, we obtain

�BTD−1 �B � I11 − I2
12

I22
= Det[I]

I22
(F8)

instead.

APPENDIX G: VELOCITY LIMIT FOR MULTIPLE
OBSERVABLES BASED ON THE LOCAL

CONSERVATION LAW OF PROBABILITY

Here, we discuss the detail of the velocity limit for multiple
observables based on the local conservation law of probability.

1. Derivation of the case for multiple observables

While we can consider both classical and quantum sys-
tems, we here use the quantum description to keep generality.
We assume that (invariant) observables are diagonal in the i
basis, i.e.,

Âk =
∑

i

(ak )i|i〉〈i| (G1)

and

�̂ν =
∑

i

(λν )i|i〉〈i|. (G2)

We also assume the orthonormalization condition for ∇�ν ,
instead of �̂ν . That is,

〈∇�μ,∇�ν〉r = δμν. (G3)

The proof of the multiple-observable bound is similar to
that in Appendix A. Let us consider the general case with
multiparameters y1, . . . , yZ as in Appendix A and assume the
continuity equation

∂yz pi = −
∑
j( �=i)

Jz
ji. (G4)

We first notice that Bkz in Eq. (A1) is given by

Bkz = 〈∇Ak, uz〉r, (G5)

with (uz )i j = Jz
i j/ri j . As we assume that invariant opera-

tors satisfy ∂yz 〈�̂μ〉 − 〈∂yz�̂μ〉 = 0 for all z and μ, we have
〈∇�μ, uz〉r = 0. Then we have

∑
kz

akbzBkz =
〈∑

k

ak

⎛
⎝∇Ak −

∑
μ

f ′
kμ∇�μ

⎞
⎠,
∑

z

bzuz

〉
r

(G6)

for real vectors (a1, . . . , aK ), (b1, . . . , bZ ), and { f ′
kμ}. As in

Appendix A, we find that f ′
kμ = 〈∇Ak,∇�μ〉r provides a tight

bound compared with the other choices, so we assume this
choice in the following.

Using the Cauchy-Schwarz inequality, we have∑
kzk′z′

akak′bzbz′BkzBk′z′ �
∑
kzk′z′

akak′bzbz′Dkk′Uzz′ , (G7)

where

Dkk′ := 〈∇Ak,∇Ak′ 〉r −
∑

μ

〈∇Ak,∇�μ〉r〈∇�μ,∇Ak′ 〉r

(G8)

and

Uzz′ := 〈uz, uz′ 〉r . (G9)

Just as in Appendix A, we can show two equivalent matrix
inequalities

BTD−1B � U (G10)

and

BU−1BT � D. (G11)
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If we take Z = 1, then (G7) indicates

�B �BT � DU (G12)

and

�BTD−1 �B � U, (G13)

which we have presented in the main text. If we instead
consider K = 1 and Z �= 1, then we have a matrix inequality

�B�BT � U

⎛
⎝〈∇A,∇A〉r −

∑
μ

〈∇A,∇�μ〉2
r

⎞
⎠ (G14)

and a scalar inequality

�BTU−1 �B �

⎛
⎝〈∇A,∇A〉r −

∑
μ

〈∇A,∇�μ〉2
r

⎞
⎠, (G15)

where we have assumed that U has an inverse.

2. Derivation of Eq. (105) in the main text

We derive Eq. (105) in the main text, assuming the
single-particle quantum system whose Hamiltonian is given
in Eq. (94). We take M = 0, i.e., neglect the term concerning
∇�μ.

We first show that, if ri j � r′
i j for all i and j, then we have

a matrix inequality D � D′, where Dkk′ := 〈∇Ak,∇Ak′ 〉r and
D′

kk′ := 〈∇Ak,∇Ak′ 〉r′ . Indeed, D′ − D has matrix elements
given by

D′
kk′ − Dkk′ = 〈∇Ak,∇Ak′ 〉r′−r, (G16)

which is positive semidefinite. Thus, D � D′ holds, and then

�BTD′−1 �B � �BTD−1 �B � U . (G17)

We now take

ri j = |Hi jρ ji| � r′
i j = |Hi j | pi + p j

2
(G18)

with Hi j = Jh(δi, j+1 + δi, j−1). In this case,

D′
kk′ := Jh

∑
i

pi

2
((∇Ak )i,i+1(∇Ak′ )i,i+1

+ (∇Ak )i,i−1(∇Ak′ )i,i−1), (G19)

where we neglect the boundary contribution, assuming that pi

becomes vanishing for i → ±∞.
For K = 2, we especially have

D′
22

∣∣ d〈Â1〉
dt

∣∣2 − 2D′
12

d〈Â1〉
dt

d〈Â2〉
dt + D′

11

∣∣ d〈Â2〉
dt

∣∣2
D′

11D′
22 − |D′

12|2
� U, (G20)

where U � 2CH − 2E2
trans/CH [see Eq. (90)]. Noting that

CH = 2Jh and introducing C = D′/Jh, we have

C22

∣∣ d〈Â1〉
dt

∣∣2 − 2C12
d〈Â1〉

dt
d〈Â2〉

dt + C11

∣∣ d〈Â2〉
dt

∣∣2
C11C22 − |C12|2 � 4JhU . (G21)

Finally, straightforward calculation leads to Eq. (105) in the
main text:

|V1 − χ̃V2| �
√

(1 − χ̃2)
(
4JhU − V2

2

)
�
√

(1 − χ̃2)
(
4J2

h − E2
trans − V2

2

)
, (G22)

where Vk := d〈Âk〉
dt /

√
Ckk , and χ̃ := C12/

√
C11C22 � 1.

As an example, let us consider the position operator Â1 =
x̂ = ∑

i i|i〉〈i| and the imbalance operator for odd-even den-
sity, ŝ = ∑

i(4�i/2� − 2i + 1)|i〉〈i|. We then have

(∇x)i,i+1 = 1, (∇s)i,i+1 = −2(−1)i, (G23)

and C11 = 1, C12 = C21 = 0, and C22 = 4. Thus, χ̃ = 0 and
we have

|∂t 〈x̂〉|2 + |∂t 〈ŝ〉|2
4

� 4J2
h − E2

trans. (G24)
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