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Absorption to fluctuating bunching states in nonunitary boson dynamics
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We show that noisy nonunitary dynamics of bosons drives arbitrary initial states into a novel fluctuating
bunching state, where all bosons occupy one time-dependent mode. We propose a concept of the noisy spectral
gap, a generalization of the spectral gap in noiseless systems, and demonstrate that the exponentially fast
absorption to the fluctuating bunching state takes place asymptotically. The fluctuating bunching state is unique
to noisy nonunitary dynamics, with no counterpart in any unitary dynamics and nonunitary dynamics described
by a time-independent generator. We also argue that the times of relaxation to the fluctuating bunching state obey
a universal power law as functions of the noise parameter in generic noisy nonunitary dynamics.
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I. INTRODUCTION

Long-time relaxation dynamics of a system is a cen-
tral issue in nonequilibrium physics. Recent studies show
that rich long-time behaviors arise in isolated, Floquet, and
open systems. Spectral analysis has been an inevitable proce-
dure to understand noiseless linear dynamics described by a
time-independent generator. Indeed, various intriguing phe-
nomena have been uncovered through the eigenvalues and
eigenmodes of the generator. Examples of such phenomena
include thermalization dynamics and its breakdown in isolated
and Floquet systems in light of the eigenstate thermalization
hypothesis [1–25] and drastic changes of steady states and
relaxation times through spectral transitions in open systems
[26–48].

In recent years, temporally noisy dynamics, where the
generator includes time-dependent random or stochastic
parameters, has gathered extensive attention and become ex-
perimentally feasible [49–53]. Such noisy systems offer a
versatile platform to explore the universal features and in-
triguing phenomena of quantum dynamics. Examples include
information scrambling in unitary dynamics [54–62] and tran-
sitions of entanglement entropy in the nonunitary dynamics of
monitored quantum systems [47,52,53,63–78]. In stark con-
trast with noiseless cases, however, the direct spectral analysis
for noisy dynamics has not been fully developed. This is
because diagonalizing one generator does not bring full in-
formation for the dynamics in noisy cases. While the spectral
analysis for the averaged dynamics over noise is possible
[56–62], this procedure may discard some important informa-
tion, such as how the state after the long time is affected by
the temporal noise.
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In this work, we show that noisy nonunitary dynamics of
free bosons results in a novel fluctuating bunching state, where
all bosons are absorbed to one time-dependent mode from any
initial states after long times, as schematically shown in Fig. 1.
For this purpose, we propose an analysis based on a noisy
spectral gap, a generalization of the spectral gap in noiseless
systems. Using nonunitary free-boson dynamics subject to
random losses and postselections, we demonstrate that the
noisy spectral gap takes a nonzero value. This suggests the
exponentially fast absorption to the fluctuating bunching state,
which does not arise in any unitary dynamics and nonunitary
dynamics by time-independent generators. We also argue that
the relaxation times for the absorption are universally propor-
tional to the inverse square of the noise strength.

The rest of this paper is organized as follows. In Sec. II,
we explain the general framework of the fluctuating bunch-
ing state, where the noisy spectral gap is also introduced. In
Sec. III, we show that fluctuating bunching states emerge in a
concrete model of an optical network with photon loss effect
and postselection. In Sec. IV, we find the nontrivial power law
of relaxation times and discuss that a wide range of nonunitary
dynamics universally exhibits the power law. Section V is
devoted to the conclusion.

II. FLUCTUATING BUNCHING STATES
IN THE GENERAL FRAMEWORK

We consider general nonunitary dynamics of free bosons
where pure states are mapped to pure states and the number
of bosons is conserved; if we set an initial state of n bosons as
|ψt=0〉 ∝ ∏n

p=1 b̂†
xin

p
|0〉, the quantum state after t-step discrete

dynamics described by Vt becomes [48]

|ψt 〉 =
∏n

p=1

(∑
x[Vt ]xxin

p
b̂†

x

)
|0〉

√
Nt

. (1)
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FIG. 1. Schematic picture of the fluctuating bunching state.
Various initial states, |ψa

t=0〉 , |ψb
t=0〉 , . . . , are absorbed into the fluc-

tuating bunching state, where all bosons described by yellow circles
occupy one dominant eigenmode of Vt . We can define the time-
dependent gap �t from the eigenvalues of ln(Vt )/t .

Here, p = 1, 2, . . . , n is the label of each boson, b̂†
x is the cre-

ation operator of a boson at position x ∈ [−X/2 + 1, X/2], xin
p

is the initial position of the pth boson, |0〉 is the vacuum state,
and

√
Nt is the normalization factor to ensure 〈ψt |ψt 〉 = 1. We

consider the nonunitary dynamical matrix Vt decomposed as

Vt = Qt Qt−1 · · · Q2Q1, (2)

with {Qt } being nonunitary matrices for one step.
We show that the spectrum of Vt plays an important role in

noisy dynamics with independent and identically distributed
(i.i.d.) random nonunitary matrices {Qt }. To see this, assuming
the diagonalizability, we consider the eigenequations of Vt ,

Vtφ
i
t = λt,iφ

i
t , V †

t φ̃i
t = λ∗

t,iφ̃
i
t . (3)

Here, φi
t (φ̃i

t ) is the ith right (left) eigenmode for Vt with the bi-
orthonormality φ̃

i†
t φ

j
t = δi j , and eigenvalues {λt,i} are ordered

as |λt,1| � |λt,2| · · · � |λt,X |.
If |λt,1| � |λt,2| is satisfied, |ψt 〉 becomes

|ψt 〉 	 (b̃†
t,1)n |0〉√

Ñt

, (4)

where b̃†
t,i = ∑

x φi
t (x)b̂†

x is a creation operator for an eigen-

mode φi
t with φ

i†
t φi

t = 1 and Ñt = 〈0| b̃n
t,1b̃†n

t,1 |0〉 is the
normalization factor. We refer to Eq. (4) as the bunching state
because all bosons occupy a single mode φ1

t , as schematically
shown in Fig. 1. We note that if the bunching state emerges,
classical computers can easily sample the probability distri-
bution of bosons by sampling that of distinguishable particles
[48]. In the following, we show that bosons become distin-
guishable even in noisy nonunitary dynamics, while Ref. [48]
explores noiseless dynamics. The classically computable dis-
tribution is contrasted to the unitary dynamics where the
boson sampling problem can exhibit quantum supremacy
[79–94].

Equation (4) independent of {xin
p } indicates the memory-

loss effect, where all initial states are absorbed into the
bunching state. Such memory loss of quantum states is absent
for unitary dynamics, where |λt,i| are the same for all eigen-
modes and thus |ψt 〉 always includes information about the
initial state.

To understand the absorption into the bunching state in
noisy nonunitary dynamics, we introduce the noisy spectral

gap as

� = lim
t→∞ �t , �t = − ln (|λt,2/λt,1|)/t, (5)

where the overline denotes the average over random noises.
Here, we assume that the sample fluctuation of �t is small,

(�2
t − �t

2
)1/2 � �t . Then, a nonzero value of � sug-

gests the exponentially fast decay of |λt,2/λt,1| for typical
samples. Note that � is the generalization of the spectral
gap − ln(|λt,2/λt,1|)/t = − ln(|κ2/κ1|) in noiseless systems,
where {κi} with |κi| � |κi+1| are eigenvalues of the one-
step time-independent evolution matrix Qt = Q. However,
there are qualitative differences between noisy and noiseless
systems. One is that the asymptotic convergence of �t is
nontrivial in noisy dynamics, while it is explicitly obtained
in noiseless dynamics. This is because the spectrum of the
time-dependent generator Qt does not give the gap in the
noisy case, whereas that of the time-independent generator Q
does in the noiseless case. We later demonstrate that � exists
and takes nonzero values for a concrete noisy model. Another
feature unique to noisy nonunitary dynamics, which is distinct
from the noiseless dynamics through a time-independent gen-
erator, is that the system does not reach any stationary (i.e.,
time-independent) state, but leads to the bunching state largely
fluctuating in time. This is because the dominant eigenmode
φ1

t depends on time, unlike the noiseless case where {φi
t } cor-

responding to eigenmodes of Q are independent of t . We note
that such an absorption into the fluctuating state in quantum
dynamics demonstrates unconventional long-time dynamical
behavior distinct from the standard thermalization dynamics.

We also explore the relaxation times τ that bosonic systems
take to reach the fluctuating bunching states. In noisy dynam-
ics, where Qt involves a random variable R satisfying R = 0,
we argue that relaxation times typically exhibit a power law,

τ ∝ β−2, (6)

for small β, with β ∝ (R2)
1
2 being the strength of the noise.

This power law is discussed toward the end of the manuscript
in detail. While we can evaluate relaxation times through
various quantities, one natural choice is the definition from
the noisy spectral gap, τ� ∝ 1/�.

Before closing this section, we briefly mention the gap
discrepancy problem. In the nonunitary dynamics by a time-
independent generator, due to small overlaps of left and right
eigenmodes, the spectral gap obtained from the generator
may not give plausible predictions of relaxation times [62,
95–97], which is referred to as the gap discrepancy problem.
In the present work, where the spectral gap is generalized from
noiseless dynamics to noisy dynamics, we consider cases
where there is no gap discrepancy problem and thus the re-
laxation time can be evaluated through the noisy spectral gap.

III. FLUCTUATING BUNCHING STATES
IN A CONCRETE MODEL

We demonstrate that the fluctuating bunching state emerges
in noisy nonunitary dynamics whose time-evolution matrix
for one step is given by

Qt = GtU . (7)
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FIG. 2. (a) Schematic picture of the nonunitary dynamics of photons in an optical network. Photons evolve via the unitary matrix U
(blue rectangles) and then experience nonunitary dynamics by Gt (orange rectangles) due to the photon loss effect and postselection. (b) The
convergence of �t into the noisy spectral gap � 	 6 × 10−4, where the number of samples is 105. (c) The difference between the first and
second Lyapunov exponents. Symbols with different colors correspond to different realizations of noises {zη,t }. For large t , et,1 − et,2 for each
trajectory converges to the sample-independent value that is the same as �. In (b) and (c), β = 0.3 and X = 20.

Here, the time-independent unitary matrix U is

U =
⊕

ζ

[
eiθ1 cos(θ3) −eiθ2 sin(θ3)
e−iθ2 sin(θ3) e−iθ1 cos(θ3)

]
, (8)

where {θ j} with j = 1, 2, 3 are real parameters, ζ represents
a two-site unit cell covered by a blue rectangle in Fig. 2(a),
and the periodic boundary condition is imposed. The time-
dependent nonunitary matrix Gt is

Gt =
⊕

η

[
cosh(βzη,t ) sinh(βzη,t )
sinh(βzη,t ) cosh(βzη,t )

]
, (9)

where zη,t takes random values uniformly sampled from the
box distribution, zη,t ∈ [−1/2,+1/2]. Here, η represents a
two-site unit cell covered by an orange rectangle in Fig. 2(a).
The real parameter β determines the strength of noise leading
to nonunitary dynamics, and βzη,t corresponds to R in the
previous section.

Equation (1) describes the dynamics of photons in an op-
tical network with photon loss effect and postselection. The
creation operator b̂†

x is transformed by U when photons pass
through linear optical elements, such as beam splitters, phase
shifters, and wave plates. Nonunitary dynamics by Gt occurs
when we postselect the cases where all photons remain in the
system, despite the effect of photon loss. The photon loss can
be artificially introduced through optical elements coupled
to the environment [48]. We consider situations where the
optical elements have imperfections leading to noise, that is,
the strength of loss randomly deviates from a mean value
depending on η and t . This type of noise makes our setting
distinct from conventional regimes such as fluctuational elec-
trodynamics treating thermal noises and quantum fluctuations
[98]. We note that the dynamics with photon conservation is
distinct from the dynamics averaged over all outcomes where
the number of photons n can be decreased, such as the dynam-
ics governed by the Gorini-Kossakowski-Sudarshan-Lindblad
equation [99]. The long-time limit of the averaged dynamics
becomes the trivial vacuum state with n = 0, which is con-
trasted to our setting where the fluctuating bunching states
emerge.

Figure 2(b) shows that �t converges to a constant value �

in time, where the overline denotes the average over random
realizations of {zη,t }. The nonzero gap � implies that the
exponentially fast absorption to the fluctuating bunching state
asymptotically occurs for this model. We note that � is pro-
portional to 1/X , which suggests that the fluctuating bunching
state emerges with the timescale τ� = O(X ), as detailed in
Appendix A. We note that the nonzero noisy spectral gap in
this paper is defined for each finite-size system, and we do not
consider the thermodynamic limit X → ∞.

We find evidence that � gives the decay rate to the fluctu-
ating bunching state even for each trajectory. To see this, we
evaluate the long-time behavior of et,1 − et,2 as an approxima-
tion of � at t = 108. Here, et,1 and et,2 are the first and second
instantaneous Lyapunov exponents defined as

et,i = ln(
t,i )/t, (10)

without ensemble average, where {
t,i} are singular values
of Vt ,

Ṽt�
i
t = 
2

t,i�
i
t , (11)

with Ṽt = V †
t Vt [100]. Singular values {
t,i} are ordered as


t,1 � 
t,2 � · · · � 
t,X . We can also capture relaxation dy-
namics through {
t,i} as well as {λt,i}. Indeed, both |λt,1| �
|λt,2| and 
t,1 � 
t,2 indicate that Vt can be approximated
by the rank-1 matrix. As shown in Fig. 3, 
t,2/
t,1 expo-
nentially decays when t is increased. Since limitations on the
numerical precision and the exponential decay of 
t,2/
t,1

prevent us from directly computing 
t,2/
t,1 for large t ,
we obtain et,1 − et,2 through evaluating growth rates of ran-
domly chosen vectors, as detailed in Appendix B. Figure 2(c)
shows that et,1 − et,2 converges to the same value as � for all
samples, which indicates |λt,2/λt,1| ∼ e−�t for each random
realization. Note that the spectral gap and Lyapunov expo-
nents of noisy nonunitary quantum dynamics have seldom
been explored, while the first Lyapunov exponents for the
products of transfer matrices have been studied for obtaining
localization lengths in time-independent systems with random
potentials [101].
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FIG. 3. Decays of ft = − ln(|λt,1/λt,2|2)/2 (red symbols),
ln(
t,2/
t,1) (blue symbols), and −�t (the green line), respectively,
which indicate that the fluctuating bunching state emerges after long-
time dynamics. The average is taken over 105 samples with β = 0.3
and X = 20. The orange broken line is ft = −β2t/6X − ln(

√
2)

obtained from Eq. (15), which is calculated through the perturbation
analysis on ln(
t,2/
t,1). The black line ft = t ln(

√
ν/μ) repre-

sents the analytical upper bound on − ln(|λt,1/λt,2|2)/2, derived from
Eq. (12).

As a consequence of the absorption to the fluctuating
bunching state, physical observables exhibit fluctuating dy-
namics independent of initial states in the long run. Figure 4
shows that expectation values of an observable, 〈x2〉t =
〈ψt |

∑
x x2b̂†

xb̂x |ψt 〉 /n, approach the same fluctuating trajec-
tory with large t for all initial states. We note that the dominant
mode φ1

t is spatially localized as detailed in Appendix C,
where the localization position depends on time as indicated
by Fig. 4. The fluctuation and localization of the bunching
state mean that there is no equilibration and thermalization.
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<
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>
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FIG. 4. Expectation values of

∑
x x2b̂†

xb̂x/n under nonunitary
dynamics of three bosons with different initial states. Green,
blue, and red symbols, respectively, correspond to (xin

1 , xin
2 , xin

3 ) =
(−6, 1, 8), (−1, 0, 1), and (−6,−5, 6) with a fixed sample {zη,t }.
The three trajectories are absorbed into one time-dependent trajec-
tory independent of initial states in the long-time regime, while
they depend on initial states in the short-time regime. The black
broken line represents t = τ� = | ln(c)|/� with c = 10−2 at which
ln(|λt,2/λt,1|) = ln(c) is satisfied. The parameters are (θ1, θ2, θ3) =
(0.37π, 0.19π, 0.25π ) and β = 0.3, with X = 20.

FIG. 5. Relaxation times as functions of the noise parameter,
which exhibit the power law in Eq. (6). Green, blue, red, and purple
symbols represent τ�, τ
, τλ, and τx , respectively, with c = 10−6

and X = 20. Here, the average in ft is taken over 102 samples for
obtaining one τ , and then we iterate it 102 times and obtain the
averaged τ over them. Expectation values are computed with n = 2,
where initial states are (xin

1 , xin
2 ) = (−5, 5) for 〈x2〉t,a and (−1, 0) for

〈x2〉t,b. The black symbols and orange broken line correspond to τλ
�

and τ

� , in Eqs. (13) and (16), respectively, where the latter is exactly

proportional to β−2.

IV. POWER LAW OF RELAXATION TIMES

We argue that relaxation times at which bosonic systems
reach the fluctuating bunching states are universally given by
τ ∝ β−2 for small noise strength β. Our argument follows
from two steps. First, we introduce four versions of relax-
ation times, τ�, τλ, τ
, and τx, and numerically show that
they exhibit similar behavior, in particular, the power law in
Eq. (6). Second, we analytically evaluate τλ and τ
 instead of
τ�, for which the analytical estimation is difficult. In addition,
we make plausible arguments for the universality of the power
law τ ∝ β−2.

As the first step, we define relaxation times as the small-
est time steps at which ft � ln(c) is satisfied, where c � 1
is a threshold and a function ft is defined through a quan-
tity related to |λt,2/λt,1|, 
t,2/
t,1, or observables. On the
basis of the noisy spectral gap, we define the relaxation
time τ� with ft = −�t , which leads to τ� = | ln(c)/�|.
Figure 3 shows that two other quantities, − ln[|λt,1/λt,2|2]/2
and ln(
t,2/
t,1), also decay in time. In particular, behaviors
of −�t and ln(
t,2/
t,2) are quite similar. Then, we define
relaxation times τλ and τ
 through ft = − ln(|λt,1/λt,2|2)/2
and ft = ln(
t,2/
t,1), respectively. In Fig. 5, we discover
that τλ, τ
, and τ� all show the same β dependence, τ ∝ β−2,
for sufficiently small β. In particular, τ
 and τ� are almost
overlapped. We also find that the same power law appears
for an additional timescale τx, which is obtained from ft =
ln(|〈x2〉t,a − 〈x2〉t,b|). Here, the subscripts for 〈x2〉t represent
the different initial states.

As the second step, we semianalytically give an upper
bound of τλ. To this end, we focus on �λ

t = |tr(Vt )2 −
tr(V 2

t )|2/|tr(Vt )|4, which becomes �λ
t 	 4|λt,2/λt,1|2 if eigen-

values satisfy |λt,1| � |λt,2| � |λt,3|. Thus, τλ can be
evaluated through ln(1/�λ

t ) � ln(1/4c2). As detailed in
Appendix E, we find a bound

|μ2/ν|t � 4/�λ
t , (12)
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which is satisfied asymptotically. Here, μ and ν are, respec-
tively, the largest eigenvalues of Q = Qt ⊗ Q∗

t and QS/4 =
(Qt ⊗ Qt ) ⊗ (Qt ⊗ Qt )∗S/4, with S being a complicated
matrix independent of β. Thus, we define the relaxation
time τλ

� through ft = ln(|√ν/μ|t ), which leads to τλ
� =

| ln(c)/ ln(|√ν/μ|)|. In Figs. 3 and 5, ln(|√ν/μ|t ) and τλ
�

(black) are, respectively, above − ln(|λt,1/λt,2|2)/2 and τλ

(red) due to the inequality (12). Figure 5 indicates the power
law of τλ

�,

τλ � τλ
� ∝ β−2. (13)

This is because Q (Q) can be expanded as Q 	 U + β2F
(Q 	 U + β2F ) for small β with U and F (U and F ) being
some complicated but β-independent matrices whose explicit
forms are written in Appendix E. Since ln(|√ν/μ|) should be
zero for β = 0, we believe that the subleading terms β2 of Q
and Q typically lead to ln(|√ν/μ|) ∝ β2. While τλ

� only gives
the upper bound of τλ, Fig. 5 shows that both timescales are
proportional to β−2 in this model.

We also analytically obtain an approximated value of
τ
 using a perturbative analysis. To this end, we focus on
�


t = [tr(Ṽt )2 − tr(Ṽ 2
t )]/tr(Ṽt )2 with Ṽt = V †

t Vt , which leads
to �


t 	 2(
t,2/
t,1)2 if 
t,1 � 
t,2 � 
t,3 is satisfied.
Thus, τ
 can be evaluated through ln(�


t ) � ln(2c2). When β

is small, we can neglect higher-order terms of β, which results
in Gt 	 ⊕

η(σ0 + βzη,tσ1 + β2z2
η,tσ0/2), where σ0 and σ1 are

the Pauli matrices. Thus, we can approximate Qt as

Qt 	 At + βBt + β2Ct , (14)

where At = U, Bt = U
⊕

η zη,tσ1, and Ct = U
⊕

η z2
η,tσ0/2.

As detailed in Appendix F, this expansion leads to

ln
(
�


t

) 	 −tr[2B†
s Bs + (A†

s Bs)2 + (B†
s As)2]

β2

X 2
t

= − β2

3X
t, (15)

which is valid when β2t/X is small. The orange broken line
in Fig. 5 corresponds to

τ

� = 6X | ln(c) + ln(

√
2)|β−2, (16)

defined by ft = −β2/6X − ln(
√

2) 	 ln(
t,2/
t,1). τ

� is

parallel to τ
, τλ, and τx, which is consistent with our argu-
ment that all relaxation times satisfy τ ∝ β−2.

We argue that the power law in Eq. (6) for small β emerges
in a wide range of noisy nonunitary dynamics, on the basis
of the following two assumptions satisfied in our model. We
first assume that ln(|√ν/μ|) ∝ β2 and thus τλ

� ∝ β−2, which
is plausible because subleading order terms of Q and Q be-
come β2 when the average of noise is zero, as detailed in
Appendix F. We also assume that various relaxation times
such as τλ, τλ

�, τ�, and τ

� exhibit the same dependence on

the noise parameter β, as confirmed in the concrete model.
In addition, details of models have no effect on the power
law τ


� ∝ β−2, as long as the average of the noise is zero.
We indeed discover the same power law τ ∝ β−2 for a model
proposed in Ref. [102], which is different from that in the

2×10-4

4×10-4

6×10-4

8×10-4
1×10-3

 20  40  60

Δ

X
FIG. 6. The noisy spectral gap as a function of X . The

blue symbols are numerically obtained � with (θ1, θ2, θ3) =
(0.37π, 0.19π, 0.25π ) and β = 0.3. The green broken line is
10−2/X .

present work, as shown in Appendix G.

V. CONCLUSION

We have shown that the novel fluctuating bunching state,
where all bosons occupy one time-dependent mode indepen-
dent of initial states, appears in noisy nonunitary dynamics.
This is analyzed through the spectrum of noisy nonunitary
time-evolution matrices. In particular, the noisy spectral gap
�, the extension of the spectral gap in noiseless systems, plays
a key role. We have also argued that times of relaxation to the
fluctuating bunching state universally exhibit the power law as
functions of the noise parameter, τ ∝ β−2.

The spectral analysis can be applied to general noisy dy-
namics, not restricted to the dynamics of bosons explored in
this work. For example, our analysis should be applicable to
the dynamics of fermions, while fermions do not occupy one
dominant mode due to the Pauli exclusion rule. In addition,
it may be possible to analyze transitions of relaxation times,
such as purification transitions in monitored quantum many-
body systems [70], through the noisy spectral gap � in the
present work.
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APPENDIX A: SYSTEM-SIZE DEPENDENCE
OF THE NOISY SPECTRAL GAP

The noisy spectral gap � becomes small as we increase the
system size X for a system studied in the main text. Figure 6
shows that � is proportional to 1/X for this model. This
means that bosonic states are absorbed into the fluctuating
bunching state with the timescale τ� ∼ X , and the system is
gapless in the thermodynamic limit X → ∞.
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FIG. 7. (a) The averaged inverse participation ratio (IPR) of the dominant mode,
∑

x |φ1
t (x)|4/[

∑
x |φ1

t (x)|2]2, as a function of the system
size X . The IPR is almost independent of X , which indicates that φ1

t is localized. The average is taken over 40 samples and 100 time steps after
a time at which |λt,2/λt,1| < c = 10−6 is satisfied. (b) The probability distribution Pt ({xout

q }) of a bunching state with n = 3, (xin
1 , xin

2 , xin
3 ) =

(−6, 1, 8), β = 0.3, and t = 42418. The value of Pt ({xout
q }) is represented as the size and color of the symbols: the big (tiny) and dense green

(shallow gray) symbols correspond to large (small) Pt ({xout
q }).

APPENDIX B: NUMERICAL CALCULATION
OF LYAPUNOV EXPONENTS

The exponential decay of 
t,2/
t,1 prevents us from
directly computing the Lyapunov exponents through the diag-
onalization of Ṽt for large t , due to limitations on the precision
of the numerics. Instead, we can compute the Lyapunov ex-
ponents by focusing on the dynamics of vectors, which is
presented in Ref. [100]. First, we choose two vectors w1

0 and
w2

0 randomly. After that, these vectors are evolved as

w1
s+1 = us+1/|us+1|, us+1 = Q̃t,Mw1

s , (B1)

w2
s+1 = vs+1/|vs+1|, vs+1 = (IX − �s+1)Q̃t,Mw2

s , (B2)

where Q̃t,M = Qt+MQt+M−1 · · · Qt+1, t = sM, and IX is the
X × X identity matrix. Here, �s = [w1

s ][w1
s ]† is the projec-

tion matrix onto the direction of w1
s , and thus w2

s is orthogonal
to w1

s . The Lyapunov exponents are obtained through

e1 = lim
T →∞

et,1 = lim
T →∞

1

T M

T∑
s=1

ln[VOL1(us)], (B3)

e1 + e2 = lim
T →∞

(et,1 + et,2)

= lim
T →∞

1

T M

T∑
s=1

ln[VOL2(us, vs)], (B4)

where t = T M, VOL1(us) = |us|, and VOL2(us, vs) =
|us||vs| sin(θs) with cos(θs) = |u†

s vs|/|us||vs|. The right-hand
sides of Eqs. (B3) and (B4) quantify the growth rates of two
randomly chosen vectors, and thus correspond to the largest
and second-largest Lyapunov exponents. This is because
increasing s makes w1

s (w2
s ) approach the first (second)

Lyapunov vector, the eigenmode of limt→∞ Ṽt corresponding
to the largest (second-largest) eigenvalue. Since the vectors
w1

s and w2
s are normalized for every M step, we can make

t much larger than a time step at which 
t,2/
t,1 becomes
smaller than the numerical precision. Indeed, numerical
results with M = 104 and T = 104 in Fig. 2(c) give a
plausible value of the noisy spectral gap for t = 108, while
the directly computed 
t,2/
t,1 becomes smaller than our

numerical accuracy 10−16 in a range 104 � t � 105, as
indicated by Fig. 3.

APPENDIX C: LOCALIZATION
OF THE BUNCHING STATE

We find that the occupied state φ1
t is spatially localized in

the model explored in the main text; the average of the inverse
participation ratio (IPR),

∑
x |φ1

t (x)|4/[
∑

x |φ1
t (x)|2]2, does

not decrease monotonically when we increase the system size
X , as shown in Fig. 7(a). Figure 7(b) shows the probability
distribution [48]

Pt
({

xin
p

}
,
{
xout

q

}) = |Per[Wt ]|2
Nt
∏

x nin
x !nout

x !
, (C1)

with n = 3 and t = 42 418, at which |λt,1| � |λt,2|. In ad-
dition, nin(out)

x with
∑

x nin(out)
x = n is the number of bosons

at x regarding the input (output) configuration of bosons,
and Per[Wt ] is the permanent of an n × n matrix Wt defined
as the submatrix of Vt , [Wt ]qp = [Vt ]xout

q xin
p
. Here, xin(out)

q with
q = 1, 2, . . . , n is the position of the qth input (output) boson.
If the fluctuating bunching state is realized, initial states have
no effect on the probability distribution, and thus Pt ({xout

q }) is
independent of {xin

p }. We can see that the three bosons gather
around one position due to the localization of φ1

t . Note that
the localization position depends on t , as indicated by Fig. 4
in the main text.

APPENDIX D: POWER LAW
OF VARIOUS RELAXATION TIMES

As discussed in the main text, we conjecture that various
types of possible relaxation times for the absorption exhibit
the same power-law dependence on β. In this section, we
numerically confirm this conjecture for the model introduced
in the main text.

We define a relaxation time at which the fluctuating bunch-
ing state is realized as the smallest time at which fτ �
ln(c) is satisfied with c � 1. In the main text, we explore
four relaxation times τλ, τ
, τ�, and τx, respectively, with
ft = − ln(|λt,1/λt,2|2)/2, ft = ln(
t,2/
t,1), ft = −�t , and
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FIG. 8. Various relaxation times as functions of the noise
parameter β, all of which exhibit the power law τ ∝ β−2.
Blue, red, purple, green, cyan, and gray symbols, respec-
tively, represent relaxation times defined through fτ � ln(c) with
c = 10−6, where ft = ln(
t,2/
t,1), ft = − ln(|λt,1/λt,2|2)/2, ft =
ln(|〈x2〉t,a − 〈x2〉t,b|) with n = 2, ft = −�t , ft = ln(|λt,2/λt,1|2)/2,
and ft = − ln(|
t,1/
t,2|2)/2. The average included in ft is taken
over 102 samples for obtaining one τ . Then, we reiterate obtaining
τ for 102 times and take the average over them. The subscripts a
and b for 〈x2〉t correspond to two initial states of bosons, (xin

1 , xin
2 ) =

(−5, 5) and (−1, 0). Regarding τ� with ft = −�t , � is obtained
through the ensemble average over 104 samples. The orange bro-
ken line corresponds to the relaxation time τ


� defined through the
perturbative analysis on ln(
t,2/
t,1). Since this relaxation time is
obtained as −β2τ


� /6X − ln(
√

2) = ln(c), the orange broken line
is exactly proportional to β−2. The black symbols represent τ λ

� =
ln(c)/ ln(|√ν/μ|), which is above the red symbols for large t , due to
the inequality obtained in Eq. (E4). The parameters are (θ1, θ2, θ3) =
(0.37π, 0.19π, 0.25π ) with the system size X = 20.

ft = ln(|〈x2〉t,a − 〈x2〉t,b|), where the number of bosons is
n = 2 and subscripts a and b represent different initial states.
In Fig. 8, these relaxation times correspond to red, blue,
green, and purple symbols, respectively. In addition to these
relaxation times explored in the main text, Fig. 8 also shows
relaxation times τ ′

λ with ft = ln(|λt,2/λt,1|2)/2 and τ ′

 with

ft = − ln(|
t,1/
t,2|2)/2, which, respectively, correspond to
cyan and gray symbols. From Fig. 8, we can understand that
all relaxation times exhibit the same power law τ ∝ β−2; the
orange broken line τ


� = 3X |2 ln(c) + ln(2)|β−2, derived in
Appendix F, is exactly proportional to β−2, and all relaxation
times are parallel to this line. From Fig. 8, we can also under-
stand that behaviors of the eigenvalues and singular values are
quite similar; relaxation times based on −�t (green symbols)
and ln(
t,2/
t,1) (blue symbols) are almost identical.

APPENDIX E: ANALYSIS THROUGH
THE UPPER BOUND ON τλ

We evaluate the relaxation time τλ based on eigenvalues
of Vt ,

Vtφ
i
t = λt,iφ

i
t , (E1)

where |λt,1| � |λt,2| · · · � |λt,X |. If |λt,2/λt,1| is smaller than
the threshold value c � 1, the bunching state is realized
within the precision c.

As discussed in the main text, the timescale τλ, which
is obtained from ft = − ln(|λt,1/λt,2|2)/2, has an analytical
upper bound τλ

�, which typically shows β−2 decay. In this
section, we show this fact in detail.

1. General bound

In this section, we give discussions applicable to a wide
range of models that exhibit noisy nonunitary dynamics, not
restricted to the model explored in the main text. Then, in the
next section, we demonstrate the concrete application of our
general discussions for the model in the main text.

To discuss the decay of |λt,2/λt,1|, we focus on �λ
t

defined as

�λ
t =

∣∣tr(Vt )2 − tr
(
V 2

t

)∣∣2
|tr(Vt )|4 . (E2)

In the long-time limit, we assume that |λt,1| � |λt,2| � |λt,3|
is satisfied, and thus �λ

t approaches 4|λt,2/λt,1|2. Here, we use
the Cauchy-Schwarz inequality,

(√
bt

)2
=
⎛
⎝√

at

√
bt

at

⎞
⎠

2

� at

(
bt

at

)
, (E3)

for arbitrary positive quantities at and bt . If we take at =
|tr(Vt )2 − tr(V 2

t )|2 and bt = |tr(Vt )|4, Eq. (E3) leads to(
|tr(Vt )|2

)2
/ ∣∣tr(Vt )2 − tr

(
V 2

t

)∣∣2 � 1/�λ
t . (E4)

Below, we evaluate the left-hand side of Eq. (E4). To this
end, we use tr(A)tr(B) = tr(A ⊗ B), where the trace in the
right-hand side is carried out in H⊗2, with H⊗m being the
extended space whose dimension is X m. Then, |tr(Vt )|2 can be
written as

|tr(Vt )|2 = tr(Vt ⊗ V ∗
t ) = tr[Qt ], (E5)

where Q = Qt ⊗ Q∗
t is a time-independent matrix that acts on

the extended space H⊗2. The largest eigenvalue of Q, which
we write as μ, determines the growth rate of |tr(Vt )|2. In the
same way, |tr(Vt )|4 becomes

|tr(Vt )|4 = tr[(Vt ⊗ Vt ) ⊗ (V ∗
t ⊗ V ∗

t )] = tr[Qt ], (E6)

where Q = (Qt ⊗ Qt ) ⊗ (Q∗
t ⊗ Q∗

t ) is a time-independent
X 4 × X 4 matrix and the trace in the right-hand side is taken

in H⊗4. For evaluating the other terms in |tr(Vt )2 − tr(V 2
t )|2,

we use tr(AB) = tr[(A ⊗ B)S], where S is the swap operator
acting on H⊗2. Thus, we obtain

tr
(
V 2

t

)
tr
(
V 2

t

)∗ = tr[{(Vt ⊗ Vt )S} ⊗ {(V ∗
t ⊗ V ∗

t )S}]
= tr[Qt (S ⊗ S )], (E7)

tr(Vt )2tr
(
V 2

t

)∗ = tr[(Vt ⊗ Vt ) ⊗ {(V ∗
t ⊗ V ∗

t )S}]
= tr[Qt (IX 2 ⊗ S )], (E8)

tr
(
V 2

t

)
[tr(Vt )2]∗ = tr[{(Vt ⊗ Vt )S} ⊗ (V ∗

t ⊗ V ∗
t )]

= tr[Qt (S ⊗ IX 2 )], (E9)
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where IX 2 is the identity matrix in H⊗2. Equations (E6)–(E9)
result in ∣∣tr(Vt )2 − tr

(
V 2

t

)∣∣2 = tr[QtS], (E10)

where S = S ⊗ S + IX 2 ⊗ IX 2 − S ⊗ IX 2 − IX 2 ⊗ S . We no-
tice that S and Q commute each other, which means that they
have the same eigenmodes. The eigenvalues of S, denoted as
ρ, take 0 or 4 since eigenvalues of S are ±1 and all ingre-
dients of S such as S ⊗ S and IX 2 ⊗ S commute with each
other. Therefore, we focus only on eigenmodes with ρ = 4
and neglect the other eigenmodes with ρ = 0, which do not

contribute to the dynamics of |tr(Vt )2 − tr(V 2
t )|2. Then, the

largest eigenvalue of QS/4, which we write as ν, determines

the growth rate of |tr(Vt )2 − tr(V 2
t )|2 in the long run. Thus,

the dynamics of [|tr(Vt )|2]2/|tr(Vt )2 − tr(V 2
t )|2 is determined

through |μ2/ν|t/4 in the long-time limit.
We assume that nonunitary matrices {Qt } are determined

through a random variable R with R = 0 and that the system

is characterized by the noise parameter β ∝
√

R2, where the
overline represents the average over the random realizations
of R. Here, β is the strength of randomness, and the sec-
ond moment of R/β is independent of β. We note that R
corresponds to βzη,t in the case of the model studied in the
main text.

For small β, we can expand Qt as

Qt 	 At + βBt + β2Ct , (E11)

where Bt and Ct are random matrices. Here, Bt = 0 is satisfied
because Bt only includes the first-order terms of R/β. We
also assume that At is independent of R and A†

t = A−1
t such

that the system exhibits unitary dynamics if β = 0. We note
that other randomness independent of R can be included in
the dynamics. For example, {At } in Eq. (E11) can be random
unitary matrices determined through a random variable R′ that
is independent of R. The average represented by the overline
is over all kinds of randomness in noisy dynamics. Due to
Bt = 0, Eq. (E11) leads to

Q 	 E + β2F , Q 	 E + β2F , (E12)

where E = At ⊗ A∗
t , E = (At ⊗ At ) ⊗ (At ⊗ At )∗, and

F = Bt ⊗ B∗
t + At ⊗ C∗

t + Ct ⊗ A∗
t , (E13)

F = (At ⊗ At ) ⊗ (Bt ⊗ Bt )∗ + (At ⊗ At ) ⊗ (At ⊗ Ct )∗

+ their permutations regarding At , Bt ,Ct . (E14)

We argue that these Taylor expansions of averaged matrices Q
and Q in Eq. (E12) typically make subleading order terms of
μ, ν be β2 in a wide range of noisy nonunitary dynamics. In
addition, we assume that the leading terms of |ν| and |μ| are
1, resulting in ln(|√ν/μ|) = 0 with β = 0. This assumption

is valid since [|tr(Vt )|2]2 and |tr(Vt )2 − tr(V 2
t )|2 should not

decay in unitary dynamics. Thus, Eq. (E12) suggests that the

decay rate of [|tr(Vt )|2]2/|tr(Vt )2 − tr(V 2
t )|2 typically exhibits

the β2 dependence with respect to the noise parameter, which
gives the lower bound of |λt,1/λt,2|2 in the long run through
the Cauchy-Schwarz inequality in Eq. (E4). We also stress that
the analysis explained above is applicable to the long-time

regime as well as the short-time regime. Thus, τλ
� defined

through ft = t ln(|√ν/μ|) gives the upper bound of τλ. While
there is a possibility that τλ decays faster than τλ

�, we be-
lieve that the τλ

� and τλ typically exhibit the same power law
τ ∝ β−2, which is confirmed in the model studied in the main
text.

2. Example

We can actually show that Q and Q are written in the form
of Eq. (E12) regarding the model explored in the main text. In
the model, the time-evolution matrix for one step is defined as

Qt = GtU . (E15)

Here, the matrices U and Gt are defined as

U =
⊕

ζ

[
eiθ1 cos(θ3) −eiθ2 sin(θ3)

e−iθ2 sin(θ3) e−iθ1 cos(θ3)

]
, (E16)

Gt =
⊕

η

[
cosh(βzη,t ) sinh(βzη,t )

sinh(βzη,t ) cosh(βzη,t )

]
=
⊕

η

exp(βzη,tσ1),

(E17)

where zη,t is chosen from the box distribution,

zη,t ∈ [−1/2,+1/2]. (E18)

See Fig. 2(a) in the main text. From Eqs. (E15)–(E18),
we can understand that this model satisfies the assumptions
that At = U is unitary and Bt = 0 with Bt = (

⊕
η zη,tσ1)U .

Equations (E16) and (E17) lead to

Q = GU , Q = GU , (E19)

where the components are G = Gt ⊗ Gt , U = U ⊗ U ∗, G =
(Gt ⊗ Gt ) ⊗ (Gt ⊗ Gt ), and U = (U ⊗ U ) ⊗ (U ⊗ U )∗. In
this model, we can write Q and Q through calculating G and
G explicitly, not relying on the perturbative expansion of Qt

in Eq. (E11). To this end, we decompose Gt as

Gt = HGd
t H, (E20)

where Gd
t is a diagonal matrix,

Gd
t =

⊕
η

(
e+βzη,t 0

0 e−βzη,t

)
, (E21)

and H is the Hadamard matrix,

H =
⊕

η

1√
2

(
1 1
1 −1

)
. (E22)

The nonunitary matrix in Eq. (E21) describes the dynamics
of photons in optical networks exposed to loss effects and
postselections [48], and such dynamics of a photon has been
observed experimentally [38]. Equations (E20) and (E21) re-
sult in

G = HGdH, G = HGdH, (E23)

with Gd and Gd the diagonal matrices where H = H ⊗ H and
H = H ⊗ H. The diagonal matrix Gd is written as

Gd =
⊕
η1,η2

G̃(η1, η2), (E24)
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where G̃(η1, η2) is a 4 × 4 matrix. If η1 �= η2, G̃(η1, η2) be-
comes

G̃(η1, η2) = g2(β )I4, (E25)

where g(β ) = sinh(β/2)
β/2 and I4 is the 4 × 4 identity matrix.

When η1 = η2, G̃(η1, η1) becomes

G̃(η1, η1) =

⎡
⎢⎢⎣

g(2β ) 0 0 0
0 1 0 0
0 0 1 0
0 0 0 g(2β )

⎤
⎥⎥⎦. (E26)

The diagonal matrix Gd is written as

Gd =
⊕

η1,η2,η3,η4

G̃(η1, η2, η3, η4), (E27)

where G̃(η1, η2, η3, η4) is a 16 × 16 matrix. When all of
ηi with i = 1, 2, 3, 4 take different values, G̃(η1, η2, η3, η4)
becomes

G̃(η1, η2, η3, η4) = [g(β )]4I16, (E28)

where I16 is the 16 × 16 identity matrix. When η1 = η2, η2 �=
η3, η2 �= η4, and η3 �= η4, G̃(η1, η1, η3, η4) becomes

G̃(η1, η1, η3, η4) = [g(β )]2

⎡
⎢⎢⎣

g(2β )I4 04 04 04

04 I4 04 04

04 04 I4 04

04 04 04 g(2β )I4

⎤
⎥⎥⎦,

(E29)

where I4 and 04 are the 4 × 4 identity matrix and the null ma-
trix, respectively. We can obtain G̃(η1, η2, η3, η4) regarding
other combinations such as η2 = η4, through the correspond-
ing permutation for the matrix elements of Eq. (E29). When
η1 = η2, η2 �= η3, and η3 = η4, G̃(η1, η1, η3, η3) becomes

G̃(η1, η1, η3, η3) = G̃(η1, η1) ⊗ G̃(η3, η3), (E30)

where G̃(η1, η1) corresponds to Eq. (E26). We can obtain
G̃(η1, η2, η3, η4) regarding the other combinations, such as
η1 = η3 and η2 = η4, through the permutation for the ma-
trix elements of Eq. (E30). When η1 = η2 = η3 and η3 �= η4,
G̃(η1, η1, η1, η4) becomes

G̃(η1, η1, η1, η4) = g(β )

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

g(3β )I2 02 02 02 02 02 02 02

02 g(β )I2 02 02 02 02 02 02

02 02 g(β )I2 02 02 02 02 02

02 02 02 g(β )I2 02 02 02 02

02 02 02 02 g(β )I2 02 02 02

02 02 02 02 02 g(β )I2 02 02

02 02 02 02 02 02 g(β )I2 02

02 02 02 02 02 02 02 g(3β )I2

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, (E31)

where I2 and 02 are the 2 × 2 identity matrix and the null matrix, respectively. We can obtain G̃(η1, η2, η3, η4) regarding the
other combinations, such as η2 = η3 = η4, through the corresponding permutation for the matrix elements of Eq. (E31). When
η1 = η2 = η3 = η4, G̃(η1, η1, η1, η1) becomes

G̃(η1, η1, η1, η1) =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

g(4β ) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 g(2β ) 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 g(2β ) 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 g(2β ) 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 g(2β ) 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 g(2β ) 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 g(2β ) 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 g(2β ) 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 g(2β ) 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 g(4β )

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

.

(E32)

Since g(β ) 	 1 + β2/24 for small β, Eqs. (E24)–(E32) lead
to Eq. (E12) where E = U and E = U . Here, F (F ) is a
complicated matrix obtained from the Taylor expansion of G
(G) and the multiplication of H and U (H and U ).

APPENDIX F: PERTURBATION ANALYSIS
ON THE RATIO OF SINGULAR VALUES

As discussed in the main text, we can also evaluate the
relaxation time τ
 through the singular values {
t,i} of Vt in
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Eq. (11), where 
t,1 � 
t,2 · · · � 
t,X . Here, we discuss the
perturbation analysis for evaluating τ
.

If 
t,1 � 
t,2 is satisfied, the fluctuating bunching state
emerges. We perturbatively calculate

�

t = tr(Ṽt )2 − tr

(
Ṽ 2

t

)
tr(Ṽt )2

, (F1)

which approaches 2(
t,2/
t,1)2 in the long run provided that

t,1 � 
t,2 � 
t,3 is satisfied. We again expand Qs as

Qs 	 As + βBs + β2Cs, (F2)

for small β, where Bs and Cs are random matrices. Remember
that Bs = 0 and A†

s = A−1
s are assumed. We note that the anal-

ysis explained below is not restricted to the model explored
in the main text and thus is applicable to a wide range of
noisy nonunitary dynamics, as long as the assumptions above
are satisfied. Up to the second-order terms of β, Vt can be
expanded as

Vt 	 At,1 + β
∑

s

At,s+1BsAs−1,1 + β2
∑

s

At,s+1CsAs−1,1,

(F3)

where As2,s1 = As2 As2−1 · · · As1+1As1 . For consistency of the
notation, we define A0,1 = At,t+1 = IX , with IX being the
X × X identity matrix. In Eq. (F3), second-order terms of β

such as β2At,s2+1Bs2As2−1,s1+1Bs1As1−1,1 with s2 − 1 > s1 +
1 are ignored. This is because we carry out the average over
randomness at the end of the analysis, and such terms vanish
due to Bs = 0, with Bs1 and Bs2 independently distributed for
s1 �= s2. Following the same rule, Ṽt becomes

Ṽt 	 IX + β
∑

s

(A †
s,1BsAs−1,1 + H.c.)

+ β2
∑

s

(A †
s,1CsAs−1,1 + H.c.)

+ β2
∑

s

A †
s−1,1B†

s BsAs−1,1, (F4)

where IX is the X × X identity matrix. With Eq. (F4), tr(Ṽt )2

and tr(Ṽ 2
t ) can be written as

tr(Ṽt )
2 	 X 2 + 2Xβ

∑
s

tr(A†
s Bs + B†

s As)

+ β2
∑

s

[tr(A†
s Bs + B†

s As)]2

+ 2Xβ2
∑

s

tr(A†
sCs + C†

s As + B†
s Bs), (F5)

tr
(
Ṽ 2

t

) 	 X + 2β
∑

s

tr(A†
s Bs + B†

s As)

+ β2
∑

s

tr[4B†
s Bs + (A†

s Bs)2 + (AsB
†
s )2

+ 2A†
sCs + 2AsC

†
s ], (F6)

respectively. Substituting Eqs. (F5) and (F6) into Eq. (F1), we
can obtain

�

t 	 1 − 1

X
+ β2

X 3

∑
s

[tr(A†
s Bs + B†

s As)]2

− β2

X 2

∑
s

tr[(A†
s Bs)2 + (B†

s As)2] − 2β2

X 2

∑
s

tr(B†
s Bs).

(F7)

With large X , Eq. (F7) results in

ln
(
�


t

) 	 −tr[2B†
s Bs + (A†

s Bs)2 + (B†
s As)2]

β2

X 2
t . (F8)

We note that (A†
s Bs)2, (B†

s As)2, and B†
s Bs do not depend on

s. Equation (F8) is valid in the short-time regime for which

β2t/X � 1 is satisfied, since tr[2B†
s Bs + (A†

s Bs)2 + (B†
s As)2]

should be proportional to the system size X . However, the
power law of the relaxation time τ


� ∝ β−2 obtained from
Eq. (F8) is consistent with actual relaxation time τ
 ob-
tained through numerical simulations, which can be confirmed
regarding the two models explored in the main text and
in Appendix G. For the model explored in the main text,
we have As = U , Bs = ZsU , and Cs = Z2

s U/2, where Zs =⊕
η zη,sσ1, with σ1 being one of the Pauli matrices. Then, the

trace in Eq. (F8) becomes tr[2B†
s Bs + (A†

s Bs)2 + (B†
s As)2] =

4tr(Z2
s ) = X/3, which leads to Eq. (15).

APPENDIX G: RESULTS IN A DIFFERENT MODEL

We show that the fluctuating bunching state and the power
law of relaxation times are also observed in a model differ-
ent from that in the main text. This suggests that these two
phenomena are universal in a wide range of noisy nonunitary
dynamics of bosons. The model which we consider in this
section is described by Qt in Eq. (E15), with U and Gt differ-
ent from Eqs. (E16) and (E17). The time-independent unitary
matrix U is composed of two unitary matrices, U = U2U1,
where

U1 =
⊕

ζ

[
eiθ11 cos(θ31) −eiθ21 sin(θ31)
e−iθ21 sin(θ31) e−iθ11 cos(θ31)

]
, (G1)

U2 =
⊕

η

[
eiθ12 cos(θ32) −eiθ22 sin(θ32)
e−iθ22 sin(θ32) e−iθ12 cos(θ32)

]
. (G2)

Here, ζ and η correspond to two-site unit cells described in
Fig. 9(a). The nonunitary random matrix Gt is defined as

Gt =
⊕

x

eβzx,t , (G3)

where zx,t is sampled from the box distribution,

zx,t ∈ [−1/2,+1/2]. (G4)

If we take θ11 = θ12 = 0, θ21 = θ22 = π/2, and θ31 = θ32 =
π/4, this model corresponds to that analyzed in Ref. [102].

The blue and red symbols in Fig. 9(b) show ln(
t,2/
t,1)
and − ln(|λt,1/λt,2|2)/2, respectively, which indicate that the
fluctuating bunching state emerges in the long-time regime.
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FIG. 9. Results of a model introduced in Appendix G. (a) Schematic picture of the dynamics for one step. Blue rectangles and orange
squares correspond to unitary dynamics by U1, U2, and nonunitary dynamics by Gt , respectively. (b) Ratios of |λt,i| and 
t,i, which indicate
that the fluctuating bunching state emerges after long-time dynamics. Red and blue symbols show − ln(|λt,1/λt,2|2)/2 and ln(
t,2/
t,1),
respectively. The average is taken over 105 samples. The orange broken line is −β2t/6X − ln(

√
2), which is derived through the perturbation

analysis on ln(�

t ). While this perturbation analysis is justified if β2t/X is small, as discussed in Appendix F, we can see that its prediction

turns out to be valid even for the long-time regime. The black line represents t ln(|√ν/μ|) obtained through numerical diagonalization of Q and
Q. Here, μ = √

ν, and thus t ln(|√ν/μ|) is always zero, making the bound in Eq. (E4) useless. The noise parameter is β = 0.3. (c) Relaxation
times as functions of the noise parameter β with c = 10−6, which exhibit the power law τ ∝ β−2. Blue, red, and purple symbols, respectively,
represent τ
, τλ, and τx with n = 2. The average in ft is taken over 102 samples for obtaining one τ . We then reiterate obtaining τ for 102

times and take the average over them. The orange broken line corresponds to relaxation times defined through the perturbative analysis on
ln(
t,2/
t,1). Since this relaxation time is obtained by −β2τ


� /6X − ln(
√

2) = ln(c), the orange broken line is exactly proportional to β−2.
In (b) and (c), the parameters are (θ11, θ21, θ31, θ12, θ22, θ32) = (0.33π, 0.41π, 0.25π, 0.22π, 0.13π, 0.25π ), where the system size is X = 20.

While the parameters {θi j} adopted in Fig. 9 are different
from those in Ref. [102], we have also confirmed the de-
cay of ln(
t,2/
t,1) and − ln(|λt,1/λt,2|2)/2 with the same
parameters as Ref. [102]. This implies that the easiness for
the boson sampling problem reported in Ref. [102] originates
from the fluctuating bunching state since classical computers
can sample the probability distribution of bosons efficiently
if the bunching state is realized [48]. The black line and
orange broken line are ln(|√ν/μ|t ) and −β2t/6X − ln(

√
2)

obtained by analyses in Appendixes E and F, respectively.
Note that

√
ν = μ in the present model, which indicates

that the Cauchy-Schwarz inequality discussed in Appendix E
does not provide a good bound for the relaxation time τλ

�.
Figure 9(c) shows relaxation times τλ (red symbols), τ
 (blue
symbols), and τx (purple symbols). We can understand that
all relaxation times are proportional to β−2 for small β; the
three relaxation times are parallel to the orange broken line,
6X | ln(c) + ln(

√
2)|β−2.

[1] M. V. Berry, Regular and irregular semiclassical wave func-
tions, J. Phys. A: Math. Gen. 10, 2083 (1977).

[2] J. M. Deutsch, Quantum statistical mechanics in a closed sys-
tem, Phys. Rev. A 43, 2046 (1991).

[3] M. Srednicki, Chaos and quantum thermalization, Phys. Rev.
E 50, 888 (1994).

[4] M. Rigol, V. Dunjko, and M. Olshanii, Thermalization and
its mechanism for generic isolated quantum systems, Nature
(London) 452, 854 (2008).

[5] M. Eckstein, M. Kollar, and P. Werner, Thermalization after
an interaction quench in the Hubbard model, Phys. Rev. Lett.
103, 056403 (2009).

[6] A. Pal and D. A. Huse, Many-body localization phase transi-
tion, Phys. Rev. B 82, 174411 (2010).

[7] R. Steinigeweg, J. Herbrych, and P. Prelovšek, Eigenstate ther-
malization within isolated spin-chain systems, Phys. Rev. E
87, 012118 (2013).

[8] W. Beugeling, R. Moessner, and M. Haque, Finite-size scaling
of eigenstate thermalization, Phys. Rev. E 89, 042112 (2014).

[9] L. D’Alessio and M. Rigol, Long-time behavior of isolated
periodically driven interacting lattice systems, Phys. Rev. X 4,
041048 (2014).

[10] H. Kim, T. N. Ikeda, and D. A. Huse, Testing whether
all eigenstates obey the eigenstate thermalization hypothesis,
Phys. Rev. E 90, 052105 (2014).

[11] A. Lazarides, A. Das, and R. Moessner, Equilibrium states
of generic quantum systems subject to periodic driving, Phys.
Rev. E 90, 012110 (2014).

[12] R. Steinigeweg, A. Khodja, H. Niemeyer, C. Gogolin, and J.
Gemmer, Pushing the limits of the eigenstate thermalization
hypothesis towards mesoscopic quantum systems, Phys. Rev.
Lett. 112, 130403 (2014).

[13] R. Nandkishore and D. A. Huse, Many-body localization and
thermalization in quantum statistical mechanics, Annu. Rev.
Condens. Matter Phys. 6, 15 (2015).

[14] L. D’Alessio, Y. Kafri, A. Polkovnikov, and M. Rigol, From
quantum chaos and eigenstate thermalization to statistical me-
chanics and thermodynamics, Adv. Phys. 65, 239 (2016).

[15] R. Moessner and S. L. Sondhi, Equilibration and order in
quantum Floquet matter, Nat. Phys. 13, 424 (2017).

[16] T. Mori, T. N. Ikeda, E. Kaminishi, and M. Ueda, Thermal-
ization and prethermalization in isolated quantum systems:
A theoretical overview, J. Phys. B: At. Mol. Opt. Phys. 51,
112001 (2018).

013004-11

https://doi.org/10.1088/0305-4470/10/12/016
https://doi.org/10.1103/PhysRevA.43.2046
https://doi.org/10.1103/PhysRevE.50.888
https://doi.org/10.1038/nature06838
https://doi.org/10.1103/PhysRevLett.103.056403
https://doi.org/10.1103/PhysRevB.82.174411
https://doi.org/10.1103/PhysRevE.87.012118
https://doi.org/10.1103/PhysRevE.89.042112
https://doi.org/10.1103/PhysRevX.4.041048
https://doi.org/10.1103/PhysRevE.90.052105
https://doi.org/10.1103/PhysRevE.90.012110
https://doi.org/10.1103/PhysRevLett.112.130403
https://doi.org/10.1146/annurev-conmatphys-031214-014726
https://doi.org/10.1080/00018732.2016.1198134
https://doi.org/10.1038/nphys4106
https://doi.org/10.1088/1361-6455/aabcdf


KEN MOCHIZUKI AND RYUSUKE HAMAZAKI PHYSICAL REVIEW RESEARCH 6, 013004 (2024)

[17] C. J. Turner, A. A. Michailidis, D. A. Abanin, M. Serbyn,
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