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Molecular color centers, such as S = 1 Cr(o-tolyl)4, show promise as an adaptable platform for magnetic
quantum sensing. Their intrinsically small size, i.e., 1–2 nm, enables them to sense fields at short distances and
in various geometries. This feature, in conjunction with tunable optical read-out of spin information, offers the
potential for molecular color centers to be a paradigm shifting materials class beyond diamond-NV centers by
accessing a distance scale opaque to NVs. This capability could, for example, address ambiguity in the reported
magnetic fields arising from two-dimensional magnets by allowing for a single sensing technique to be used over
a wider range of distances. Yet, so far, these abilities have only been hypothesized with theoretical validation
absent. We show through simulation that Cr(o-tolyl)4 can spatially resolve proximity-exchange versus direct
magnetic-field effects from monolayer CrI3 by quantifying how these interactions impact the excited states of
the molecule. At short distances, proximity exchange dominates through molecule-substrate interactions, but
at further distances the molecule behaves as a typical magnetic sensor, with magnetostatic effects dominating
changes to the energy of the excited state. Our models effectively demonstrate how a molecular color center could
be used to measure the magnetic field of a two-dimensional magnet and the role different distance-dependent
interactions contribute to the measured field.

DOI: 10.1103/PhysRevResearch.5.L042023

I. Introduction. Precise measurements of magnetic fields
are an important tool in understanding the spin properties and
spatial distribution of magnetic fields in low-dimensional ma-
terials. Over the past decade, intensive technique development
in magnetic-field sensing showcased the importance of cou-
pling spatial resolution with minute sensitivity [1–3]. Where
techniques, such as fluxgate [4] and Hall-effect sensors [5,6],
are limited to micrometer-scale sensing resolution, recent ad-
vances in quantum sensing have focused on optically detected
magnetic resonance (ODMR) with color centers in semicon-
ductors, e.g., diamond-NV centers [7,8]. These defect-based
color centers feature two key advantages—optical read-out
and a high sensitivity to local magnetic fields. In ODMR, the
ground-state spin is initialized with optical excitation, probed
with microwave pulses to coherently drive the magnetic sub-
levels of a triplet ground state via a singlet excited state and
then optical read-out is used to determine the populations of
the spin sublevels [7]. These color centers allow for nanoscale
resolution of magnetic fields [9], but do not allow for inti-
mate sensing of fields near the analyte. Defect qubits, like
diamond-NV centers, are spatially limited. They are difficult
to bring in close proximity to the analyte as the defect is
embedded in a crystal [10], e.g., the smallest analyte-qubit
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distance reported is 9 nm [11]. This limitation is functionally
related to the nature of these defects, many of which would
not be thermodynamically stable in isolation; furthermore,
placing defects closer to the surface leads to their removal or
lower coherence times.

Molecules are zero dimensional and functionally all sur-
face. They may feature lower coherence times, but they are
tunable and solution processable. This portability, in par-
ticular, enables postsynthetic processing of molecular color
centers (MCCs) in thin-film geometries to probe magnetic
fields with distances ranging from angstroms to micrometers.
Recent work has even highlighted this functionality with self-
assembled monolayers of radical-based spins [12]. The MCC
Cr(o-tolyl)4 has a paramagnetic triplet S = 1 ground state (3A
symmetry1) owing to the Cr4+ center and a zero-field splitting
that allows for optical addressability analogous to color cen-
ters in solids [13–16]. Here, light is used to resonantly excite
an electron between the Ms = 0,±1 sublevels via a singlet
excited state [7,17]. When exposed to even tiny magnetic
fields, these electronic states undergo a Zeeman shift in energy
(E ′) proportional to the intensity of the magnetic field (B), the
free-electron g actor (ge), and the Bohr magneton (μB) with
S dimensionless as E ′ = geμBSB. Here E ′ is the difference in
energy of the first singlet excited state (1E symmetry) in the
presence of a finite magnetic field (EB,1E,unrel) to that at zero

1While the isolated molecule has C1 symmetry, we use the symme-
try labels of the idealized tetrahedral structure.
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FIG. 1. (a) Sensor-analyte schema to probe magnetic interactions
by changing the distance between the MCC sensor and analyte. Cr(o-
tolyl)4 on CrI3 can (b) adopt two configurations with an o-tolyl group
parallel or perpendicular to the surface at the (c) hollow (H) and top
(T) Cr sites on monolayer CrI3.

field (EB=0,1E,rel):

E ′ = EB,1E,unrel − EB=0,1E,rel. (1)

Although magnetic-field sensing is obtained experimentally
by measuring shifts in the energy levels Ms = 0,±1 sub-
levels [18], we use shifts in the 1E excited state as a surrogate
in our model.2

Recently, many correlated two-dimensional (2D) mag-
nets such as ferromagnetic CrGeTe3 and antiferromagnetic
CrI3, which exhibits layer-dependent magnetic ordering be-
low 45 K, have been studied [20,21]. To fully characterize
these materials, high-resolution sensors are needed. CrI3 is
an ideal analyte for quantum magnetic-field sensing at the
nanoscale, as prior studies have shown large discrepancies
(five orders of magnitude) in magnetic fields with distance
away from the surface of the monolayer [Fig. 1(a)]. Zhong
et al. used a CrI3/WSe2 heterostructure to calculate an ef-
fective magnetic field of 13 T from the valley splitting in
WSe2 at 3.50 Å from CrI3. Single spin microscopy with a
diamond-NV center has measured maximum magnetic fields
of 0.31 mT at a distance of 62 nm from CrI3 [22,23]. Ad-
ditional studies on CrI3-based heterostructures have shown
that such large magnetic fields are due to proximity exchange
rather than the typical magnetostatics associated with stray
magnetic fields [24,25]. This raises the question of how the
2D magnet distributes the magnetic flux, and this knowledge
is needed to guide co-design of spin-based logic and memory
devices [26].

One approach to resolve the distance dependent magnetic-
field strengths is to layer thin films of Cr(o-tolyl)4, the sensor,
of varying thicknesses on CrI3, the analyte and perform thick-
ness dependent ODMR measurements. This quantum sensing
geometry in the single-molecule limit is shown in Fig. 1(a)
and it is the configuration we consider. (We discuss thin-film

2Accurate quantitative changes in zero-field splitting values are
difficult to obtain with single-particle orbitals from DFT [19]. Post-
Hartree-Fock methods (i.e., complete active space self-consistent
field methods) give more accurate results but are not tractable for the
sensor-analyte system explored. This necessitates a surrogate value
for zero-field splitting. Here we use the 1E singlet excited state that
is involved in the excitation to the magnetic sublevels as a proxy.

effects later.) We expect two important magnetic interactions,
proximity exchange and direct magnetic fields, to occur be-
tween Cr(o-tolyl)4 and the CrI3 substrate. Proximity exchange
is a local effect and should dominate at short distances d
where electron wave functions directly overlap [27]; in con-
trast, direct magnetic fields from dipolar contributions should
dominate at longer distances. Notably, it is very difficult to
measure proximity exchange through conventional magnetic
sensing techniques outside of NMR spectroscopy. Here, we
use density-functional theory (DFT) simulations with mag-
netostatic calculations to show how the first-excited state of
Cr(o-tolyl)4 is affected by these interactions as a function of
distance, demonstrating MCC as a quantum magnetic sensing
platform.

II. Computational methods.
a. Density-functional theory simulations. Ab initio calcu-

lations were performed using the Vienna ab initio Simulation
Package (VASP version 5.4.4) [28–31] using projector aug-
mented wave pseudopotentials [32,33] and the PBE exchange
correlation functional [34,35] with the following valence con-
figurations: I(5s25p5), Cr(3d54s1), C(2s22p2), and H(1s1). We
used a 600 eV energy cutoff for the plane wave expansion and
an energy convergence of 1 × 10−7. For k-point integrations,
Gaussian smearing of 0.05 eV was used.

For all systems involving the isolated molecule and the
molecule on the substrate a single k point at the � point was
used. For calculations on the 2D monolayer CrI3, a 9 × 9 ×
1 k-point grid was used. All components of the system were
initially relaxed with a force convergence of 10−3 meV/Å
within in a simulation cell providing a spacing of 15 Å be-
tween periodic images of the molecule in all directions or the
substrate in the out of plane direction. Excited-state (es) calcu-
lations were performed using the �-SCF method [36,37]. We
calculate E↑↓

es by subtracting the total energy of a constrained
occupancy calculation, where the electron in the spin-up
highest-occupied molecular orbital (HOMO) is promoted to
the spin-down lowest-unoccupied molecular orbital (LUMO)
from a standard ground-state DFT calculation. For all calcu-
lations, including the constrained occupancy calculations, the
relaxed ground-state geometry is used. Changes in E↑↓

es were
then used to calculate the implied magnetic fields based on the
Zeeman shift using Eq. (1).

b. Magnetic-field calculations. We modeled a freely sus-
pended monolayer flake of CrI3 with in-plane dimensions of
1 × 1 µm2 within a vacuum inside a 2 × 2 µm2 area simula-
tion cell. Grid-based direct magnetic-field calculations were
performed by tessellating the spin density of monolayer CrI3

to fit a 1 × 1 µm2 array. Every element in the spin-density grid
was treated as its own magnetic block, with the normalized
spin density as the magnetic polarization in the z direction, Jz.
Previous literature has shown that CrI3 is strongly magneti-
cally polarized in the z direction [23]. To be consistent with
these results, we used the spin polarization from a collinear
calculation and assigned it to the z direction. For constant
polarization calculations, the 1 × 1 µm2 flake of CrI3 was
treated as a single block with Jz determined from our DFT
calculations. The equations below were used to calculate the
magnetic field for both models from the polarization (Jz), the
position of the magnetic block (x, y, z), and the position at
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FIG. 2. Electronic density of states (DOS) plots for (a) monolayer CrI3, (b) Cr(o-tolyl)4, and (c) Cr(o-tolyl)4 adsorbed on the CrI3 surface
(perpendicular geometry at the hollow site, see Fig. 1). Quantitative molecular-orbital diagrams highlighting the d-orbital character of (d) Cr(o-
tolyl)4 and (h) Cr(o-tolyl)4 adsorbed on monolayer CrI3. Panels (e)–(g) and (i)–(k) show visualizations of selected molecular orbitals for the
isolated molecule and the molecule adsorbed on CrI3, respectively, at dmol = 3 Å (dCr = 9 Å).

which the magnetic field was calculated (xi, yi, zi ):

Bx(x, y, z) = Jzμ0

4π
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2∑
j=1

2∑
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)
(−1)i+ j+k, (2)
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4π
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(
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√
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)
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Bz(x, y, z) = Jzμ0

4π

2∑
i=1

2∑
j=1

2∑
k=1

− ln

(
(y − yi )

√
(x − xi )2 + (y − yi )2 + (z − zi )2

)
(−1)i+ j+k . (4)

For the grid-based approach, the impact of each magnetic
block on each cell in the array for the magnetic field was
calculated via Eqs. (2)–(4) and then summed to produce the fi-
nal calculated magnetic field. To increase the efficiency of the
calculations, the periodic nature of the magnetic surface was
exploited using Boolean operations to minimize the number
calculations. Specifically, the equation employed for calcu-
lating the field has four parameters that vary based on the
location in the final magnetic field and the location in the
substrate, x − xi, y − yi, z − zi, and Jz. If all these parameters
are equivalent between two cells, then the contribution to
the final magnetic field is the same. We made use of these
equivalencies to calculate only the unique combinations of
the parameters and then assign the results to the appropriate
locations in the final grid.

The above approach results in a vector magnetic field that
can be calculated at any point outside the simulation cell.

However, when this field is sensed using a molecule, a scalar
value will be read as the field will be quantized along the
magnetization axis for the molecule. To include the effects
of the magnetization axis in our results, we perform a scalar
projection of the magnetic field vector (B) along the unit
vector for the magnetization axis (M), i.e., B = B · M. The
projection can be performed for any arbitrary axis. Results
from this grid based and the average spin-density models
quantitatively agree at distances >20 Å (Fig. 5).

III. Results and discussion.
a. Proximity exchange interactions. We first performed

electronic structure calculations on monolayer CrI3 at the
DFT-PBE level without spin-orbit coupling and in a ferro-
magnetic spin configuration. Figure 2(a) shows there is a
1.1 eV band gap and a large spin polarization, which leads
to a local spin moment of 3.3 µB on the Cr3+ site consistent
with prior monolayer studies [38]. Next, we simulated the
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electronic structure of Cr(o-tolyl)4 which has the 3A ground
state (gs) with both the dz2 and dx2−y2 orbitals singly occu-
pied [Fig. 2(b)]. The first 1E excited state involves a spin
nonconserving transition to a doubly occupied dx2−y2 orbital.
Figure 2(d) shows that the highest occupied molecular or-
bital (HOMO), spin-up lowest unoccupied molecular orbital
(LUMO), and spin-down LUMO have significant d character
[Figs. 2(e)–2(g)]. The energy difference between the HOMO
and LUMO (E↑↑

gs ) is 1.52 eV, while the energy difference
between the spin-up HOMO and the spin-down LUMO (E↑↓

gs )
is 1.64 eV. We find in the gas-phase approximation that the
excited-state energy is 0.62 eV, which is underpredicted from
recent experiments that approximate it as 1.21 eV [14]. This
underestimation is expected based on our use of a semilocal
density functional.

Next, we created the combined analyte-sensor system.
Cr(o-tolyl)4 is brought in proximity to the CrI3 surface in
a parallel and perpendicular configuration [Fig. 1(b)]. With
these two configurations, we carried out adsorption site cal-
culations with the metal center in Cr(o-tolyl)4 in the hollow
and top positions of CrI3 [Fig. 1(c)], which included van
der Waals energy corrections implemented with the DFT-D3
method of Grimme [39,40]. The lowest-energy configuration
is the perpendicular orientation of the molecule at the hollow
adsorption site at a distance of dmol ≈ 2.7 Å (dCr ≈ 10 Å)
from the surface. These two distances, shown in Fig. 1(b),
give the distance between the surface atom in monolayer CrI3

that is most extended in the out-of-plane direction dz, with
the nearest atom or the Cr cation, respectively, in Cr(o-tolyl)4.
The energies for other sites were similar with a 40 µeV differ-
ence between the lowest- and highest-energy configurations
(see Appendix B). (Our calculations assume a ferromagnetic
ordering between the molecule and the substrate. An antifer-
romagnetic ordering was found to be equally as stable with
a change in energy lower than our 1 × 10−7 convergence
threshold.)

Figure 2(c) shows that the electronic structure of the
constituent materials in the combined system is largely un-
changed in the equilibrium geometry. There is a rigid shift
in CrI3 states, owing to surface Fermi-level pinning (charge
neutrality level), which brings the Cr(o-tolyl)4 HOMO just
below the CrI3 conduction band. The semiconducting nature
of monolayer CrI3 persists with minor changes in bandwidth.
Similarly, there is a minor increase in the width of the HOMO.
Figure 2(h) presents the fraction d orbital character for Cr(o-
tolyl)4 on CrI3 in its equilibrium position. Figures 2(i)–2(k)
show no significant change in character for the orbitals in
the Cr(o-tolyl)4 molecule. These findings indicate that Cr(o-
tolyl)4 is physisorbed onto CrI3. (The parallel geometry also
leads to no noticeable changes in the electronic structure of
the system.)

In the aforementioned equilibrium geometry, we find that
E↑↑

gs and E↑↓
gs increase slightly to 1.55 and 1.71 eV, re-

spectively. E↑↓
es also changes to 0.540 eV. Additionally, we

calculated the excited-state energy of the molecule in the
as-adsorbed geometry without the substrate and found it to
be 0.537 eV. We use these changes in the 1E excited-state
energy of Cr(o-tolyl)4 adsorbed on CrI3 compared with the
adsorbed Cr(o-tolyl)4 without the substrate to calculate the

FIG. 3. (a) Distance-dependent energies of the 1E excited state
(E↑↓

es ) of Cr(o-tolyl)4 near CrI3. The horizontal broken line shows
E↑↓

es for the isolated molecule. (b) Total distance-dependent magnetic
fields from CrI3 and contributions to the field from proximity ex-
change and magnetostatic contributions. Direct magnetic fields are
quantized along the easy axis of Cr(o-tolyl)4 (see text).

implied magnetic field sensed by the molecular color cen-
ter through the Zeeman interaction. We use the as-adsorbed,
lower excited-state energy as a comparison to the distance
dependent excited-state energies to calculate the lower bound
of the magnetic field without any contributions from structural
distortions. Here we obtain B = 94 mT at the equilibrium
distance of 3 Å. We next examined the changes to these ener-
gies as a function of distance between between Cr(o-tolyl)4

and CrI3 as means to map the magnetic-field distribution
transverse to the analyte. Figure 3(a) shows that the energy
of the first-excited state decreases as Cr(o-tolyl)4 approaches
CrI3 over the range 2.7 Å � dmol � 10 Å. This value falls
off cubically as the distance increases, as shown in Fig. 3(b),
with the smallest computed field being 5.0 mT at 10 Å. As
with the isolated molecule, these calculations do not account
for relaxations in the excited state. The excited-state energies
in the combined system are obtained relative to the structure
of the relaxed molecule at the equilibrium distance without
any geometric changes due to the change in distance from
CrI3; therefore, they represent the smallest changes expected
as atomic displacements would further increase the energy
differences.

We find the excited-state energy of the isolated molecule
changes from 0.621 eV in the fully relaxed geometry to
0.537 eV when the molecule’s geometry is taken from the
relaxed equilibrium combined structure. We use E ′ from the
fully relaxed molecule to calculate an effective magnetic field
of B = 2.24 T at dmol = 2.7 Å from the surface. This may
be compared with B = 140 mT obtained at the same distance
using EB=0,1E from an unrelaxed, as adsorbed geometry. This
discrepancy is due to steric distortions to the inner shell of
the Cr(o-tolyl)4 when adsorbed on the CrI3 surface without
charge transfer or bond formation. We find a change in the
coordination environment leading to an increase in the τ ′

4
geometry index, which quantifies the distortion of a four-
coordinate metal complex on a scale from zero (square planar)
to one (tetrahedral) [41], from 0.941 to 0.960 for the isolated
molecule and the molecule on the surface, respectively. As
this change is caused by the interaction of the molecule with
the surface, we expect it to decrease with increasing distance
between the molecule and the substrate. Raman or infrared
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FIG. 4. (a) Schematic of the simulation cell for the magnetostatic models. (b), (c) Computed magnetic fields from CrI3 at variable dz

values. All results use the linear trajectory shown in panel (a) and are projected along the easy axis of Cr(o-tolyl)4. The broken vertical line
indicates the edge of the monolayer. (d) Easy-axis orientation effects on the magnetostatic component of the sensed B field. (inset) Vectors
corresponding to orientations of the easy axis used. All vectors are projected onto the geometry of Cr(o-tolyl)4 molecule adsorbed on CrI3.

spectroscopy could be used to observe the structural distortion
through shifts in the vibrational mode frequencies [42].

b. Magnetostatic interactions. Here, we modeled a freely
suspended monolayer flake of CrI3 with in-plane dimensions
of 1 × 1 µm2 within vacuum inside a 2 × 2 µm2 area sim-
ulation cell in order to sample the field at the edge and
above the flake [Fig. 4(a)]. The magnetic field was sampled
every 7 Å over the plane of the simulation cell at vertical
distances from the flake between 5 Å � dz � 600 Å. For input
into the magnetostatic simulation, we modeled the magnetic
polarization of CrI3 using two methods: (1) a constant po-
larization calculated from an average of the DFT calculated
spin density and (2) a full spin-density with each element
in the spin-density grid treated as a magnetic parallelepiped.
We used the grid-based spin-density approach (model 2) to
calculate magnetic fields at distances less than 20 Å, while for
greater distances we used the average calculated spin density
(model 1). Numerical details and information on quantita-
tively agreement are described in the methods section. The
largest differences in magnetic fields from these two models
occur for short distances, e.g., the difference in maximum
field is 4.6 mT at 5 Å. This difference is much smaller than
the five orders of magnitude discrepancy between previous
experimental measurements.

Figures 4(b) and 4(c) show that the magnetic field sharply
increases in magnitude at the edge of the CrI3 surface and then
decreases to a small value over the top of the surface. The field

then rapidly decreases to zero in the lateral direction beyond
the CrI3 boundary. Figures 4(b) and 4(c) further show that
the peak magnetic-field amplitude along the normal direction
dz of monolayer CrI3 increases and becomes more localized
(decreasing peak width) with decreasing distance between
Cr(o-tolyl)4 and the analyte. For dz = 60 nm, we find the
magnetic field B = 0.28 mT.

Previous continuous-wave optically detected magnetic res-
onance (cw-ODMR) measurements with the molecular color
center, Cr(o-tolyl)4 diluted in a single crystalline host of Sn(o-
tolyl)4, have illustrated that external magnetic fields �1 mT
are readily measurable [13]. However, since these measure-
ments were performed on ensembles of Cr4+ ions, we cannot
directly determine a precise magnetic-field sensitivity of in-
dividual Cr4+ ions. Instead, we can estimate the upper bound
on sensitivity for cw-ODMR and pulsed ODMR experiments
given by Eqs. (5) and (6), respectively [43]. The magnetic-
field sensitivities, ηcw and ηpulsed, are given by

ηcw = 4

3
√

3

h

geμB

�ν

Ccw

√
R

, (5)

ηpulsed = 8

3
√

3

h̄

geμB

1

Cpulsed
√

RtR

√
tI + T ∗

2 + tR
T ∗

2

, (6)

where h(h̄) is Planck’s (reduced) constant, ge is the effective
g factor for Cr(o-tolyl)4, μB is the Bohr magneton, R is the
photon-detection rate, �ν is the cw-ODMR linewidth, Cpulsed
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is the pulsed ODMR contrast, tI is the initialization pulse
length, tR is the readout pulse length, and T ∗

2 is the inhomoge-
neous dephasing time.

Using R = 300 counts/s, ge = 2, �ν = 42 MHz, T ∗
2 ≈

8 ns (estimated from cw-ODMR linewidths), tI ≈ 300 µs,
tR = 20 µs, Ccw ≈ 10−3, and Cpulsed ≈ 0.03 from previous
measurements yield ηcw and ηpulsed of 67 mT Hz−1/2 and
14 mT Hz−1/2, respectively. The estimated sensitivities offer
an upper bound on the sensitivity of individual Cr4+ color
centers and likely can be improved for dedicated magnetic-
field sensing applications. For example, the same molecular
color center, Cr(o-tolyl)4, diluted in an alternative host ex-
hibited superior Cpulsed = 0.4 [44], which should improve
ηpulsed to 1 mT Hz−1/2. Moreover, these figures of merit for
magnetic-field sensitivity are highly dependent on the method
of measurement (e.g., Ramsey, cw, pulsed, see Ref. [43]
for further details) and may be improved through extrinsic
factors, such as improved collection efficiencies, Purcell en-
hanced emission rates, and stronger microwave drives. Thus,
we present these values, along with previous demonstrations
measuring magnetic fields from 0–10 mT, to suggest that
Cr(o-tolyl)4 may provide a suitable sensor to detect magnetic
fields arising from CrI3 monolayers.

Figure 3(b) shows the total magnetic field sensed as a
function of distance decomposed into contributions from
proximity exchange and the magnetostatics. Proximity ex-
change contributions are dominate up to 8 Å from CrI3. The
short span over which proximity exchange is the main contri-
bution to the total magnetic field is due to the cubic distance
dependent, d3, decrease in proximity exchange compared with
the d−1 decrease for direct magnetic fields.

Although our analysis utilizes a single molecular color
center, experimental setups would require molecular films,
which may exhibit texture and grain boundaries. Such mi-
crostructure could elicit separate responses from distortions
in the geometry of the molecule, which has a large effect on
the excited-state energy. This could lead to increased variance
in energy changes, adding complexity to interpretation of
ODMR results. These alterations to the molecule’s properties
could be mitigated by creating highly ordered, atomically
smooth films. Past studies on transition-metal complex thin
films suggest that this is challenging and motivates improve-
ments in processing methods [45,46].

The magnetic field from CrI3 is a vector quantity, yet
these sensors will yield a scalar value for the field that is
projected along the easy axis of the spin qubit (also known
as the quantization axis). The axis of quantization is impor-
tant in both understanding the field magnitude for our single
color center model and how molecular conformations in de-
posited films, further from the analyte, modify the alignment
of the molecule’s easy axis with respect to the direction of
the magnetic field, thereby altering sensitivity. To understand
how these factors affect the fidelity of the field read-out,
we next determined the spin-quantization axis by performing
noncollinear relativistic DFT calculations with spin-orbit cou-
pling on isolated Cr(o-tolyl)4, Appendix C. In the reference
frame of the combined molecule-substrate system [Fig. 4(d),
inset], the quantization axis has the unit vector (−0.784,
0.500, 0.368). Figure 4(d) shows that the magnetic field

FIG. 5. Comparison of the maximum calculated magnetic fields
from the average spin-density (blue) and grid spin-density (orange)
methods.

decreases with dz independent of the quantization axis, and
these values are in good quantitative agreement with exper-
iment. There is, however, a strong dependence of the field
strength on the axis of quantization, e.g., the largest different
being 14 mT at 2.7 Å from the substrate.

Tailoring the easy axis of the sensor to the direction of
the field would allow for maximum sensitivity. We now use
this approach to determine the simulated magnetic fields along
the easy axis of a diamond-NV center and compare with the
MCC. We find that they are within 20 µT at dz = 60 nm. A
comparison of the magnetic field quantized along the easy axis
from the Cr(o-tolyl)4 on CrI3 to the field quantized along the
[111] easy axis of a diamond-NV center shows the two exhibit
similar field strengths with the diamond NV center slightly
larger. Neither the lowest-energy orientation of Cr(o-tolyl)4

nor the known easy axis of the NV center are aligned with the
axis having the largest magnetic field for CrI3 (the z axis). The
flexibility of MCC both in the ligand and matrix may be useful
variables to tune in maximizing the sensitivity of the sensor.

Cr(o-tolyl)4 has a highly-temperature-dependent relax-
ation time varying from 500 to 3 µs between 5 and 40 K,
respectively, which necessitates sensing at low tempera-
tures [13,14]. Our use case for the sensor shown here,
monolayer magnets, also have low ordering temperatures
(45 K for CrI3 and 42 K for CrGeTe3) [47–49], making
the MCC an ideal sensing platform. Other potential use
cases for these sensors include Kitaev materials, a SOC-
entangled subclass of Mott insulators, such as RuCl3, which
exhibits unique zigzag magnetic ordering below 7 K [50,51],
or other complex layered 2D magnets like metal-organic
frameworks [52,53]. Additionally, magnetic defects, that may
harm the performance of superconducting qubits via decoher-
ence channels, could be spatially mapped, as these magnetic
defects are known to occur below 12 K [54,55]. Sensing
higher-temperature phenomena will require increasing re-
laxation times, and there are substantial efforts focused on
engineering ligand environments in molecular color centers
to expand the useful temperature ranges to above liquid nitro-
gen [14,42,56,57].
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FIG. 6. Density of states for the constrained band calculation of
(a) Cr(o-tolyl)4 on CrI3 and (b) isolated Cr(o-tolyl)4. Both configu-
rations show a doubly occupied Cr(o-tolyl)4 orbital near the Fermi
level.

IV. Conclusions. In summary, we find that magnetic fields
range from 94 to 0.28 mT over 3 Å to 60 nm, respectively,
from CrI3 using a single-sensing platform. At distances be-
yond 8 Å from the 2D magnet, direct magnetic fields, i.e.,
the primary field probed by traditional magnetic-field sen-
sors, dominates the signal over the shorter range proximity
exchange interaction. Our results show how MCC can be used
to sense magnetic fields with high fidelity over a range of
distances and how the platform forms a novel metrology to
discern phenomena in low-dimensional systems. The inherent
flexibility of MCC suggest alterations to the molecule could
allow for optimizing the easy axis direction and the orientation
of the molecule on the surface to allow for improved sensing.

The data that support the findings of this study are avail-
able from the corresponding author upon reasonable request.
Scripts for magnetostatic modeling are available online [58].
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Appendix A: Magnetic-field calculation methods. Figure 5
compares the numerical results of the grid based calculations
to those of the average spin density.

Appendix B: Adsorption site and molecular orientation
effects. The orientation of the molecule for the proximity
exchange calculations was selected based on our total-energy
calculations. The combined system configuration with the
molecule on the perpendicular and parallel orientations, Cr
and hollow adsorption sites, and rotated in-plane around the
z axis at 0◦ and 45◦ configurations were considered. Table I
shows the results of these calculations where there are very

TABLE I. Total energy per atom for Cr(o-tolyl)4 adsorbed on
CrI3 with different configurations.

Orientation-rotation angle (site) Energy per atom (μeV)

Parallel-0◦ (Cr) 20
Parallel-0◦ (hollow) 30
Perpendicular-0◦ (Cr) 40
Perpendicular-0◦ (hollow) 0
Parallel-45◦ (Cr) 30
Parallel-45◦ (hollow) 40
Perpendicular-45◦ (Cr) 30
Perpendicular-45◦ (hollow) 10

small changes in total energy with respect to each of these
parameters. The most stable structure in the perpendicular
orientation, on the hollow site, and with a 0◦ xy plane rota-
tion angle was used for more extensive calculations presented
above.

As the energy of the different configurations for Cr(o-
tolyl)4 on CrI3 were very similar, we then examined changes
across the ground-state electronic structures. We also found
very small changes in E↑↓

gs and E↑↑
gs ≈ 0.1 meV (Table II).

These changes are an order of magnitude smaller than those
in the excited state.

Appendix C: Quantization axis calculations. To deter-
mine the quantization axis for the molecule, we performed
noncollinear relativistic DFT calculations with spin-orbit cou-
pling on isolated Cr(o-tolyl)4 in two geometries: fully relaxed
and as absorbed on CrI3. To perform these calculations, we
aligned the easy axis of the molecule with the [100], [010],
and [001] directions and calculated the total energy and the
final noncollinear magnetic moment. The results are shown in
Tables III and IV for the relaxed and as adsorbed molecules,
respectively. We find that regardless of the molecule’s geome-
try that the total energy is lowest when the easy axis aligns
with the [001] axis in the reference frame of the isolated
molecule.

When Cr(o-tolyl)4 is adsorbed on to CrI3 the quantization
axis is rotated compared with its original reference frame.
In the reference frame of the combined system, the previous
[001] axis is now aligned with the unit vector (−0.784, 0.500,
0.368). It is this unit vector that we use as the quantization
axis for Cr(o-tolyl)4 in the magnetostatic calculations.

Appendix D: Constrained band density of states. Figure 6
shows the constrained band density of states for Cr(o-tolyl)4

and Cr(o-tolyl)4 adsorbed on CrI3.

TABLE II. Ground-state energies for the molecule with different
orientations and adsorbed on different adsorption sites. Results are
averaged across 0◦ and 45◦ rotations in the xy plane of the combined
system.

Orientation (site) E↑ ↑
gs (eV) E↑ ↓

gs (eV)

Parallel (Cr) 1.51697 1.64336
Parallel (hollow) 1.51670 1.64397
Perpendicular (Cr) 1.51651 1.64392
Perpendicular (hollow) 1.51681 1.64362
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TABLE III. Total energy and vector magnetic moments from
DFT on relaxed Cr(o-tolyl)4.

Axis E (μeV) Mx (μB) My (μB) Mz (μB)

[100] 3.86 2.00 0.00 0.00
[010] 4.00 0.00 2.00 0.00
[001] 0.00 0.00 0.00 2.00

TABLE IV. Total energy and vector magnetic moments from
DFT on as adsorbed Cr(o-tolyl)4.

Axis E (μeV) Mx (μB) My (μB) Mz (μB)

[100] 0.30 2.00 0 0
[010] 8.00 −0.01 2.00 0.01
[001] 0.00 0 0 2.00
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