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We demonstrate a genuine quantum feature of heat: the power emitted by a qubit (quantum two-level system)
into a reservoir under continuous driving shows peaks as a function of frequency f . These resonant features
appear due to the accumulation of the dynamical phase during the driving. The position of the nth maximum is
given by f = fM/n, where fM is the mean frequency of the qubit in the cycle, and their positions are independent
of the form of the drive and the number of heat baths attached, and even the presence or absence of spectral
filtering. We show that the waveform of the drive determines the intensity of the peaks, differently for odd and
even resonances. This quantum heat is expected to play a crucial role in the performance of driven thermal
devices such as quantum heat engines and refrigerators. We also show that, by optimizing the cycle protocol, we
recover the favorable classical limit in fast driven systems without the use of counterdiabatic drive protocols, and
we demonstrate an entropy preserving nonunitary process. We propose that this non-trivial quantum heat can be
detected by observing the steady-state power absorbed by a resistor acting as a bolometer attached to a driven
superconducting qubit.
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Introduction. Quantum heat transport [1–4] and quantum
heat engines and refrigerators [5–8] currently attract atten-
tion because of their role in thermodynamics in the quantum
domain, and their applicability in such areas as heat man-
agement in quantum circuits, qubit resetting for quantum
computational tasks [9], and quantum error correction [10].
In this context, whether quantum coherence is detrimental or
advantageous for the performance of the thermal machines
is currently a much debated topic [8,11–21]. Moreover, the
nonclassical nature of heat originates from the coherence
terms of the density matrix when expressed in the eigenbasis
of the Hamiltonian [22,23]. Therefore understanding the role
of coherence is important: in this Letter we demonstrate the
role of coherence in the emitted power by a qubit under
continuous-wave high-frequency driving. In this driven open
quantum system, power versus driving frequency has reso-
nances at well-defined frequencies, due to the accumulation
of the dynamical phase of the qubit [6,24–31]. In fact these
peaks are general and appear irrespective of whether the qubit
is coupled to the bath(s) with or without spectral filtering, and
of the number of baths attached. For simplicity of obtaining
transparent results, we first analyze a driven qubit coupled to
a single bath, and the form of the drive is approximated by
a square wave. Here we give a theoretical explanation of the
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characteristics and origin of these resonances. With a single
qubit, the positions of the peaks align with fM/n dependence,
where fM is the mean frequency of the qubit in the cycle and
n is an integer.

Model. First we consider a driven qubit coupled to a heat
bath at temperature T . The Hamiltonian of the qubit is given
as

H (t ) = h̄g�(t )

2
σz + h̄ω0

2
σx, (1)

where σz and σx are the Pauli matrices and ω0 is the minimum
transition frequency of the qubit. Here we have the driving
protocol [see Fig. 1(a)]

�(t ) = 1 + tanh [a cos (ωLt )]

tanh a
, (2)

where ωL is the frequency, g is the amplitude of the drive and
a is a real parameter. When a → 0, �(t ) = 1 + cos (ωLt ) and
when a → ∞, �(t ) is a square wave of unit amplitude. From
Eq. (1), we get the energy gap between ground and excited
states of the qubit at any instant of time as

�E (t ) = h̄
√

g2�(t )2 + ω2
0. (3)

For �(t ) = 2 and �(t ) = 0, we get maximum and minimum
energy level spacings �E1 and �E2, respectively. Corre-
sponding transition frequencies are denoted as ω1 = �E1/h̄
and ω2 = �E2/h̄. We consider a weak coupling between the
system and the bath. The density matrix ρ of the system

2643-1564/2023/5(2)/L022036(6) L022036-1 Published by the American Physical Society

https://orcid.org/0000-0002-1934-3439
https://orcid.org/0000-0003-0984-1829
http://crossmark.crossref.org/dialog/?doi=10.1103/PhysRevResearch.5.L022036&domain=pdf&date_stamp=2023-05-22
https://doi.org/10.1103/PhysRevResearch.5.L022036
https://creativecommons.org/licenses/by/4.0/


GEORGE THOMAS AND JUKKA P. PEKOLA PHYSICAL REVIEW RESEARCH 5, L022036 (2023)

FIG. 1. (a) A pictorial representation of the driving protocol
for a = 8. (b) Bloch sphere representation of the trajectories at
the driving frequency fL,1, fL,2, and fL,3. Dots on the trajectories
are obtained using Eqs. (11). (c) Power dissipated in the bath, where
the red curve represents simulation using Eqs. (4), (5), and (7) and
the blue dashed curve is obtained analytically from Eqs. (11) and (8).
The dashed vertical lines are at fL,n with n = 1, 2, . . . , 6 from right
to left. The peaks denoted with (1), (2), and (3) in (c) correspond to
the trajectories shown in (b). Here we have ignored pure dephasing
effects and taken typical parameters for a superconducting qubit:
ω0/2π = 6 GHz, g/2π = 1 GHz, T = 70 mK, and κ = 0.01. Power
at the maxima of peaks of different order, n = 1, 2, 3, 4, as functions
of ω1/ω2 in (d) and of a in (e). The vertical dashed lines in (d) and
(e) correspond to the parameter values in panel (c).

undergoes a nonunitary evolution as [32]

dρ

dt
= − i

h̄
[H (t ), ρ] + Lρ + Lφρ, (4)

where the dissipator is given by

Lρ = 
↓(σ−ρσ+ − 1/2{σ−σ+, ρ})

+
↑(σ+ρσ− − 1/2{σ+σ−, ρ}), (5)

and pure dephasing by Lφρ = 
φ (σzρσz − ρ). Here σ+ and
σ− are raising and lowering operators, respectively. For the
case of coupling to the bath in σz direction, the transition rates
are [6,8]


↓ = κ
ω2

0

ω2
0 + g2�(t )2

�E

h̄
[N (�E ) + 1]. (6)

Here κ is dimensionless coupling parameter, N (�E ) =
1/[exp (�E/kBT ) − 1], 
↑ = exp (−�E/kBT )
↓ due to de-
tailed balance, and from the zero frequency noise spectrum
we get the pure dephasing rate as [33] 
φ = κ{ω2

0/[g�(t )]2 +
1}−1kBT/h̄.

Origin of peaks in a fast driven system. Here we analyze a
case where ω0 � g in the fast driven regime ωL � 
↓, 
↑.
We can then ignore the effects due to pure dephasing as
g2�(t )2 � ω2

0. For sufficiently large a, the drive is close to
a square wave as shown in Fig. 1(a). Thus for half of the
period δt = π/ωL the energy of the system is �E = �E2,
and for the other half it is �E = �E1 and the transitions
between these legs during the drive can be approximated as
sudden processes. Thus for a → ∞ baths are acting on the
system only in the branches �E = �E2 and �E = �E1, and
the relaxation rates [see Eq. (6)] at these branches are denoted
as 


↓
2 and 


↓
1 , respectively. Thus we can identify four steps

during the drive: p → q, r → s are the thermalization steps
and q → r, s → p represent the sudden changes as shown in
Fig. 1(a). In the fast driven system, since the Hamiltonians at
two different instances are not commuting [H (t ′), H (t ′′)] 	= 0,
the coherences created dissipate heat to the baths due to the
work performed on the system during the driving [11]. From
Eqs. (1) and (4), we get the power dissipated in the bath in a
cycle as

P = ωL

2π

∫ 2π/ωL

0
Tr[H (t )Lρ] dt . (7)

This expression coincides with that for the heat associated
with open quantum evolution in previous literature [34–36].
For a � 1, we can approximate

P = ωL

2π
[�E2(Dq − Dp) + �E1(Ds − Dr )], (8)

where Di = 1/2 − ρee,i, with ρee,i the occupational proba-
bility of the excited state at the ith position of the cycle.
Interestingly, the power versus driving frequency shows max-
ima, as depicted in Fig. 1(c). To explain this, we consider
the dynamical phase ϕ accumulated in the off-diagonal (co-
herence) terms of the density matrix, which is in the form
exp (−iϕ), where

ϕ = 1

h̄

∫ 2π/ωL

0
�E (t )dt = (�E1 + �E2)

π

ωL
, (9)

valid for any value of a. When the accumulated phase ϕ =
2nπ , where n is an integer, the system makes n complete
rotations in a Bloch sphere. Equating (�E1 + �E2)π/h̄ωL =
2nπ , we get the condition of these frequencies,

fL,n = fM

n
, (10)

where fM = (�E1 + �E2)/2 h. For each n, the system un-
dergoes a trajectory with n closed loops [see Fig. 1(b)]. An
immediate consequence of Eq. (9) is that the positions of the
peaks are robust irrespective of the waveform of the drive.

Equation (10) can also be achieved by considering the time
evolution of the density matrix in a fast driven system, as
we will now demonstrate. We find an analytical expression
for the density matrix and the dissipated power in the limit
a → ∞, i.e., for the abrupt changes of the energy of the qubit.
We define Ri and Ii as the real and imaginary parts of the
off-diagonal terms of the density matrix of the system, respec-
tively. These are defined in the instantaneous eigenstates of the
Hamiltonian. Their evolution can be obtained by applying the
sudden approximation of quantum mechanics in legs q → r
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and s → p and relaxation in legs p → q and r → s. In steady
state they evolve as

Dq = Dp + [
↓
2 − 



2 (Dp + 1/2)]δt2,

Rq = [Rp cos (ω2δt2) − Ip sin (ω2δt2)]
(
1 − 1

2


2 δt2

)
,

Iq = [Ip cos (ω2δt2) + Rp sin (ω2δt2)]
(
1 − 1

2


2 δt2

) = Ir,

Dr =
√

1 − η2Dq − ηRq, Rr =
√

1 − η2Rq + ηDq,

Ds = Dr + [



↓
1 − 



1 (Dr + 1/2)
]
δt1,

Rs = [cos (ω1δt1)Rr − Iq sin (ω1δt1)]
(
1 − 1

2


1 δt1

)
,

Is = [cos (ω1δt1)Iq + Rr sin (ω1δt1)]
(
1 − 1

2


1 δt1

) = Ip,

Dp =
√

1 − η2Ds + ηRs, Rp =
√

1 − η2Rs − ηDs. (11)

Here we consider 


1 δt1 � 1 and 



2 δt2 � 1, where 


1(2) =



↑
1(2) + 


↓
1(2) and δt1 and δt2 are the durations of the legs p →

q and r → s, respectively, such that ωL = 2π/(δt1 + δt2), and

η =
√

1 − ω2
2/ω

2
1. For the symmetric case δt1 = δt2, Eqs. (11)

represent the evolution of the system corresponding to the
driving protocol in Eqs. (1) and (2) with a → ∞, and below
we show that it yields identical results with the full numerical
solution of the master equation [Eq. (4)]. Naturally the max-
imum occupation probability of the excited state at the point
p versus driving frequency appears at the same position as
that of power maxima shown in Fig. 1(c). From Eqs. (11), and
considering 


↓
1 = 



1 = 0, δt2 = δt1 = δt and 

↓
2 δt � 1, we

get

P = �E2
(
2


↓
2 − 



2

)
[1 − cos(ω1δt )]

(
ω2

1 − ω2
2

)
2
(
4ω2

1 − (ω1 + ω2)2 cos[(ω2 + ω1)δt] − K
) (12)

and

ρee,p = 1

2
−

(
2


↓
2 − 



2

)




2

× 4
[
ω1 cos ω1δt

2 sin ω2δt
2 + ω2 cos ω2δt

2 sin ω1δt
2

]2

(
4ω2

1 − (ω1 + ω2)2 cos[(ω2 + ω1)δt] − K
) ,

(13)

with K = 2(ω2
1 − ω2

2 ) cos[ω2δt] + (ω1 − ω2)2 cos[(ω1 −
ω2)δt]. The analytical results above are valid for small
amplitude (ω1 ≈ ω2), square-wave driving (a → ∞) of the
qubit. It is, however, illustrative to look at different driving
protocols to understand the various peaks and their origin. In
Fig. 1(d), the amplitudes of the various peaks are presented
against ω1/ω2. We see that the odd n peaks assume their
asymptotic value already with weak driving, whereas the
even n peaks grow more gradually. This is in line with
the results in panels (b) and (c), where the even peaks behave
very differently (on the Bloch sphere, and in terms of the
height and width of the peaks) with respect to odd n peaks.
In Fig. 1(e) the same quantities are plotted now as functions
of a. Only the n = 1 peak survives all the way to a → 0,
i.e., for a sinusoidal drive, whereas the rest of the peaks arise
only for non-vanishing a. This observation suggests that the
magnitude of the nth peak is determined by the corresponding
Fourier component of the drive.

When ω1 → ω2, we get from Eqs. (12) and (13) maximum
values for P and ρee,p for δt = 2nπ/(ω2 + ω1), which corre-
sponds to Eq. (10) and to the peaks obtained in the power. The
condition used in Eqs. (12) and (13), 


↓
1 = 



1 = 0, can be
easily achieved by using spectral filter with sufficiently high
quality factor [3]. Interestingly, when δt = 2nπ/ω1, P = 0,
and ρee,p = 


↑
2 /



2 , which is the classical limit [6]. In this
case, Rr = Rs, Ir = Is, and Dr = Ds due to which the coher-
ence created during the ramp q → r is annihilated in the ramp
s → p. Generally, transitionless quantum driving is achieved
by counterdiabatic driving [37,38]. Here, we achieve the clas-
sical limit with minimal power without such counterdiabatic
driving but with suitable choice of the driving protocol.

Another implication of 

↓
1 = 



1 = 0 is that the nonunitary
step where the system is in contact with the heat bath should
preserve the purity of the qubit. Consider Ui j as the unitary
process representing the ramp i → j where i, j = {p, q, r, s}.
From the cyclic process described in Fig. 1(a), we have

Vpq{UspUrsUqrρqU †
qrU

†
rsU

†
sp} = ρq, (14)

where ρq is the density matrix at the beginning of the ramp
q → r and Vpq represents the map corresponding to nonuni-
tary process in the branch p → q. Unitary processes preserve
the von Neumann entropy (purity) of the system. To achieve
cyclicity as shown in Eq. (14), purity of the system in nonuni-
tary branch p → q should also be preserved. This implies

D2
i + R2

i + I2
i = D2

j + R2
j + I2

j . (15)

Under Lindblad evolution, due to decoherence, we have√
R2

q + I2
q <

√
R2

p + I2
p, which implies Dq > Dp and

thereby P > 0 as expected. A possible application of this
effect can be mitigation of the loss of quantum information in
an open system with drive.

Bloch sphere dynamics. The driven system shows inter-
esting trajectories in the Bloch sphere representation. The
coordinates of the Bloch vector at a given instant of time
are (〈σx〉t , 〈σy〉t , 〈σz〉t ) where 〈σi〉t = Tr[σiρ(t )] and ρ(t ) is
obtained from Eq. (4) for t → ∞. Since we are depicting
steady state cyclic processes, all the trajectories in the Bloch
sphere for a complete cycle should be closed. Depending on
the driving frequency or in other words, the position of the
peak, the number of turns in the Bloch sphere trajectory equals
n [see Fig. 1(b)]. For driving frequencies away from fM/n, the
trajectories are close to the surface [not shown in Fig. 1(b)].
They move towards the center of the Bloch sphere when the
driving frequencies are close to fM/n (peaks). This is due to
the fact that at driving frequencies near fL,n the off diagonal
coherence terms are created which then dissipate to the bath.
Or in other words, the driving increases the entropy which in
turn increases the mixedness of the system. Thus trajectories
reflect the amount of dissipation. The trajectory on the Bloch
sphere can also be constructed from Eqs. (11). At a given
instant, the coordinates are 2(R, I,D). As an example, we
represent the state of the system obtained from Eqs. (11) at a
few instances as dots in Fig. 1(b). This shows an excellent
agreement between analytical solution from Eqs. (11) and
numerical simulations.

Experimental setup. The predicted quantum heat might be
observable in a basic qubit based setup. For a transmon qubit
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R CJ

Cc

Φ

FIG. 2. A possible experimental setup consists of a supercon-
ducting qubit capacitively coupled to a normal metal resistor with
resistance R.

[39] with �E = h̄ω, coupled to a resistor as bath [40] through
a capacitor with capacitance Cc (see Fig. 2), the transition rate
is given as


↓ = ω2
0

ω2
0 + g2�(t )2

C2
c

C2



ω

Q
[N (�E ) + 1], (16)

where CJ is the capacitance of each junction, C
 = Cc + 2CJ ,
the quality factor of the junction Q = √

LJ/CJ/R = 1/ωCJR,
and LJ is the Josephson inductance which can be modulated
with flux �. For g�(t )/ω0 � 1 and for low temperature h̄ω >

kBT , we get


↓ ≈ C2
c CJ (CJ + Cc)−2ω2RCJ . (17)

For typical values of a transmon, CJ = 30 fF, Cc = 8 fF,
ω/2π = 6 GHz, and R = 200 �, we have 
↓/ω ≈ 0.01,
which represents weak coupling and the proposed model is
applicable.

Cooling regime We have seen that the classical limit or
in other words suppression of the coherence induced dissi-
pation, can be achieved by considering 


↓
1 = 



1 = 0 and
δt = 2nπ/ω1. We can extend this approach for two baths
coupled to the qubit via resonators to approach this limit. Such
a setup will be useful in constructing quantum heat engines
and refrigerators [31]. The resonators (spectral filters) will
help to couple the qubit to the bath 1 with temperature T1

when �E = �E1 and to the bath 2 at temperature T2 when
�E = �E2, and allow almost unitary evolution in between as
discussed in Refs. [3,8]. Now we find the power dissipated
to baths 1 and 2 as P1 = [�E1(Ds − Dr )]ωL/2π and P2 =
[�E2(Dq − Dp)]ωL/2π , respectively. The cooling regime is
defined as P2 < 0 and P1 > 0 and can be achieved at high
frequency by suitably choosing δt2 and δt1. If we consider the
case δt2 = π/ω2, we get cooling for δt1 = 2nπ/ω1 as shown
in Fig. 3. The transition rate due to the bath in the presence of
resonators is given as [6]


↓
r = κ

ω2
0

ω2
0 + g2�̃(t )2

[N (�E ) + 1]�E/h̄

1 + Q2
r

(
ωr
ω

− ω
ωr

)2 , (18)

where r = 1, 2, Qr is the quality factor of the rth resonator,
ω = �E/h̄, and �̃(t ) corresponds to the drive shown in the
inset of Fig. 3(a). Moreover, the dynamical phase is ϕ =
1
h̄

∫ 2π/ωL

0 �E (t )dt = π + ω1(2π/ωL − π/ω2). Invoking the
condition ϕ = 2nπ as in Eq. (10), we get the power maxima
(see Fig. 3) at frequencies

f asy
L,n = 1

2π

2ω2ω1

(2n − 1)ω2 + ω1
. (19)

FIG. 3. (a) Power P2 versus frequency. Panel (b) shows the en-
larged cooling regime. The inset shows the asymmetric square-wave
driving protocol (δt2 	= δt1) used in (a) and (b). The dashed blue
and continuous red curves correspond to theoretical model from
Eqs. (11) and simulation, respectively. The dot-dashed black curves
indicate the classical limit with same energy level spacings and
transition rates as in the quantum system. Vertical dashed lines in
(a) are obtained from Eq. (19). Here ωL is varied by changing
δt1. The vertical dashed lines in (b) correspond to δt1 = 2nπ/ω1,
where cooling is achieved. We take δt2 = π/ω2, T1 = T2 = 210 mK,
ω0/2π = 6 GHz, g/2π = 1 GHz, and κ = 0.01.

The validity of Eqs. (11) is in the regime 

↓
1 δt1 � 1 and



↓
2 δt2 � 1, because we consider only the linear terms in δt1

and δt2 in the dissipators [see Eqs. (5) and (11)] in branches
p → q and r → s. Therefore we can see a slight mismatch
between simulation and analytical solution in Fig. 3.

Irrespective of the initial state of the system, after suffi-
ciently many periods of drive, the system reaches a steady
state cycle with the same trajectory in the Bloch sphere for all
the subsequent cycles. At this point, interesting questions in
the periodically driven open quantum system are, what would
be the minimum relaxation rate required to make the evolution
of the system cyclic [41] and what would be the corresponding
trajectory since for fully unitary (closed system) such steady
state is not reached? This can be understood from Eqs. (11)
and (13). For 


↓
1 = 0, the cyclic condition is satisfied for any



↓
2 except for 


↓
2 = 0. As 


↓
2 → 0, the cyclic trajectory of

the system approaches the center of the Bloch sphere. So in
Eq. (13) we get ρee,p → 1/2 and thereby Dp → 0. Similar
analysis can be done for R and I. As 


↓
2 → 0, the Bloch

vector 2(R, I,D) → (0, 0, 0). Thus, for an arbitrary initial
state away from the steady state trajectory, the system takes
infinitely many cycles for 


↓
2 → 0 to reach the steady state

cycle. But for any non-vanishing 

↓
2 , a steady state cycle is

eventually reached.
To conclude, we have established the relation between the

quantum heat in driven systems and the dynamical phase
acquired during the drive. We show that odd and even peaks
of quantum heat have different origins and their intensity
depends on the waveform of the drive. By manipulating
the cycle protocol, one can approach the favorable classi-
cal limit without counterdiabatic drive and it is possible to
preserve purity even in the presence of a heat bath. We dis-
cussed the trajectories traversed by the qubit on the Bloch
sphere and the impact of dissipation on cyclicity. Our work
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can be extended to many interesting directions such as ex-
perimental verification of the proposed model, analysis of
whether the system can outperform the classical limit, and
heat transport at other fractional frequencies in multilevel
systems.
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