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We investigate the phenomenon of Hilbert space fragmentation (HSF) in open quantum systems and find
that it can stabilize highly entangled steady states. For concreteness, we consider the Temperley-Lieb model,
which exhibits quantum HSF in an entangled basis, and investigate the Lindblad dynamics under two different
couplings. First, we couple the system to a dephasing bath that reduces quantum fragmentation to a classical
one with the resulting stationary state being separable. We observe that despite vanishing quantum correlations,
classical correlations develop due to fluctuations of the remaining conserved quantities, which we show can
be captured by a classical stochastic circuit evolution. Second, we use a coupling that preserves the quantum
fragmentation structure. We derive a general expression for the steady state, which has a strong coherent memory

of the initial state due to the extensive number of noncommuting conserved quantities. We then show that it is

highly entangled as quantified by logarithmic negativity.
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I. INTRODUCTION

Over the past decades, much effort has been devoted to un-
derstanding quantum thermalization in closed systems [1-4].
While generic isolated quantum many-body systems are ex-
pected to thermalize, a notable counterexample is provided
by many-body localization (MBL)—occurring in the pres-
ence of strong disorder [5-9]. Recently, several alternative
mechanisms have been proposed to avoid thermalization in
the absence of disorder. These include dynamical localization
in lattice gauge theories [10,11], quantum-many body scars
[12—15], and Hilbert space fragmentation (HSF) [16—-18].

The defining property of HSF is the fragmentation of
the Hilbert space into exponentially many (in system size)
dynamically disconnected sectors, known as fragments or
Krylov subspaces. The nonergodicity in the case of strong
fragmentation, where the largest fragment contains only an
exponentially vanishing fraction of the relevant symmetry sec-
tor, can lead to infinitely long-lived autocorrelation functions
even at infinite temperatures. More generally, HSF provides
a rich playground and leads to distinct physical phenomena,
including statistically localized integrals of motion [19], in-
tegrable and nonintegrable fragments, quantum many-body
scars, Krylov-restricted thermalization [18,20-24], as well as
an effective “Casimir effect” [25,26] and universal subdiffu-
sive behavior [27-33]. The latter has been recently observed
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in experiments with ultracold atoms [34]. Moreover, HSF
can be used to explain the nonergodic behavior observed in
the experimentally realized tilted systems [35-37], related to
Wannier-Stark many-body localization [38,39]. Most exam-
ples of HSF discussed in the literature exhibit fragmentation
in a local product basis (see for example Refs. [16,17,19,
40-43]) referred to as classical fragmentation (CF). In such
cases, the fragmented structure can also be realized using
classical Markov generators [27-32,43-45]. First examples
of fragmentation in an entangled basis—which we denote
as quantum fragmentation (QF)—have been only recently
proposed [46]. Reference [46] put forward an algebraic
approach using the mathematical notion of bond and commu-
tant algebras to characterize the set of conserved quantities.
Nonetheless, while this work provided an algebraic way to
explore the differences among these two types of fragmenta-
tion, a dynamical signature capable to distinguish them is still
missing.

In fact, in realistic settings, quantum many-body systems
are never perfectly isolated from their surrounding envi-
ronment. This also raises the question to which extent the
phenomena related to HSF—in particular QF, which takes
place in an entangled basis—are affected by couplings to a
bath. Note that for MBL, localization is destroyed when the
system is locally coupled to a dissipative bath [47-50]. On the
other hand, a dissipative environment can be engineered and
exploited to create exotic nonequilibrium dynamics [51-56].
For example, Ref. [53] proposed to efficiently drive the sys-
tem to the desired pure state as the unique stationary state
by engineering dissipative couplings. Moreover, in Ref. [57],
Lindblad dynamics with special jump operators was shown
to exhibit CF in terms of weak symmetries and was studied
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by exploiting the resulting integrable structure. In this work,
we provide an understanding of the generic behavior that
quantum fragmented models can display in the presence of
a dissipative bath, as well as more fine-tuned couplings that
can lead to novel behavior. We focus on strong symmetries
[58,59] (also known as exact symmetries), i.e., symmetries
preserved by both the Hamiltonian and every jump operator,
building up on previous works on the stationary state structure
for Liouvillian evolution in the presence of (conventional)
conserved quantities [5S8—60] and combining the commutant
algebra formalism for fragmentation [46].

Here we investigate the Lindblad dynamics of the fam-
ily of Temperley-Lieb (TL) models introduced in Ref. [46],
which is of the few examples known to be quantum frag-
mented' With the commutant algebras, we can analytically
derive the stationary states for general initial states and study
the corresponding correlations and entanglement properties.
First, we start with a dephasing coupling [61]. We find that
the local dephasing bath reduces QF to the underlying CF
structure of the model, and the system evolves to a classical
(separable) stationary state with zero quantum correlations.
Still, the system preserves a large amount of information of
the initial state even at infinite time due to the extensive
degeneracy of stationary states, evoking the behavior of a clas-
sical memory. Second, to understand the effect of QF under
dissipation, we study a fine-tuned coupling that preserves the
QF of the model. We find that the system evolves to a sta-
tionary state with large—consistent with faster-than-area-law
behavior—negativity and nonvanishing coherences, which are
generically expected to be fragile to dissipation. This provides
a surprising result, given the scarcity of examples showcasing
size-dependent negativity in the stationary state. We find that
the nonvanishing negativity results from the QF structure in
an entangled basis, while the stationary coherences result
from the noncommutativity of the conserved quantities (an
example of hybrid quantum memory [60]). We propose finite
negativity as a simple protocol to decide whether a system is
quantum, instead of classically, fragmented. Our analysis of
Lindblad dynamics using commutant algebras can be applied
to more general settings, including conventional symmetries
and fragmentation.

The remainder of the paper is organized as follows. In
Sec. II, we briefly review the commutant and bond alge-
bras formulation for isolated fragmented systems [46] and
generalize it to open quantum systems focusing on strong
symmetries. In Sec. III, we then introduce two related frag-
mented models, the pair-flip (PF) and the TL models, which
exhibit classical and quantum fragmentation, respectively. We
study the TL model under dephasing noise in Sec. IV, which
leads to a breakdown of quantum fragmentation to the classi-
cal fragmentation of the PF model. In Sec. V, we couple the
TL model to the structure-preserving noise, which preserves
the original quantum fragmentation of the TL model. We
analytically derive the stationary states of the dynamics under

!'One reason for the scarcity of QF models is that unlike for CF, the
minimal requirements leading to QF in a locally interacting system,
either strong or weak as in, e.g., dipole-conserving systems, is still
an open question.

both couplings that we use to predict saturation values of two-
point correlators and two different entanglement measures, the
logarithmic negativity and the operator space entanglement,
and compare them with numerical simulations. We conclude
in Sec. VI by summarizing our main findings and discussing
open questions. Finally, we consign more technical aspects of
our work to the Appendices.

II. METHODS: COMMUTANT ALGEBRAS
AND LINDBLAD DYNAMICS

In this section, we introduce the methods used to investi-
gate the role of HSF in open quantum many-body systems.
First, we review the mathematical framework introduced in
Ref. [46] that characterizes HSF in closed systems in terms of
bond and commutant algebras. Second, we discuss the role of
symmetries in the context of Lindblad dynamics generalizing
the commutant algebra formulation.

A. Commutant and bond algebras

The phenomenon of HSF arises as a consequence of
certain constraints being imposed on the dynamics of many-
body systems. Given a family of Hamiltonians H = > iJihj
parameterized by real coefficients {J/;}, fragmentation is a
property that is completely characterized by the local terms
{h;} and thus holds for any choice of coefficients. This dis-
tinguishes HSF from other symmetries that might appear for
certain choices of J;, such as translation invariance with uni-
form J;. Reference [46] formalized this observation using
the language of bond and commutant algebras for isolated
quantum systems, which we will review in the following. A
bond algebra A is the algebra generated by arbitrary linear
combinations of products of the local terms {/,}, together with
the identity operator 1. The corresponding commutant algebra
C is the set of conserved quantities, namely the centralizer of
A including all operators that commute with every local term

A= ({h;})), C:={0:[0,hj]=0,Vj}. (1

We refer to the latter using the shorthand notation C = ({A;})’.
Both A and C are von Neumann algebras, i.e., they include
the identity operator and are closed under conjugation [62].
Importantly, every element in C commutes with every element
in A, i.e., they are the centralizers of each other. As such the
Hilbert space can be decomposed into irreducible representa-
tions of C x A [62,63],

H=P HoH"). 2
A

where H© and 7—[5\“4) are the d, and D, dimensional ir-
reducible representations of C and A, respectively. This
decomposition implies that the elements of the bond algebra
ha € A generate independent dynamics within ’H,f\A) while
acting trivially on ’Hf\C) . Therefore, for fixed A, there are d,
degenerate Krylov subspaces or fragments with dimension
D;.. We will denote the degenerate Krylov subspaces as K,
witha =1, ..., d,, and omit A if there is no degeneracy.

The formulation in terms of bond and commutant algebras
provides a unifying framework to describe the decomposition
of the Hilbert space, which applies to both conventional and
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unconventional symmetries like HSF [46,64]. The difference
appears in the scaling of the dimension of the commutant
dim(C) =), d)% with system size: It scales exponentially for
fragmented systems while at most polynomially for conven-
tional symmetries. When the commutant C is Abelian, every
irreducible representation is one dimensional (d;, = 1) and,
hence, the Hilbert space reduces to a direct sum of nonde-
generate Krylov subspaces, H = @, Ko. Projectors I1, =
>4 |Wap)(Vap| onto those subspaces span the commutant,
where {|¥,p)} is an orthonormal basis in K. On the other
hand, non-Abelian commutants include larger dimensional ir-
reducible representations d;, > 1, corresponding to degenerate
Krylov subspaces. In this case, the projectors I1% onto differ-
ent Krylov subspaces K span a maximal Abelian subalgebra
of C, while the full C is generated by not only the projectors
but also the intertwine operators between degenerate ones,
T, =4 Wl (Wl [46]. For example, the commutant
algebra of SU(Z) -symmetric systems is non-Abelian and con-
tains noncommuting conserved quantities such as S}, , S;,,, and
St~ The total spin representation A is given by the eigenval-
ues of (Sir)? as A(A + 1). There are dy, = 2A + 1 degenerate
Krylov subspaces with the same A, which are labeled by
different spin-z projections S&, = —A, —A + 1, ..., A, leading
to the Hilbert space decomposition as in Eq. (2) [65].

Fragmentation can be classified as either classical or quan-
tum [46]. As there is currently not a unique and precise
definition in the literature, we propose the following: A sys-
tem is said to be classically fragmented if one can find a
common eigenbasis of product states for all elements in a
maximal Abelian subalgebra of the commutant. This means
that the Krylov subspaces can be spanned by a product state
basis. Otherwise a system is said to be quantum fragmented.
By this definition, we associate CF with the existence of a
basis of product states and QF with an entangled basis—
which is different from the commutant being Abelian or not.
Specifically, an entangled basis can also appear for Abelian
commutants. For example, for an SU(2)-symmetric system,
adding the term S¢, preserves the Hilbert space structure in
an entangled basis but breaks the degeneracy of the Krylov
subspaces, leading to the so-called dynamical SU(2) symme-
try and an Abelian commutant [64]. Note that the current
definition of QF is still not ideal since it leaves some room
for ambiguous or trivial examples.

B. Lindblad dynamics of fragmented systems

We study the dynamics of fragmented systems coupled to
a Markovian bath described by a Lindblad master equation,
d" = L(p) (see Fig. 1). Here L is a Liouvillian superoperator
w1th [61,66]

| B
L(p) = ~ilH, p1+ ¥, (Lijj - SlLiL;, p}>, 3)
J

where the positive coefficients y; correspond to the decay
rates, {L;} are jump operators describing the coupling to a
bath, and we set /i = 1. Equivalently, the time evolution of an
operator in the Heisenberg picture is generated by the adjoint
of the Liouvillian superoperator, = L7(0).

Hpr Hrr,

AR BT

FIG. 1. Schematic representation of the setup. The Hilbert
spaces of both the PF and TL models fragment into exponentially
many Krylov subspaces (solid filled blue and green squares, re-
spectively). The degenerate Krylov subspaces of the TL model are
contained in the same gray squares. The dephasing noise L; = S
connects some of the fragmented subspaces of the TL model (on-site
dissipative coupling in blue), such that the fragmentation reduces
to the classical one of the PF model. Nonetheless, the quantum
fragmentation is preserved when using specific two-site dissipative
couplings (green).

Of particular interest to us is the stationary state
pss = lim &g “
1—>00

as an eigenstate of £ with zero eigenvalue, namely L(pss) =
0. Generally, for a Liouvillian without symmetries, there is
a unique stationary state and it preserves no information of
the initial state. On the other hand, symmetries and conserved
quantities can lead to multiple stationary states and a memory
effect in the long-time limit [58-60,67,68]. A simple case
is the presence of a strong unitary symmetry S that is pre-
served by both the Hamiltonian and every jump operator, i.e.,
[S,H] =[S, L;]1 =[S, LJT.] = 0 for all j [58,59]. The space of
bounded operators B(H) decomposes into orthogonal sub-
spaces, By, = span{|y,) (¥ |}, where |Y,) is an eigenstate
of § with eigenvalue s,. Each subspace labeled by different
quantum numbers of S evolves independently since LBy, <
Buo - Thus, the stationary state inherits the block diagonal
structure given by the symmetry, which leads to at least as
many distinct stationary states as the number of symmetry
sectors [58,59].

Let us now investigate the phenomenon of HSF in the
strong symmetry sense. In Lindblad systems, the dynamics
is generated by the Hamiltonian H = Z Jjh; and the jump
operators {L;}. Reference [69] con51dered the commutant
(H, {L;}, {LJT.})/ associated with the (total) Hamiltonian and
the jump operators, which was shown to give a complete set
of conserved projectors onto mutually orthogonal subspaces
with independent dynamics in B(H). Note, however, that the
analysis only applies when the conserved operators form an
algebra.” In the language of Ref. [64], (H, {L;}, {L;}) cor-
responds to a local algebra rather than to a bond algebra,

2See counterexamples of conversed operators not forming an alge-
bra in Ref. [69].
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since H is an extensive sum of local terms. To extend the
analysis of HSF in terms of bond and commutant algebras
to open quantum systems, we define the open bond algebra

= ({h;}, {L;}), where we focus on Hermitian L;, and the
correspondmg open commutant CO = ({h;}, {L; }) Hence,
the conserved projectors {IT}} € C© then satisfy [I1%, ;] =
[Hé, L;j1=0 for all j, such that each subspace evolves
independently. Note that these I} project onto minimal (ir-
reducible) subspaces of the dynamics generated by L, as they
span the maximal Abelian subalgebra of the open commutant
[69]. All together we find that the operator space B(H) de-
composes into orthogonal, invariant, minimal subspaces B/
[69,70]. As stated above, the existence of nonunique station-
ary states is now guaranteed by these subspaces, where now
the degeneracy of the stationary state scales exponentially
with system size due to HSF.

III. MODEL AND SETUP

We study the dynamics of quantum fragmented systems
coupled to a dissipative environment by considering the fam-
ily of TL models as a concrete example.

First, we introduce the closely related spin-1 PF model,
which exhibits CF, i.e., it is fragmented in a product-state
basis. The Hamiltonian is given by

=Y, Y

j=1 a,pe{+,0,—

53>

j=1 ae{+,0,—

[g%+1(|“a)(ﬁl3|)j,j+1 +H.c.]

]a(la {a]);, &)

where a B denote different spin-z components {—, 0, +}
and g jj+1 and [, are arbitrary real coefficients. We
assume open boundary conditions and even number of
sites for convenience. The constrained dynamics of the
PF model can be visualized by mapping product states
in the computational basis to colored pairs and dots.
Specifically, we denote the spins with different colors as
l) = [+), [) = |0), and e} = [—).. Using this represen-
tation, the pair-flip terms of Hpr change neighboring spins
with the same color,

|oe—s) <> [o—0) <> [o—). (6)

The PF model has two independent U(1) charges, which are
given by N* =3 (— l)fN+ and N~ =3 .(— l)fN , with
N“ = (Jo){a]);. These U(l) symmetry sectors further split
1nto smaller Krylov subspaces labeled by a nonlocal invariant
[71], which we will discuss in the following. Starting from a
product state, we first connect all the adjacent spins with the
same color from left to right. Next we remove the paired spins
and repeat the first step until there are only unpaired spins
with a different color from their nearest neighbors to the left.
The unpaired spins are then referred to as dots. We denote dot
patterns of size 2A as A,. Let us for example consider a state
with the dot pattern C '),

‘c/o—o\-oo—o

oot lo04) 7

We observe that dot patterns, i.e., the color and sequence
of unpaired spins, are invariant under the action of a pair-
flip, providing nonlocal and mutually commuting conserved
quantities similarly to Ref. [19]. Thus, each Krylov subspace
can be labeled by a dot pattern. The number of different dot
patterns grows exponentially with system size and thus the
Hilbert space fragments into exponentially many Krylov sub-
spaces in the local z basis. Since the fragmentation occurs in
a basis of product states—common eigenbasis of all elements
of the Abelian commutant—the PF model exhibits CF. See
schematic representation appearing in Fig. 1.

Next we introduce the SU(3) symmetric spin-1 TL model
[72,73], which is a special case of the PF model where all
coupling strengths for different color pairs are the same. The
Hamiltonian is given by?

Hr = ZJjej,j-‘r]’ (8)

J
where ¢; ;11 =), ﬁe +.0.—(lax}{BBI)j j+1 project onto the
dimer state |e—e) = —(| + +) 4+ |00) + | — —)). These local

terms {e; jy1} generate the bond algebra Arr, which is the
so-called Temperley-Lieb algebra [72,73].

As a special case of the PF model, the TL model is at
least as (classically) fragmented as the PF model. In addition
to the SU(3) symmetry, the constrained dynamics conserves
extended dot patterns, including colored dot patterns of the
PF model, e.g., |o '>j 0 and additional entangled dot patterns,

eg. o) = F5(I++)ju — | = =), [46]. Note that the
choice of the dot states is not unique due to the non-Abelian
nature of C. The following example shows that the dot pattern
|o--#)| 1 is conserved:

6Jj+1|°—;J1-1-0> = |.._..> 9)
The TL model is then block-diagonal in an entangled basis
given by the dimers and dots configurations (more examples
are shown in Appendix A 1). Thus the TL model exhibits
QF. Moreover, the resulting commutant algebra Cyy is non-
Abelian and the dimension of the irreducible subspaces are
d, > 1 [46,73]. Therefore, there are d, degenerate Krylov
subspaces for fixed A, which are labeled by different dot
patterns with the same 2X length. Note that in the previous
discussion, we distinguished between CF and Abelian com-
mutant, as well as between QF and non-Abelian commutant.
For example, one can find systems with an Abelian commu-
tant which nonetheless require an entangled basis [64].

Following the distinction between strong and weak frag-
mentation as discussed in Ref. [16], we verify that both the
PF model and the TL model exhibit strong fragmentation with
respect to the full Hilbert space. The dimension of the largest
Krylov subspace scale as Dy /3" ~ exp(—aN) with a < 1.
See Appendix A 2 for additional details.

To study the effect of fragmentation on the Lindblad
evolution, we discretize the dynamics and implement a

3Note that the TL model can be mapped to the purely bi-
quadratic model H=}",J (S, - 8;41)% by a local unitary operator,
U = [1; aa xp (i S}) [46].
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FIG. 2. Lindblad random circuits. A single time step for ran-
dom circuit evolution for (a) a closed system with two-site unitary
gates U, ; = e"/i"i.i+1 and (b) the Lindblad evolution with Liouvil-
lian gates U, ; = e“ii+1, where {J;} are random coefficients extracted
from a uniform distribution J; € [0.8, 1.2]. Here the blue circles
represent the initial state or density matrix.

local random quantum circuit including both Hamiltonian and
Lindblad evolutions. This implementation breaks energy con-
servation and translation symmetry and only preserves those
quantities belonging to the commutant algebra. The setting of
random circuits is shown in Fig. 2. Every time step includes
two consecutive layers of nonoverlaping gates, such that after
¢ time steps the time evolution is given by U(¢; 0) = ]_[tr:] U

with
Uy = [ they [] thes- (10)

j even j odd

The Liouvillian gates are superoperators given by U ; =
eLiitt [see Fig. 2(b)], with

L ir1(p) = =iJjlhj jv1, p]1 +Dj jy1(p), (11)

where {J;} are uniformly distributed random coefficients
for different sites j and time steps t. The dissipa-
tion termis D; j11(p) = ¥ Zz=j,j+1(LlPLzT - %{LZTLZ, p}) for
one-site jump operators, and D; ;1 1(p) = )/(Lj,]ur],oLj.’jJrl —
%{L}" ; +1Lj.j+1, p}) for two-site jump operators. In the follow-
ing, we use the dimensionless hoppings J; to be uniformly
distributed in the interval [0.8, 1.2]. Moreover, we choose
y;j =y as this does not affect our results [70]. When y =0,
the Liouvillian gates become random unitaries with the overall
phase fluctuating around . This implementation allows us to
compare our numerical results with the analytic prediction ob-
tained using the formalism introduced in the previous section.

IV. DEPHASING NOISE

We first consider a dephasing noise given by L; = S§ For
many-body localized systems, such coupling delocalizes the
system and drives it to an infinite-temperature state p o 1
[47-50]. For the TL model, however, the dephasing noise
preserves the CF while breaking the QF. When considering
the whole Hilbert space, this turns into nonergodic behavior
and extensively degenerate stationary states.

The mechanism for the breakdown from the QF of the TL
model to the CF of the PF model is shown in Fig. 1. Intuitively,
the TL model is symmetric with respect to different color
pairs due to the SU(3) symmetry, while the dephasing noise
distinguishes different colors. However, this respects the CF,
as the jump operators are elements of the PF bond algebra,

S € Apr. Moreover, any element of this algebra can be writ-
ten as linear combinations of products of elements in the TL
bond algebra and the dephasing jump operators as explicitly
shown in Appendix B 1. Therefore, the corresponding bond
algebra is given by the PF one ({A;}, {Sj}) = Apg with open
commutant C? = Cpg. This implies that the symmetries of the
Liouvillian are those of the PF model. In this section, we study
the effect of the breakdown of quantum fragmentation, and
sketch the derivation of the stationary state for this case.

A. Stationary states with classical fragmentation

We now derive the stationary state of the TL model under
dephasing noise. As we just showed, both the Hamiltonian
and the jump operators preserve the CF of the PF model, with
[hj, 4] = [L}, 1] = 0, V. Therefore, the operator space
is decomposed into orthogonal subspaces with independent
dynamics,

LMy pMy) = Mo L)y, 12)

or, equivalently, LB, C By, where we denote the diagonal
subspaces B, = B,,. This is the natural extension of strong
symmetry for fragmented systems.

Next, we show that there is a unique stationary state
within each B,. As all jump operators are Hermitian, the
infinite-temperature state p o 1 is a stationary state in B(H).
Therefore, there exists a stationary state 1,/D, = [1,1/D,
within each B,, with £(1,/D,) = 0. This is because the
dissipation induces full decoherence within each invariant
subspace. Moreover, the stationary state within each B, is
unique [69,74], as B, is a minimal subspace given by the open
commutant. Additional details can be found in Appendix B 2.

Combining the stationary state structure (i.e., a unique
stationary state within each minimal subspace) and the corre-
sponding conserved quantities {I1,}, we find that the general
expression of the stationary state is given by

Pss = @Caé_aa

o o

¢ = Tr(I1y p0) (13)

The coefficients ¢, € R are the weights of the initial state
within the diagonal subspaces /C,. The stationary state pre-
serves the weight ¢,, while all the off-diagonal (coherent)
information is lost. A more detailed derivation can be found
in Appendix B 2. Due to fragmentation, the number of dis-
tinct stationary states reached by different initial states scales
exponentially with the system size, signaling a strong (classi-
cal) memory effect. In the following, using the expression in
Eq. (13), we analyze the long-time behavior of the TL model
under dephasing noise.

Figure 3 shows an example of the evolution of the density
operator (written in the local z basis) by exact diagonalization
(ED). To compare with the case of quantum fragmentation,
we use the initial state

1

|tho) = 7 (lo—e o—0) + [o—2)|e

which has nonzero overlap only with three Krylov subspaces:
the fully paired subspace (with zero dots) and other two la-
beled by the dot patterns (e¢) and (). At long times, all

o) Fle—e)le ), (14)
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FIG. 3. Time evolution of the density matrix under dephasing
noise. Time evolution of the density operator under dephasing noise
L; = §; using ED, with system size N =4 and y = 1. The initial
state is specified in Eq. (14), having nonzero overlap with three
different Krylov subspaces. The color intensity in the figures is the
magnitude of matrix elements |p;;| in the product z basis, and the
solid blue lines separate different Krylov subspaces.

off-diagonal matrix elements vanish. The stationary state is
then the direct sum of projected identities within the diagonal
blocks, with the weight determined by the initial state.

B. Infinite-temperature autocorrelation function

In this section, we investigate the effect of fragmentation
on infinite-temperature autocorrelation functions

(0@)(0), (15

under Lindblad evolution, where (O) = Tr(pO). The evolu-
tion of an operator O is given by O(t) = ¢'* (0), which
reduces to O(t) = /"' Oe~H" without dissipation. For the ob-
servables we consider in the following, the disconnected part
is always zero.

For closed systems, the infinite-time average of autocor-
relation functions is lower bounded by the Mazur bound
[75-77], which relates a finite saturation value with the pres-
ence of conserved quantities. For example, for the family of
PF models and considering the local observable O = S in a
closed system, this bound is given by [46]

(0(1)0(0))c = (0(1)0(0)) —

Tr I, SZ
Mee(S5) = 25 Z , (16)

where D, is the dimension of Krylov subspace KC,. Here
{I1,} span a full set of conserved quantities for the Abelian
commutant Cpg. Reference [46] numerically found that the
bound Mpr scales as 1/N in the bulk, hence vanishing in the
thermodynamic limit. However, a recent study shows that the
PF autocorrelation function decays asymptotically as 1/+/N
in the bulk [78], slower than the 1/N scaling expected for
generic interacting systems.*

In Fig. 4, we show the evolution of infinite-temperature
autocorrelation functions (SIZV/z(t)S/ZV/z(O)) of the TL model
for both closed and open quantum dynamics under differ-
ent dissipative couplings. For closed systems (green solid

“We thank Oliver Hart [71] for sharing his recent results.
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FIG. 4. Infinite-temperature autocorrelation functions. Time
evolution of bulk autocorrelation functions (S}, /2 ®)S5 2 (0)) for uni-
tary and open quantum dynamics using different jump operators L;.
We use a system size N = 12 and y = 1. The unitary dynamics is
calculated using ED, while we use TEBD for the Lindblad dynamics
with bond dimension x = 256. Under the noise L; = ¢; ;. that
preserves the quantum fragmentation, the autocorrelation function
saturates to the same value as in the closed system for the TL
model Hryr. Under the dephasing noise L; = Sj, the autocorrelation
function saturates to a finite value, which is the Mazur bound of
the PF model (blue dotted-dashed line). The spin-flip noise L; = S}
further destroys the classical fragmentation, which leads to vanishing
autocorrelation functions.

line), we numerically evaluate the infinite-temperature cor-
relations by uniformly sampling initial Haar random states
as prescribed by quantum typicality [79,80], which saturates
to a finite value. For the open dynamics, we simulate the
Lindblad evolution using the time-evolving block decima-
tion (TEBD) algorithm [81-83], with the infinite-temperature
configuration as initial state py o 1. Under dephasing noise
(down-triangles), we find that the autocorrelation function sat-
urates to a lower value than the TL model in closed systems,
indicating that the dephasing noise reduces the symmetries
of the TL model. The saturation value is exactly the Mazur
bound Mpr in closed systems given by Eq. (16) (blue dot-
dashed line). In the inset of Fig. 4, we numerically show
the saturation values with 1/N scaling for small system sizes
as previously found in Ref. [46]. Appendix A2 contains
additional results obtained via classical cellular automaton
simulations of the PF model for larger system sizes, which
are consistent with the 1/4/N scaling found in Ref. [78].

This agreement between the saturation of autocorrelation
of the TL model under dephasing noise and the PF Mazur
bound can be explained using the same analysis as for the
stationary state pss but now for the stationary value of an
operator O(00) = lim,_, . ¢~ O, which is given by

Doy
” [ Da ’
Here O, is a constant given by the overlap of the operator

O and the projector. Using O = 7, we obtain the saturation
value of (S;(oo)S; (0)). as the inner product between S; and its

O(o0) = Oy = Tr(I1,0). a7
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FIG. 5. Logarithmic negativity Exs under dephasing noise.
Time evolution of the logarithmic negativity as given in Eq. (18) us-
ing ED, under dephasing noise L; = S} with y = 0.1. E increases
at short times ¢ < 1/y, when the dephasing noise kicks in destroying
quantum correlations.

stationary value S7(o0) recovering Eq. (16). This explains why
the autocorrelation function under dephasing noise saturates
exactly to the Mazur bound for the PF model. We provide a
different proof to the same result in Appendix B 3 by general-
izing the Mazur bound to open systems for diagonalizable £
with strong symmetries.

C. Logarithmic negativity

We now investigate the spreading of quantum correlations
across the system using the logarithmic negativity [84], an
entanglement measure for mixed states defined as

Exn =log[p"™ . (18)

Here ||A||; = Tr+/A%A is the trace norm, and p’? is the par-
tial transpose with respect to a subregion B, which is given
as (Y, Vslpl Vs, W) = (Wa, V51T 1974, ¥p) for an arbitrary
orthonormal basis {|y)} such that |¢) = [Y4) ® [¥g). The
logarithmic negativity is an entanglement monotone, which
means that it is nonincreasing under local quantum operations
and classical communication [84], and it is zero for all sepa-
rable states, i.e., states of the form p = Y, pip! ® pP.

We study the dynamics of E s starting from the initial state

[W0) = & |+), (19)

which lies in the largest Krylov subspace associated to Cpr
with dimension ~(2+/2)V ~ 399N [71]. This corresponds to
the fully paired, i.e., trivial dot pattern, subspace. Figure 5
shows the time evolution of the logarithmic negativity. At
short times fgepn S 1/, Ear increases since the evolution is
dominated by the unitary part. However, for ¢ 2 tqpn the de-
phasing noise dominates the dynamics, destroying quantum
correlations and leading to a vanishing Ex. While our nu-
merical simulations suggest that in the presence of conserved
quantities Exr has a slow decay, we leave a more detailed
analysis for future work.

In fact, the stationary state under dephasing noise, Eq. (13),
is a separable state for arbitrary initial states. It is the
sum of projectors onto product states in the local z basis

[Yap) = |¥fs) ® [¥2y), appearing as a result of the classical
fragmentation and Hermitian jump operators. Hence, it can
be written as pss = Y5 Pulig ® Phg, With py = ¢4 /Dy, and
AB) __ 1.1 A(B) A(B) ; ; i
Pap = Wap N Wp |- Therefore, the logarithmic negativity
for an arbitrary bipartition with an arbitrary initial state is
zero. This result generalizes to stationary states for systems
with Abelian commutants spanned by a local product basis
and Hermitian jump operators.

D. Operator space entanglement

While quantum correlations eventually vanish in the pres-
ence of dephasing noise, information continues its spreading
in the presence of conserved quantities due to CF. We
characterize this spreading using the operator space entan-
glement (OSE), which measures the von Neumann entropy
of the vectorized density operator p — |{(p)), using Choi’s
isomorphism |o;){(c/| — |o;0/) [85]. With the Schmidt de-
composition of | (p)), the OSE is given by

Sop=— Y AiloghZ, (20)

where the Schmidt values A, are normalized to Y, 22 = 1. In
the presence of conserved quantities, the OSE can be split into
two types of entanglement: the number entanglement Sy, and
the symmetry-resolved entanglement S [86,87],

SOP = Snum + Sres- (21)

Snum 18 the Shannon entropy associated with the fluctuations
of the conserved quantities in half of the system and Sy the
weighted von Neumann entanglement entropy within each
symmetry sector.

We study the evolution of OSE starting from the same
initial state |y9) = ®;|+); in Fig. 6. For small y = 0.1, sim-
ilarly to the logarithmic negativity, the OSE grows for a time
t < 1/y and is then suppressed by the dissipation. However,
the OSE saturates to size-dependent finite values [Fig. 6(a)].
For large y = 10, the OSE is largely suppressed, which allows
for efficient TEBD simulation for larger system sizes. We
observe that the OSE grows even with the presence of dis-
sipation until saturation [Fig. 6(b)]. The saturation values can
be calculated from the expression for the stationary state pg
in Eq. (13). Vectorizing the stationary density matrix pg —
|ss), one finds that the saturation value of the OSE is given
by the von Neumann entropy of the state |V), which was
analytically obtained in Ref. [71]. In particular, it was shown
that Sop(0ss) = Snum (| ¥ss)) scales as O(W) with system size
N and that S;s(|Yss)) = O [Fig. 6(c)].

A recent study argued that the OSE grows logarithmically
in the presence of a U(1) charge validating this expectation
for certain systems [87]. For the U(1)-conserving XXZ chain
considered in Ref. [87], the authors found that the strongly
dephased dynamics can be approximated by a symmetric
simple exclusion process of hardcore particles. There particle
fluctuations across the bipartition resulted in a logarithmic
growth of the number entropy, while the symmetry-resolved
entanglement vanished.

In the following, we extend this analysis to the presence
of the nonlocal conserved quantities that characterize the
fragmented structure of the stationary state, which helps to
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FIG. 6. Operator space entanglement and number entangle-
ment under dephasing noise. The initial state is |o) = ®;[+);.
(a) Lindblad dynamics of the OSE under dephasing noise L; = S;
with y = 0.1 using ED. For small y, the OSE increases at short
times ¢ < 1/y when the dynamics is governed by the unitary term,
then decreases and saturates to a size-dependent value. (b) Lindblad
dynamics with large y = 10 using TEBD. The OSE is largely sup-
pressed by the dissipation, which allows efficient TEBD simulation.
The data suggest a logarithmic growth with a rate increasing over
time (see main text). (c) The analytic results of the OSE for the
stationary state (black dots), the saturation values of Sop under Lind-
blad dynamics (up-triangles), and S,,, under stochastic dynamics
(down-triangles) show quantitative agreement. The saturation val-
ues under Lindblad dynamics are obtained with the same TEBD
parameters as in (b). The OSE of the stationary state in Eq. (13)
scales as O(v/N) with system size. (d) Number entanglement of the
effective stochastic dynamics, which shows similar behavior as in the
Lindblad dynamics with large y. Each curve is averaged over 10 000
random samples.

understand the OSE growth observed in Fig. 6(b). Unlike
Ref. [87], the number entropy of the systems we consider in
this work is related to the fluctuations of nonlocal conserved
quantities, the color-dot patterns. Analogously to the U(1)
charge N, that admit the decomposition N, = Ny + Ng, we
split the global dot pattern A into left and right patterns such
that we can keep track of their fluctuations. For example,
for the fully paired state [ e— ), the left and right dot

patterns after a half-chain bipartition are given by A; = {**}

and A; = {* *}, respectively. Similarly to the case of zero
total charge with N = —Np, the right dot pattern is a re-
flection of the left dot pattern for the fully paired subspace.
As a result, the half-chain number entanglement entropy is

given by

Suum == Y_ pa, 10g pa,, (22)

Ay

with py, the probability of having the left dot pattern Ay

In the limit of strong dephasing, we can derive an effective
Lindblad evolution using degenerate perturbation theory for
open quantum systems [88]. We do so by splitting £ = Ly +
L, into the unperturbed contribution £y and the perturbation
L in the limit |J;]/y — 0. Here

1
ot =7 355055~ 5105501 |
J

Li(p) = —i[ZJje,,»,jH, p] (23)
J

Since the initial state [o) = ®;|+); lies in the fully paired
subspace of the PF model, the stationary states of L are given
by p§ = |o){o|, where |o) are all possible fully paired product
states. The perturbation £; breaks this degeneracy inducing
transitions among different pg. Performing the perturbation
theory to second order in |J;|/y we find the effective Liouvil-
lian [47,87-89],

Lot = —PL1(Lo) ' L1P, (24)

where P is the projection onto the subspace spanned by of.
This effective dynamics reduces to a classical Markov evolu-
tion 9;p(t) = —Wegrp(t) for the diagonal components of p in
the fully paired product basis pog with

Lei(pf) = = D _(0'Wertlo) o - (25)

7

o’

Wefr = Zj g‘;ﬂ (Jaa)(BBI);, j+1 is the Markov generator given

by a PF model with coefficients g‘;ﬁ obtained in Appendix C 1.
This implies that the effective dynamics indeed preserves the
commutant algebra associated to the PF model Cpg.

For an XXZ model under dephasing noise in Ref. [87], the
corresponding effective stochastic evolution can be mapped
to a simple exclusion process, from where an analytical pre-
diction for the growth of Sy, could be obtained. However,
we are not aware of any analysis of the evolution generated
by W.s¢. Hence, we numerically simulate it in a manner that
can be compared to the implementation for open quantum
dynamics. In the basis spanned by {p{}, the probability vec-
tor with entries p,(¢) at discrete time ¢ is given by p,(¢) =
>, (P)oopor(0) where P = e~ "t [47]. Transition probabil-
ities are given by the corresponding entry in the matrix P,
which is symmetric, and satisfies P, € [0, 1] together with
>, Psor = 1. Hence, detailed balance holds with respect to a
stationary state, which is the uniform distribution over all fully
paired states. This corresponds to the stationary state pg of the
Lindblad dynamics. To efficiently implement this evolution,
we consider a brick-wall circuit structure where two-site local

The finest block structure in the half-chain bipartition is labeled
by the left dot patterns, as it is the case in the full Hilbert space.
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gates P; ;1 randomly permute among two-site local spin con-
figurations in the z basis as, e.g., in Refs. [27-32,44]. Starting
from the initial product state ®;|+);, we then compute the
evolution of the number entropy Spum as given in Eq. (22) by
averaging over various circuit realizations. More details about
the numerical implementation can be found in Appendix C 2.
In Fig. 6, we compare the open quantum dynamics
[Fig. 6(b) with y = 10] with the stochastic one in Fig. 6(d).
The latter allows us to simulate larger system sizes and longer
times than what is accessible by TEBD simulations. We ob-
serve a growth of the number entanglement of the stochastic
model in Fig. 6(b), which agrees with the numerical results
obtained in the quantum setup. However, we are unable to
provide an analytical prediction for the observed scaling of
growth as for the U(1)-symmetric systems. Assuming a loga-
rithmic growth of the OSE S(¢) = Sy + nlog(?), we find that
the growth rate n slightly increases over time. Note that a
similar effect is also observed in Fig. 2(a) of Ref. [87] for U(1)
symmetric systems, which is caused by finite-time effects.
Our numerical simulations reach a saturation value for the
Snum (red down-triangles) that agrees with the analytical result
(black dots) and the saturation of the OSE under the quantum
Lindblad dynamics (blue up-triangles) as shown in Fig. 6(c).

V. STRUCTURE-PRESERVING NOISE

In the previous section, we observed that the dephasing
noise reduced the QF of the TL model to the classical one.
This led to vanishing quantum correlations as measured by the
Ejs, while classical correlations (Syum) could still propagate
due to fluctuations of the remaining conserved quantities.
We now consider a dissipative bath preserving the QF and
investigate the effects of the system being fragmented in an
entangled basis. We choose L; = e; j;; acting on two con-
secutive sites, which is an element of the bond algebra Aty .
Hence, the open commutant algebra agrees with that of the TL
model CO = <{I’ll}, {Lj}y = CTL~

A. Stationary states with quantum fragmentation

When considering quantum structure-preserving noise, the
stationary state inherits the QF of the TL model leading to the
general expression

n 1
po= Y M2 = D) (Mm D—i) 6)

Ao, A

1

where (M) oo = Tr(l'[g,a po) is the d; x d, matrix of overlaps
between the initial state py and IT/, with IT}, = T1%,. There
are two major differences which distinguishes this from the
stationary state discussed in the previous section. First, there
are stationary phase coherences, i.e., E(Hga,]l) = 0, captured
by the nonzero overlaps with the conserved intertwine opera-
tors T} ,. Recall that these appear as a consequence of Crp.
being non-Abelian. As in the case of dephasing noise, the
conserved projectors give the stationary state [121/D; in the
diagonal subspaces. These projected identities indicate full
decoherence within the subspaces ”H;A) induced by L; € A.
Nonetheless, intertwine operators acting on the off-diagonal
subspaces, guarantee nonvanishing coherences for generic ini-
tial states [69], indicating that the whole system does not

t =250

! . .
0 0.1 0.2 0.3

>04

FIG. 7. Time evolution of the density matrix under structure-
preserving noise. Time evolution of the density operator under
structure-preserving noise L; = e; j4; using ED, with system size
N =4 and y = 1. The color indicates the matrix elements |p;;| in the
entangled basis. The stationary state consists of projected identities
in all diagonal blocks and degenerate off-diagonal blocks, while all
elements in nondegenerate blocks vanish.

fully decohere. Figure 7 shows an example of the Lindblad
evolution for the initial state in Eq. (14) displaying nonzero
overlap onto the nondegenerate fully dimerized subspace (A =
0) and onto two degenerate Krylov subspaces (A = 1) in the
entangled basis of the TL model. The system evolves to the
stationary state with projected identities both in the diagonal
and off-diagonal degenerate subspaces. Second, the projected
identity I1,, 1 within each Krylov subspace is a mixture of
entangled basis states. This implies that the stationary state is
typically not separable unless for fine-tuned initial states. As
we find in the following, this is also signalled by the behavior
of the logarithmic negativity.

Moreover, the exponentially large (in system size) dimen-
sion of the commutant algebra as a consequence of HSF,
dim(C) = )", d; ~ ¢V, turns into a strong—coherent in the
case of non-Abelian C—memory of the initial configuration.
Information about the initial state is stored by the weight
on the invariant subspaces ”H(Ac). When L; € A, ’Hf\C) are
decoherence-free subspaces and noiseless subsystems im-
mune to dissipation, which are extensively studied in the
context of error correction and fault-tolerant quantum com-
putation [90-95].

B. Infinite-temperature autocorrelation function

Once again we can use a similar analysis to that of the
stationary state to derive the saturation value of the spin-spin
autocorrelation function (Sj (t )S?(O)). One finds that a general
operator O relaxes to the stationary value

0(00) = D <OA ® i—i) @)

A

where (O0;)qe = Tr(Hg,aO). Here O, is a d, x d, matrix
with elements given by the overlap of the operator and the
corresponding projector or intertwine operator.

Therefore, for a local operator S;"-, the saturation value of
the autocorrelation is given by Tr(Sj(oo)Sj(O))/Z%N , which
is exactly the Mazur bound of the TL model for unitary
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FIG. 8. Logarithmic negativity under structure-preserving
noise. Time evolution of the logarithmic negativity using ED under
the structure-preserving noise L; = e; j11, with y = 0.1. The initial
state is [Yo) = ®;|+);. The logarithmic negativity Es increases
at t < 1/y and then saturates to a finite size-dependent value. In
the inset, we show the scaling of this saturation value as directly
computed from the stationary state in Eq. (26), also included in the
main panel (dashed green lines). While our numerical simulations are
limited to system sizes N < 10, the scaling with system size suggests
volume law.

evolution,

1 Tr (1T, 5%) |
M (S5) = 35 > [Tr(Me 1 I;i il : (28)

Ao,

This agrees with the numerical results shown in Fig. 4, where
the autocorrelation functions saturate to the same value for
the closed system (green solid line) and under the structure-
preserving noise (up-triangles). The finite-size scaling of the
saturation values suggests that it is not vanishing either in the
bulk or at the edge (see Appendix A 2).

C. Logarithmic negativity and operator space entanglement

A vanishing or nonvanishing bulk autocorrelation function
is not sufficient to distinguish classical from quantum frag-
mentation. For example, the bulk autocorrelation functions
decay to zero for the + — J, chain but remain finite for certain
dipole-conserving models, both of which are classical frag-
mented [16,19].

However, a sharp contrast can be detected in the behavior
of the logarithmic negativity in the presence of different types
of baths. While we found a vanishing negativity for dephasing
noise when starting from the initial state ®;|+);, we find that
E s saturates to a size-dependent value at long times under the
structure-preserving noise, indicating that the system evolves
towards an entangled stationary state (see Fig. 8). Moreover,
the negativity can be directly computed from the stationary
state in Eq. (26). This is shown in the inset of Fig. 8, sug-
gesting that the stationary state satisfies a faster-than-area-law
scaling. The source of this nonvanishing value is the fact that
the system is fragmented in an entangled basis, hence pro-
viding a clear signature to distinguish quantum and classical

(b) v =10
N=4
L N =
—— N_
- N=10

100 100102 100 107 102

Time t Time ¢

FIG. 9. OSE under structure-preserving noise. Time evolution
of the OSE under the structure-preserving noise L; = e; j;; with the
initial state [o) = ®;|+);. Data are obtained using ED for y = 0.1
and TEBD for y = 10 with maximal bond dimension y = 1000.
(a) For y = 0.1, the OSE increases at short times and then de-
creases and saturates to a finite value. The inset shows the OSE of
the stationary state obtained from Eq. (26) (circle), which matches
the saturation values obtained by ED (up-triangle). (b) For y = 10,
the OSE saturates to the same values as for y = 0.1.

fragmentation. Although we have considered a specific set-
ting, such ensuing size-dependent negativity prevails as long
as the open commutant algebra is unchanged. In particular,
it holds for any longer-range local Hamiltonian or (Hermi-
tian) dissipative terms with random coefficients that preserves
the same QF, as well as other initial states. For example,
a Hamiltonian H = Y, JVe!" 4 7@ with ") =¢; ;4
IR jci J :
and ei.z) = ¢; j+1€j+1,j+2 leaves the commutant algebra invari-
ant. Nonetheless, this is just one possible extension. While
Ref. [46] provided a first example of QF, we leave it for
future to identify the minimum requirements leading to QF
and provide more extensions.

Thus we propose the logarithmic negativity of stationary
states as a probe to distinguish quantum from classical frag-
mentation. Generally, identifying CF structure is an easier
task that can be achieved by iteratively applying local terms
of Hamiltonian to a root product state. However, there can
still be a finer structure within these Krylov subspaces due to
quantum fragmentation appearing in an unknown entangled
basis. To detect whether such a finer structure exists, one
could start from an initial state within a Krylov subspace,
and study the dynamics of the logarithmic negativity under a
dissipative bath, which should preserve all the symmetries of
the Hamiltonian. This means that the jump operators should
be elements of the bond algebra L; € A and Hermitian. While
systems showcasing only CF evolve towards a separable sta-
tionary state with zero negativity, systems that are quantum
fragmented can lead to nonzero logarithmic negativity.

Before concluding this section, we study the evolution of
the OSE and compare its saturation value to that obtained
from the stationary state. The results are shown in Fig. 9 for
y = 0.1 [Fig. 9(a)] and y = 10 [Fig. 9(b)]. In this case, the
dynamics of OSE cannot be efficiently studied even in the
regime y > 1 for the following reasons. First, the stationary-
state subspace of the unperturbed contribution £y is spanned
by entangled states. Obtaining an orthonormal set of these
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entangled states requires full diagonalization of L. Second,
transition among entangled states cannot be modelled by local
updates on local configurations and hence cannot be mapped
to a classical stochastic circuit evolution. Moreover, while
under dephasing noise we could directly extract the number
entanglement by calculating the probabilities of the dot pat-
terns of the product states, this is not the case for entangled
states which involved entangled dot patterns. This raises the
general question whether one can capture quantum fragmen-
tation phenomena using classical stochastic dynamics.

VI. CONCLUSIONS AND OUTLOOK

The goal of our work was to examine how HSF impacts
open Lindblad dynamics, taking into account whether the
coupling to the bath maintains or disrupts fragmentation in an
entangled basis. By analyzing the symmetries of the Liouvil-
lian, we were able to analytically derive the stationary state
and characterize the dynamics of autocorrelation functions
and entanglement combining analytical and numerical meth-
ods. First, we found that for a dephasing noise—that reduces
the quantum fragmentation of the TL model to the classical
fragmentation of the PF—the stationary state is a separable
state with zero quantum correlations.

On the other hand, for a dissipative coupling preserving
the QF of the TL model, the system evolves to a highly
entangled stationary state with size-dependent logarithmic
negativity. This finite saturation value is a dynamical property
distinguishing classical from quantum fragmentation in open
quantum systems, while for unitary evolution both classical
and quantum fragmentation lead to volume-law entanglement
entropies. The observed nontrivial highly entangled states en-
hance our understanding of negativity in quantum many-body
systems in the presence of dissipative couplings, given the
scarcity of relevant results.

In addition, there exist stationary coherences in the off-
diagonal subspaces due to non-Abelian commutant algebras,
indicating that the system does not fully decohere. Although
the system shows distinct entanglement properties under the
two couplings, finite autocorrelation functions could per-
sist under both types of dissipation due to fragmentation.
Moreover, the extensive fragmentation of the Hilbert space
translates into exponentially many (in the volume of the
system) degenerate stationary states, signaling a strong de-
pendence on the initial state and a potential application to
quantum memory.

The preceding discussion has highlighted three critical
components: (1) the distinction between classical and quan-
tum fragmentation, which is synonymous with product and
entangled basis spanning the fragmented structure, respec-
tively. This translates into stationary identity matrices within
Krylov subspaces in terms of either product or entangled
states, respectively, where the latter leads to a finite negativity
at long times. (2) The distinction between Abelian and non-
Abelian commutants; a non-Abelian commutant results in the
presence of stationary coherences, which indicates a coherent
memory of the initial state [60,96]; and (3) the exponential di-
mension of the commutant as caused by HSF, which leads to a
large degeneracy of stationary states and a strong dependence
on the initial state.

For future work, it will be interesting to understand
whether similar entanglement dynamics as the one found for
quantum fragmented systems, appears for polynomially large
commutants. For example, conventional symmetries such as
SU(2) also lead to a decomposition of the Hilbert space into
symmetry sectors spanned by an entangled basis, which may
evolve to a stationary state with finite negativity for specific
initial states. However, with exponentially large subspaces
that scale as the size of the Hilbert space, the stationary state
is highly mixed, which can exhibit a different dependence of
entanglement with system size.

Furthermore, although the observed size-dependent nega-
tivity holds for other local Hamiltonian and dissipative terms
as long as the QF commutant algebra remains unchanged,
identifying the minimum requirements generically leading
to QF remains an open question. For example, charge and
dipole conservation are sufficient to show that strictly local
interacting systems are CF [16], regardless of the details of
Hamiltonian terms. Moreover, recent studies proposed frag-
mented systems due to one-form U(1) charges, which are
topologically stable and become prethermal in exponentially
long timescales even under long-range perturbations [97,98].
It would be interesting to explore a broader family of QF by
identifying a certain type of minimal conditions, which allow
long-lived highly entangled states under generic dissipation.

We also leave it open to explore classical and quantum
fragmentation in the presence of weak symmetries [58,60].
In fact, an example of classical (local) fragmentation in this
weak sense already appeared in Ref. [57]. A natural adaptation
of the commutant algebra formalism consists of considering
the vectorized form of the Liouvillian £ — £ acting on the
Hilbert space H ® H and define the commutant as the set of
(super)operators commuting with every local term of £. For
example, it would be interesting to understand whether there
are examples of quantum fragmentation and non-Abelian
commutants for weak symmetries, and if so, whether they lead
to similar phenomenology as the one found in this work.

While several recent studies [27-32,43-45] have employed
block (local) cellular automaton dynamics to investigate the
impact of classical fragmentation on infinite-temperature cor-
relations, our work raises the following question: Is it possible
to construct a blocked cellular automaton with finite-size gates
that simulates the dynamics and capture the entanglement
properties of quantum fragmentation? If it is not possible, then
the obstruction to find such cellular automaton could be used
as a definition of quantum fragmentation.

Finally, the experimental developments in dissipation en-
gineering [51,56] and measuring negativity [99] provide the
essential ingredients to realize the phenomena we investigated
in this work. It is particularly interesting to explore the ex-
perimental realization of quantum fragmented models, and its
potential application to the storage of quantum information.

Data analysis and simulation codes are available on Zen-
odo on reasonable request [101].
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APPENDIX A: FRAGMENTATION OF PF MODEL
AND TL MODEL

1. Entangled fragmentation basis of the TL model

The TL model exhibits QF (in an entangled basis) where
the Krylov subspaces are labeled by product or entangled
dot patterns. In addition, due to the non-Abelian commutant
algebra Crr, the Krylov subspaces with dot patterns of the
same length are degenerate.

We provide some simple examples of how to construct the
entangled basis of the TL model. We label the basis states
by |1//§ﬂ), where 2\ is the number of dots, o« =1, ..., d,
denotes different degenerate Krylov subspaces for fixed A,
and B denotes different basis states in the same Krylov sub-
space. For a system with two sites N = 2, the fully dimerized
Krylov subspace with A = 0 (zero dots) is one dimensional,
with |1//?71) = |e—e). For A =1 with two dots, the Krylov
subspaces are also one dimensional with [} ) =e ),
such that e¢; ;1| o) =0. The dot state can be a product
state, |010,) with o) # 0, or an entangled state such as
«/Liﬂ + +) — | — —)). The Krylov subspaces with N = 2 and
X = 1 have a degeneracy of d; = 8, i.e., there are in total eight
different dot patterns which consist of two dots. Note that the
choice of dot patterns is not unique, any linear superposition
of dot patterns works. For larger system sizes with Krylov sub-
spaces of dimension D, > 1, we apply e; ;1 on aroot state of
the subspace to generate other basis states. For example, for
N = 4 with A = 1, the Krylov subspace is three dimensional
with basis states [7}) = [e—e o o), [¥]) =eia|yl) =
|o o—e o) and |¥);) = ex3]Yr),) =| e e e—s). The dot
pattern (e ) is conserved and labels this Krylov subspace.
A systematic way to construct the complete basis is given by
Ref. [73].

2. Finite-size scaling of the autocorrelation functions

Both the PF and TL models exhibit strong fragmentation
[16,46]. Figure 10(a) shows that the number of Krylov sub-
spaces for the PF and the TL models scales exponentially with
the system size [71,73]. Figure 10(b) shows that the ratio be-
tween the dimension of their largest Krylov subspace and the
total Hilbert space dimension scales as Dy,x /D ~ exp(—aN).

()

—t— TL
1030} —— PF 8 1075
-
10147 Q 10—13.
0 5 100 0 50 100
(c) Boundary
dx 101 M L pRea
H
23 x 107! o
NL\?
2x 1071

FIG. 10. Strong fragmentation and saturation of autocorre-
lation functions. (a) Number of Krylov subspaces K =Y, d; for
PF and TL model, which scales exponentially with the system size.
(b) Ratio between the dimension of the largest Krylov subspace D,
and the dimension of the total Hilbert space D = 3", which scales
as Dy /D ~ exp(—aN) with a < 1. This indicates that both models
exhibit strong fragmentation. [(c) and (d)] Long-time average of the
autocorrelation functions at the boundary (j = 0) and at the bulk
(j = N/2). Data are obtained by using classical cellular automaton
simulations for the PF model (solid line) and quantum random circuit
dynamics for both models (triangle). At the boundary, both the PF
and TL model show infinite coherence time in the thermodynamic
limit. For the PF model, the autocorrelation functions saturate to 1/6
(dashed line) given by the exact results of Ref. [78]. At the bulk, the
autocorrelation functions of both PF and TL model decay as 1/N for
small N (dashed line). However, the decay for the PF model becomes
slower for large N as shown by classical cellular automaton, which
approaches to 1/ /N (dotted line) [78].

We study the nonergodic behavior due to strong fragmen-
tation with the long-time average of autocorrelation functions,
which is given by

1 T
Ci(00) = Tli_)ngo - fo dt(Sj(r)Sj(O))c. (A1)

We study C}(00) using classical cellular automaton [27] for
the PF model and random circuit dynamics for both models,
which is shown in Figs. 10(c) and 10(d). At the boundary,
C§(00) decays with the system size for both TL and PF model.
Howeyver, the autocorrelation functions of PF model saturates
to a finite value 1/6 in the thermodynamic limit as shown
in Ref. [78]. At the bulk, as discussed in the main text and
in Fig. 4, the autocorrelation functions C;,/z(oo) of the PF
and TL models coincide with the saturation values in open
systems under dephasing noise and the structure-preserving
noise, respectively. For both PF and TL models, the bulk auto-
correlation decays as 1/N for small system sizes. However, as
Ref. [78] pointed out and agreeing with our cellular automaton
simulations, autocorrelation functions of PF model decay as
1/+/N in the thermodynamic limit.
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APPENDIX B: LONG-TIME BEHAVIORS UNDER
LINDBLAD DYNAMICS

1. The open commutant algebra under dephasing noise

Here we prove that the dynamics of the TL model under
dephasing noise characterized by Cé)eph = ({eiit1}, {S;})’ is
exactly Cpg. First, ¢; ;4 and Sj are elements of Apg, therefore,
Affeph C Apg. Second, all elements of the PF algebra can be
generated by the local terms of the TL model and the dephas-
ing noise. For example, the local term (| + +){(+ + |); j+1 =
%[S; + (S;)2]ej,j+1[Sj + (Sj)z]. The linear combinations of
such products of Sj and e; ;) produce all the local terms of
the PF model, which indicates that App Affeph. Hence, we
have Afi)eph = Apg, which also means that they have the same

commutant, Cc?eph = Cpp. Altogether one finds that the frag-
mentation structure of the TL model under dephasing noise is
determined by Cpg.

2. Derivation of nonequilibrium stationary states

With the analysis of the commutant algebra of the Lindblad
system, we obtained a full set of conserved projectors I,
which decompose the operator space into minimal subspaces
with independent dynamics.

Now we prove the uniqueness of the eigenstates with zero
eigenvalues (fixed points) of the Liouvillian within the mini-
mal subspaces. This can be explained as follows [69,70,74]:
Density matrices form a convex set S, where the boundary
dS consists of all states with a lower rank [102]. Assume that
both pl and p?, are stationary states in one diagonal minimal
block B,. Due to the linearity of the Lindblad equation, p, =
Apb + (1 — k)pgo forms a line of stationary states. Assume
that the line intersects with the boundary 9S at pgo, which
has rank(pgo) smaller than the dimension of the subspace.
The range of pJ, is then a smaller subspace that contains a
stationary state. This indicates that we can further decompose
B, which is a contradiction with the fact that 3, is a minimal
subspace. Therefore, within each diagonal minimal block,
there is at most one stationary state. In our case, we have
proven that the unique stationary state within the subspace
is the projected identity, I1,1/D, € B,. Simple examples are
provided in Ref. [74].

In the off-diagonal subspaces, the existence of fixed points,
i.e., the stationary coherences, is guaranteed by the conserved
intertwined operators 1, between two degenerate diagonal
subspaces for non-Abelian commutant algebras. This is given
in Theorem 18 of Ref. [69]. There is also a unique fixed
point in each off-diagonal subspace. Otherwise, the conserved
intertwine operator gives an extra fixed point in the diagonal
subspace, which is a contradiction.

To obtain the general expression of the stationary state in
the full operator space, we perform a spectral decomposition
of the Liouvillian superoperator. Due to the non-Hermiticity
of L, there is in general a different set of eigenstates for £ and
L' given by [60,66]

‘C(pn) = P> ['T(O—n) = )\Zans (B1)

or, equivalently, (0,)L = A,0, for the latter, i.e., different
left and right eigenstates of £. They satisfy the biorthonor-

mal relation ((o,,]p0,)) = Tr(a;, Pn) = 8un- The left and right
eigenmatrices span a full basis, such that we can expand
the initial state as pg = Y, cupn, With ¢, = Tr(o, po). The
eigenspectrum of £ consists of eigenvalues with Re(A) < 0.
Consider systems without purely imaginary eigenvalues: in
the long-time limit, the dynamics is governed by eigenmatri-
ces with zero eigenvalues. Therefore, the full stationary state
is then given by [60]

pes = lim e“(p0) = Y [ Tr(o)po)pu.  (B2)
t—>00

with £7(6,) = 0 and L(p,) = 0.

With the analysis of the Hilbert space structure, we have
identified the full set of eigenstates with zero eigenvalues of
L, which are the stationary states and stationary coherences
{I1, 1}, as well as their corresponding conserved quantities
{1y }. With Eq. (B2), we obtain the general expression for
the stationary state of fragmented systems, specified in the
main text by Eq. (13) and Eq. (26) in the case of classical
and quantum fragmentation respectively.

3. Mazur bound in open system

The Mazur bound in closed systems relates the infinite-
time average value of autocorrelation functions (nonergodic-
ity) to the presence of conserved quantities [75-77]. In the
main text we derived the saturation value of autocorrelation
function (O(0c0)O(0)) by the stationary value of the operator
O, which coincides with the Mazur bound of the closed sys-
tems. The same conclusion can be achieved by generalizing
the Mazur bound to open systems.

We consider a diagonalizable Liouvillian £ [60] with
strong symmetries. The vectorized notation of the Liouvillian
is [66]

Lp — Lip)), Tr(A'B) — ((AIB)), (B3)
where the density operator is represented as a state and the Li-
ouvillian becomes an operator in the Fock-Liouvillian space.

For a finite system and a diagonalizable L, the left and
right eigenmatrices {ll.T} and {r;} form a complete set of
basis, i.e., D, |r;)){{lj] = 0 and satisfy the biorthonormal re-
lation. Thus we can expand arbitrary observable Y as |Y)) =
> i 1k ((l:]Y)) [66]. The autocorrelation function is

1 tL
(Y)Y (0)) = B((Yle Y)),

1 ~
= 35 2 I (e Er) (1)),
ij
1
= 35 2 Y I (W) (1)),
ij
(B4)

1
= Zekﬂ<<Y|r,->><<lj|Y>>,
J

with D as the dimension of Hilbert space,and Y =Y T,
With strong symmetries, the set of conserved quantities
{J,.} satisty [H,J,] =[L;,J,] =0 for all L;, indicating that
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L|J,,)) = 0. Therefore, the corresponding right eigenmatrices
are also given by J,,.°

In the long-time average, all the oscillating (ImA # 0) and
decaying terms (ReX < 0) vanish. Therefore, the contribu-
tions will be given by the {J/,} which are associated with zero
eigenvalues,

1 YIINI?
YOYO) =53, M (BS)
"

(T

where we define (Y (¢)) = limy_, % fOT Y (¢t)dt. This is the
Mazur bound in the open system, with a set of orthogonal
conserved quantities {J,, }. In general, for conserved quantities
{Q,.} not orthogonal, the Mazur bound can be written as

Ma =) (AQu )K"}, (Q1A), (B6)

Y

where (K),,, = (Q;QU) is the correlation matrix.

For open fragmented systems, with the choice of L; €
A, all elements in C commute with the Hamiltonian and
jump operators. A full set of orthogonal conserved quanti-
ties in C are the projectors onto the Krylov subspaces {I1,}
and the intertwine operators {Il,, }. With jump operators
S5 and e;,j4+1, the Mazur bound gives the same results de-
rived from the stationary states in Eq. (16) and Eq. (28),
respectively.

APPENDIX C: EFFECTIVE LINDBLAD DYNAMICS
UNDER DEPHASING NOISE

1. Perturbation theory of effective Lindblad dynamics

We used the generalized Schrieffer-Wolff transformation to
derive the effective Lindblad dynamics under large dephasing
noise [88]. The Liouvillian superoperator can be partitioned
into £ = Ly + £;, with

) 1
cato) = v 0 [sj08; - 3571 |
J

Li(p) = —i ijej,j+1»0 : (€D
j

In the |J;|/y — O limit, the (right) eigenspectrum of the
Liouvillian has a spectral gap between Ao = 0 and {A;,i >
0, A; # 0}. Let the projector P onto the stationary state
subspace spanned by eigenmatrices with Ay = 0. To second
order in |J;|/y, perturbation theory gives Lex=
PLi(Ay — £0)71£1’P [88].

For the initial state [o) = ®;|+);, the stationary state
subspace is spanned by p§ = |o)({o|, with |o) all the prod-
uct states in the fully paired (zero dots) subspace of the PF
model. The intermediate states are given by |o)(0o’|, with
lo”) = lo, j, a, B) = (IBB)(er])j j+1]0) and & # B. The un-
perturbed Liouvillian L acting on the intermediate states
gives eigenvalues —4y whenever o #0 or —y when
af = 0. Therefore, the effective Liouvillian acting on the

For general Liouvillian this is not necessarily the case [60].

stationary state subspace reduces to a classical stochastic
evolution,

Lex(pf) = = Y _(0'Wertlo)f - (€2)
"
The effective Markov generator reads Weg = Z M, i+l
with matrix representation
5 —4 -1
0
0
1 0
M ==]—4 8 -4,
2 0
0
0
—1 —4 5
(C3)

in the local z basis for two consecutive sites. The dynam-
ics given by the matrix Wi has the same block-diagonal
structure than the PF model in the210031 z basis, Hpg =
¥ &7 (o) (BBI)iiv1, with g = L (aa|M;;41|BB). This
indicates that effective dynamics of the TL model under de-
phasing noise is given by the PF model.

2. Simulation of the stochastic dynamics

The effective dynamics of the TL model under dephasing
noise can be mapped to a classical Markov process, with the
stochastic matrix W in Eq. (C2). Here we provide more
details of our numerical simulation. In correspondence to the
random circuit setting for the quantum Lindblad dynamics, we
implement the dynamics by classical circuits, with two-site
gates U, ; permuting among the classical configurations o =
{s1,...,sn}, where s; € {4, 0, —}. These classical configura-
tions o correspond to o with |o) = |01, ..., oy). A two-site
gate U, ; acting on the configuration o = {...,s;, S, ...}
at time 7 gives a new configuration ¢’ = {.. ., s}, s}H, .. .}
with a transition probability. A configuration with s; 5j =
Sj+1 can transform to a new conﬁguratlon with s] =y 1
with the transition probability given by the probablhty ma-

trix ( J+1 |Pj j+1|sjsj+1) with P/ j+l = eXP(_—M; t+1) [47]

This 1s a pair-flip action. For s; # s;,1, the conﬁguratlon is
unchanged. To compare with the Lindblad dynamics, we start
from the initial configuration with all s; = +. Averaging over
random circuit realizations, we obtain the time evolution of
the probability of dot patterns py, (¢), and thus the number
entanglement Sy, (t). The mapping of the effective dynamics
to the stochastic dynamics allows simulation for much larger
system sizes and longer times.

3. Saturation of OSE

For the initial state |v) = ®;|+) which lies within
in the fully paired subspace, the stationary state is
the corresponding projected identity pgs I, 1 =
Z|a)elcp\.red (0|, where |o) are the product basis states
of the fully paired subspace, |o) = |01,072,...). By
vectorizing |O’1, 0, ... ><O’1, 02, ... | — |0101, 0207, ... )),
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FIG. 11. Number entanglement and symmetry-resolved en-
tanglement. Time evolution of the number entanglement S,
(square) and the symmetry-resolved entanglement S (circle) for
different system sizes N by ED. The S, is small compared to Syym,
and saturates to zero.

we can map the stationary mixed state to a pure state |1)
Zla)e,cpaimd |o), which is an equal superposition of the fully
dimerized states. The bipartite OSE of the stationary state
equals to the bipartite entanglement entropy of the vectorized
state.

The half-chain entanglement of |y) was studied in
Ref. [71]. It was shown that the symmetry-resolved entan-
glement Ses = Y A DA, Sres(Ax) = 0, as after resolving the left
dot pattern Ay, all the configurations contribute equally (thus
the state can be written as a product state with Sis(Ax) = 0
for all A;. Hence, only the number entropy given by S =
-y A, Pa, 108 pa,, with A as the dot pattern of the left part of
the chain remains. For large system sizes N, the entanglement
scales as S ~ O(+/N).

In Fig. 11, we show the Lindblad evolution of S, and
Sres under dephasing noise for y = 10. We show that the
symmetry-resolved entanglement is small compared to the
number entanglement during time evolution, and saturates to
zero for the stationary states.
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