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Tracking a nonrelativistic charge with an array of Rydberg atoms
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Charged particle tracking has played a key role in the development of particle physics, particularly for
understanding phenomena involving short-lived particles precisely. As a platform for high-resolution charged
particle tracking, an array of Rydberg atoms is theoretically analyzed. Utilizing the Ramsey sequence to
accumulate the phase shift between the ground and a Rydberg excited state induced by the time-dependent
Stark shift due to a moving charge, a nonrelativistic charged particle can be tracked with a precision of ∼10
nm, with a potential of higher resolution by optimizing reconstruction algorithm. Although a lot of technical
difficulties need to be resolved, the proposed scheme can potentially serve as a charge tracker for relativistic
charged particles as well. Also, this analysis can explain potential decoherence in the quantum computation with
Rydberg atoms induced by residual ions and cosmic rays.
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I. INTRODUCTION

Visualizing trajectories of high-energy charged particles
advanced the field of particle physics. Discoveries of short-
lived elementary particles were made with different kinds
of particle trackers, such as cloud chambers [1,2], bubble
chambers [3], and wire chambers [4]. One direction of the
development of charged particle tracking is to scale up the
tracking volume. Time projection chambers (TPCs) [5] for
dark matter searches have multiton scales [6–8], and neutrino
physics experiments now have 100-ton scale liquid argon
TPCs [9–11] and 10-kiloton scale detectors are being con-
structed [12]. Others aim at high position resolution. This is
typically achieved by silicon detectors [13], and the state-
of-the-art silicon strip [14–19] and pixel [20–24] detectors
have position resolutions on the order of 1 µm. Nuclear emul-
sions [25–27] have higher position resolutions. However, they
are incapable of real-time data acquisition and are therefore
sorted as a different kind of detectors. One of the limiting
factors for the position resolution is the finite size of readout
strips or pixels, which is currently on the order of 10 µm. The
position resolution σx and the pitch w of the strips or pixels
has a relation

σx = w/
√

12 (1)

for digital readout [19]. If w is reduced substantially, the
position resolution can drastically increase.
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A system smaller than a semiconductor circuit with a
good control is atoms. Pioneering experimental attempts to
make use of atoms as a particle detector are performed
with vapor cells [28,29]. More complicated systems, such
as traps for single atoms and ions, are ready for this ap-
plication, thanks to advancements in quantum technologies
in past decades. Particularly, atoms can be optically trapped
without applying electric or magnetic fields. Recent develop-
ments in tweezer array systems enabled us to access single
atoms independently [30–33], and atoms can be configured in
a defectless lattice of desired lattice arrangement and atom
spacing [34–37]. Each atom in the array can be detected
independently and thus functions as a single pixel for charge
detection. The atom-atom distance is as small as a few mi-
crometers and can go down to O(100) nm with a quantum
gas microscope setup [38,39]. Naively, this can improve the
position resolution of charge tracking by orders of magnitude.

In this paper, a possibility of utilizing an array of Rydberg
atoms as a charged particle tracker is theoretically discussed.
As a starting point, tracking of a nonrelativistic charge is ana-
lyzed. A Rydberg state with a blockade radius slightly smaller
than the distance between neighboring atoms enhances the
sensitivity to the charge. The Ramsey sequence integrates
the phase shift on the Rydberg state induced by the charge.
With these configurations, atoms behave as substantially high-
density pixels compared to a silicon tracker, and the resolution
of the tracking is improved by two orders of magnitude. The
technical limitations of the proposed scheme and possible
ways to extend it to a relativistic charge are also discussed.

II. CHARGE DETECTION THROUGH STARK SHIFT

In the following discussion, atoms in an optical trap are as-
sumed to form a two-dimensional square lattice with a lattice
constant d . Two systems can realize this configuration. One is
the quantum gas microscope setup, where atoms are confined
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FIG. 1. (a) Amount of the Stark shift �EStark for the 18P3/2 state of Cs induced by a +e charge fixed at the origin. The black straight line
shows a sample path for integrating the phase shift to obtain the transition rate. (b) Probability P(s) of an atom detected in the excited state for
different impact parameters s. smax is defined as the largest s satisfying P(s) = 1. Below smax, P(s) undergoes fast oscillation between 0 and
1, and a finite step size for s in the numerical calculation that generated the plot can be potentially larger than the period of the oscillation.
(c) A sample trajectory of a charge detected by the proposed Rydberg atom array. Black points are generated with v = 104 m/s, s = 4 µm, and
θ = 2 rad by a Monte Carlo simulation. The red line is the linear fit of the black points. Fitted values are s = 4.004(22) µm and θ = 2.0016(14).

in a single layer of a three-dimensional optical lattice. d =
λ/2 is determined by the wavelength λ of the trapping laser,
and the detection system with a microscope objective has a
single-atom resolution. Another setup is a tweezer array. This
consists of hundreds of optical tweezers, each of which con-
tains a single atom. Atoms can be positioned arbitrarily, where
typical distance between atoms is a few micrometers, and both
the detection and control can be performed independently
for each atom. Atoms in a three-dimensional optical lattice
allow three-dimensional tracking if they are imaged from two
different directions. However, the highest reported resolution
of 1.1 µm [40] has not reached single-atom resolution yet, and
thus we concentrate on the two-dimensional systems.

A charged particle is detected by atoms through dc Stark
shift �EStark induced by the electric field E generated by
the charge. The lattice constant d and state of atoms can be
selected to maximize the sensitivity to the charge. Rydberg
states with large principal quantum number n are known as
atomic states with large dc Stark shift, where the polariz-
ability α scales α ∼ n7. Large n also enhances atom-atom
interaction induced by the van der Waals interaction, which
can potentially disturb the system. The strength of the van
der Waals interaction is characterized by a constant C6 that
scales C6 ∼ n11/d6. To keep the amount of the van der Waals
interaction constant, n needs to satisfy n ∼ d6/11. A typical
electric field generated by the charge at the atom closest to the
charge scales E ∼ 1/d2. Therefore, overall typical sensitivity
is depicted as �EStark ∼ αE2 ∼ n7/d4 ∼ d−2/11. This means
smaller d gives higher sensitivity to a charge. In practice,
the smallest d attainable in these systems is set by λ. In the
following discussion, a quantum gas microscope system with
λ = 1064 nm light is assumed.

To be more specific, a 100 × 100 square lattice of Cs
atoms in a P3/2 state with d = 532 nm is considered. Atoms
are located at the lattice points (x, y) = (d (2i + 1)/2, d (2 j +
1)/2), where i, j = −50, 49, ..., 49 are integers. The 84P3/2

state for Cs has a blockade radius of rB = 8.99 µm and po-
larizability of 2.38 MHz/(V/m)2 [41]. With quantum defect

δ = 3.559 [42] and an assumption of a Rabi frequency being
10 kHz, the maximum n for the P3/2 state with rB < d is
n = 18, which gives α = 14.3 Hz/(V/m)2 and rB = 386 nm.
A charge of +e fixed at the origin induces

�EStark (x, y) = −αE (x, y)2 = − 1

16π2ε2
0

αe2

(x2 + y2)2
. (2)

Figure 1(a) shows that �EStark > 100 MHz at small distances,
which is well detectable.

When the charge moves at a velocity v, �EStark changes
over time. Responses other than �EStark, such as transitions
to different Rydberg states and ionization, can also happen.
�EStark is first analyzed as the least destructive and therefore
the most sensitive response. Other responses are discussed in
Sec. III. The moving charge is assumed to be under uniform
linear motion, with an impact parameter s with respect to an
atom. Without losing generality, the relative position of the
charge from an atom can be assumed to move on the black line
in Fig. 1(a), and hence (x(t ), y(t )) = (vt, s). The infinitesimal
phase shift induced on the Rydberg state by the Stark shift can
be integrated over time, resulting in the overall phase shift �φ

between the Rydberg state and the ground state,

�φ(s) =
∫ ∞

−∞
dt (ω − ω0(t ))t =

∫ ∞

−∞
dt

�EStark (vt, s)t

h̄
,

(3)

where ω and ω0 are frequencies for a local oscillator and the
atomic resonant frequency from the ground state |g〉 to the
Rydberg excited state |e〉, respectively.

To detect �φ, the Ramsey sequence, where the 1 : 1 su-
perposition state between |g〉 and |e〉 records the accumulated
phase shift between |g〉 and |e〉 over an interrogation time
τ , is suitable. ω is assumed to be stable over τ and tuned
at unperturbed atomic resonance, whereas �EStark modulates
ω0. The interrogation time needs to start prior to the arrival of
the charge and to end after the charge passed by to ensure that
a charge affects the whole atom array system in the final state.
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The minimum τ required for the sequence is determined
by the slowest charge. A charge with the thermal velocity
v ∼ 100 m/s of a residual gas ion needs 530 ns to pass the
array. This is shorter than the lifetime of the Rydberg state
(4.0 µs for the 15P3/2 state in Cs [43] and therefore slightly
longer for the 18P3/2 state). One of the slowest charges con-
ceivable in the context of nuclear and particle physics is an α

particle with 1-MeV energy, whose velocity 3.1 × 106 m/s
is substantially faster than the thermal ion. Thus the inter-
rogation time can be arranged to start much earlier than the
arrival of a charge and to end much later than when the
charge leaves the system. Note that the start of the interroga-
tion time can be triggered by an arrival of a bunch of particles,
if the experiment is based on the particle beam coming from
an accelerator. The trigger rate is assumed to be � 1 Hz,
because it typically takes � 1 s to prepare atoms.

The phase shift imprinted in the atomic state is detected
by converting the phase shift to the population difference
by a π/2 pulse. The final π/2 pulse has a phase offset of
π compared to the initial π/2 pulse to turn atoms not af-
fected by the charge back to |g〉. This suppresses any potential
excitation of atoms without interaction between the charge.
Atoms affected by the charge have the excitation probability
P(s) = sin2 (�φ(s)/2). Once the state is projected to |g〉 or
|e〉, the detection efficiency can be assumed to be 100%; for
example, the atoms in |e〉 can be ionized and atoms remaining
in |g〉 can be detected. The detection of the atoms in |g〉 is
typically performed by shining imaging light and cooling light
simultaneously [33] or alternatingly [44] for a few tens of
milliseconds, where atoms can be detected with probability
more than 99.99%, with their lifetime in the trap being at
most 10 s.

P(s) is shown in Fig. 1(b). smax is defined as the largest s
satisfying P(s) = 1. P(s) decreases monotonically above smax,
and it rapidly oscillates between 0 and 1 below smax, resulting
in the average excitation probability of 0.5. The region with
s < smax can leave atoms in |e〉, which are recorded as hits.

III. CHARGE DETECTION THROUGH IONIZATION
AND TRANSITIONS

Ionization and transitions to different Rydberg states can
also be induced by a moving charge. Such interactions are pre-
viously studied both experimentally and theoretically [45–47].
Figure 2 compares the cross sections of three processes for
different v. Cross sections are estimated from empirically
obtained equations for ionization and transition to different
states [48] (see Appendix for the equations deriving the plot)
and conservatively by πs2

max for the Stark shift. For both ion-
ization and transitions to different Rydberg states, a quantum
defect of δ = 3.559 for the 18P3/2 state is included to calculate
the energy level of the initial Rydberg state. To represent the
final Rydberg states, δ = 0 is assumed, because the final state
can have large azimuthal quantum number l [49] where δ = 0.

For the states satisfying n∗′ − n∗ < 1, where n∗ (n∗′
) is

the principal quantum number compensated by δ for the
initial (final) state, the empirical equations break down and
thus the n → n′ transition in Fig. 2 excludes such transi-
tions. Cross sections for the transitions to different l within
the same n states are experimentally measured for Na with

FIG. 2. Cross sections σ for the 18P3/2 state in Cs atoms by
impacts of electrons with velocity v. Phase shift corresponds to the
detection scheme through Stark shift described in the main text.
n → n′ transition indicates the sum of the transitions of all Rydberg
states with n∗′ − n∗ > 1. Ionization shows the cross section for the
ionization of the Rydberg electron.

v ∼ 105 m/s [50] and theoretically analyzed [45], which are
not reproduced by the empirical equations. Extrapolation of
Ref. [50] data to the n∗ for the 18P3/2 state in Cs with the n
scaling of N ∼ σ 5.12 gives 1.8 × 105 nm2. Based on the note
in Ref. [50] that at least an order of magnitude smaller cross
section is expected for an initial state with greater isolation in
the energy diagram, the cross section for n∗′ − n∗ < 1 transi-
tions is expected to be at most 104 nm2, which is similar to the
cross section for the phase-shift detection scheme.

Excitation or ionization of Rydberg atoms by half-cycle
pulses [47,51] is equivalent to those of Rydberg atoms by
a moving charge, because the moving charge also induces a
unipolar short-pulse electric field. The required electric field
for ionizing 50% of an n = 18 state for Cs by a half-cycle
pulse is estimated to be 50 kV/cm by extrapolating an ex-
perimental result in Ref. [51]. Such a peak electric field can
be generated when s < 17 nm, resulting in a cross section of
σHCP = πs2

max = 9 × 102 nm2. The pulse-length requirement
that the pulse needs to be shorter than a Keplerian period of the
Rydberg electron requires v � 7.4 × 104 m/s. These numbers
are on the order of magnitude same as the ionization case in
Fig. 2, and thus justify the validity of the estimates in Fig. 2.

Ionization and transitions to different energy levels hap-
pen only when the energy of the incident electron is above
the transition energy. Above the maximum, these cross
sections decay with the scaling σ ∼ v−4. The plot shows
both the ionization and transition to different n states has
smaller cross sections than that for the phase-shift measure-
ment. These analyses agree with the intuition that the phase
shift is the least inelastic and thus the most sensitive to the
existence of a moving charge. For all interactions, as far as
a hit is defined as an atom not remaining in |g〉, the basic
detection method still can be the same as the detection by the
phase shift.

IV. RESULT OF THE SIMULATION

To see the performance of the tracking, Monte Carlo sim-
ulations are performed. A charge of +e is assumed to fly
on a random line at a fixed velocity v ranging from 10 m/s
to 107 m/s. The largest v is chosen to keep all calculations
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FIG. 3. Resolution for the charged particle tracking: fits are per-
formed for single linear trajectories. Parameters are the distance l
from the origin and the angle of the trajectory θ against the x axis,
whose resolutions are plotted in the top and bottom half, respectively.
Black points show the resolution for the linear fit. Other points are
related to the 3D fit. Green and red points are the standard deviations
for narrow and wide Gaussian derived by a fit with two Gaussians.
Blue points are the ultimate resolution for the 3D fit.

nonrelativistic. The random line is first generated by selecting
a distance l of the line from the origin and its angle θ between
the x axis from the uniform distribution. Next, the final states
for atoms are calculated according to the procedure described
in Sec. II. Atoms in |e〉 are recorded as hits, and the hit data
are used to reconstruct the trajectory.

The simplest way of reconstruction under the assumptions
is a linear fit of the hits. To assure the uniform evaluation of
the fit, the fitted line is also parametrized by l and θ : y =
−x/ tan θ + l/ sin θ . An example shown in Fig. 1(c) demon-
strates a good linear fit for the atoms in |e〉. The simulation
is run over 1000 trials for each v, and the standard deviation
for the distribution of the difference of the fitted value from
the true value is regarded as the resolution. The resolution,
shown as black points in Fig. 3, is on the order of 10 nm for l
and 10−3 for θ . The angular resolution also results in at most
an O(10) nm position uncertainty, as the overall size of the
system is 53.2 µm. The resolution is slightly higher for large
v, presumably because smax is smaller.

Dependence of smax on v can be used for a velocity esti-
mate. Figure 4 shows that the total number of hits Nhit scales
to v−1/3. Even with the smallest uncertainty in Nhit of 8.6% at
v = 10 m/s, the relative energy resolution is ∼50%, which
is at most to the extent of an order-of-magnitude estimate.
Precise determination needs to be performed with different
types of detectors, such as a calorimeter, located downstream.

If v is determined by a different detector with high enough
precision, resolution of the reconstruction can be improved

FIG. 4. Number of total hits Nhit in the array for different charge
velocities v. The red line is a fit by Nhit = p0v

p1 , with the fitted values
of p0 = 1117(65) and p1 = −0.3297(82).

by more sophisticated fit than the linear fit. To test this, 0
and 1 are first assigned to atoms in |g〉 and |e〉, respectively,
to obtain a three-dimensional plot (and thus this fit is called
3D fit). This three-dimensional plot is regarded as the data
Pi j . The fitting function is the line y = −x/ tan θ + l/ sin θ .
To perform the fit, the expected excitation probaility Pi j (l, θ )
is calculated for each atom based on P(s), where s is the
distance of the atom labeled by (i,j) from the line. The
uncertainty σi j for Pi j (l, θ ) is calculated as that for bino-
mial distribution. The best fit is obtained as the combination
of l and θ minimizing the following χ2:

χ2 =
∑
i, j

(Pi j − Pi j (l, θ ))2

σ 2
i j

.

Reconstruction by the 3D fit is more precise than that by the
linear fit only when the initial values are chosen properly;
the distribution for the difference of the fitted value from the
true value is fitted well with two Gaussians with different
standard deviations besides a small number of long tails where
the reconstruction did not converge correctly. The resolution
for the broad Gaussian is at best comparable to the linear
fit for large v, as shown in Fig. 3. However, for the narrow
Gaussian, the uncertainty is at most an order of magnitude
smaller than the linear fit. Ultimate resolution when the initial
values are set to the true values is higher than that of the linear
fit by two orders of magnitude. The sophisticated fitting algo-
rithm as well as v estimate can enhance the resolution of the
charged particle tracking further compared to the algorithm
shown here.

V. DISCUSSION

Although the resolution around 10 nm by the linear
fit is two orders of magnitude higher than that for the
state-of-the-art silicon trackers, the atom array system has
various technical limitations. A crucial problem for the ap-
plication to high-energy physics is the limited sensitivity for
large v. Nhit is only a few at v = 107 m/s and decreases to zero
for larger v. The larger lattice constant d can enhance the max-
imum trackable velocity proportional to d when a Rydberg
state with larger n is selected to increase the polarizability.
Experimentally, d = 9 µm is achieved [31], and therefore
covering v = 3 × 108 m/s charge is possible. A disadvantage
for large d is the reduced resolution σ ∼ d due to Eq. (1).
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Also, the total number of atoms in an array potentially needs
to be reduced due to the finite field of view for the imaging
system. It should be noted that the electric field needs to be
calculated in a relativistic manner for a relativistic charge,
with the magnetic field coming into consideration as well.

The interaction between the charge and atoms can also be
enhanced by a larger amount of charge. Such enhancement
works for heavy nuclei, whose charge can exceed +100 e.
Also, beam position monitoring for a bunched particle beam
can be a good application.

The second major problem is the limited trackability due to
the two-dimensional structure. When a charged particle flies
in a three-dimensional direction, only a part of the trajectory
where the charge is close enough to atoms can be tracked. To
partially allow three-dimensional tracking, a second tweezer
array can be located perpendicular to the first one. A three-
dimensional optical lattice can potentially have a single-atom
resolution if a microscope objective for imaging is translated
axially to image multiple layers.

Optical components for the atom array need to be carefully
arranged. On one hand, for an atom array system, it is essential
for optics components for trap formation and imaging, such as
a microscope objective, mirrors, and a camera, to be located
close to the array. On the other hand, as a particle detector, it
is desired to have the smallest amount of material on the path
of particles. Particularly, for collider experiments, a charge
tracker with fine pixels is located at the innermost layer of
the detectors, outside of which as small as possible amount
of matter is desired before charged particles reach outer-layer
detectors. The optics components have to be located to avoid
the path for the particles as much as possible. Note that the
optical system for an initial atom trap does not have to be close
to the atom array system; they can be conveyed on a moving
optical lattice from somewhere farther.

Some electromagnetic disturbance to the atomic system
needs to be carefully managed. The static electric field has
to be weaker than the threshold for the field ionization. The
threshold is on the order of 1 kV/cm for the 18P3/2 state in
Cs, estimated from the case of Na [52]. To keep high-voltage
sources away from the region for the Rydberg atoms, other
detectors need to be properly arranged. For example, silicon
trackers do not have as high voltage as TPCs. When a TPC or
other type of drift chamber that can have a ∼100-kV electrode
is located next to the Rydberg atom system, the ground plane
should face the atoms. With the dc electric field kept below the
ionization threshold, constant backgrounds can be calibrated
in advance and compensated accordingly. Transient electro-
magnetic backgrounds generated by accelerator components
close to the detectors can be a major problem. Also, if the
atom array is close to the path for the colliding particle beams,
the electromagnetic fields from the particle beam can disturb
the atomic energy levels. To avoid them, the Rydberg atom
system needs to be located far from the main particle beam.
Because Rydberg atoms can be formed in strong magnetic
fields [53,54], a constant or predictable amount of magnetic
field does not disturb the system. Proper calibration and com-
pensation by the laser frequency to manipulate the atomic
state can manage the effect due to the magnetic field.

Based on these concerns regarding practical implemen-
tation of the proposed system, the first implementation of

an atom array as a charged particle tracker would be to an
experiment of radioactive heavy nuclei synthesis. Such exper-
iments often have a beam separator to extract desired nuclei.
Separating the nuclei that are not of one’s interest reduces
the event rate, suppressing the disturbance due to the particle
beams that did not have any reactions, including the photons
emitted by the main particle beam. Because particles coming
out of the separator are focused and oriented to a specific
direction, partial three-dimensional tracking is possible by
putting two atom arrays intersecting on the average trajectory
of the incident particles, without putting any extra matters on
the path of outgoing particles. More specifically, define the
approximate path for the charged particles as the +z axis.
Two atom arrays should be formed on the x − z plane and
the y − z plane. Because the atom array on the x − z (y − z)
plane requires optics components for forming the array and
detection along the y (x) axis, the surrounding optics compo-
nents do not conflict with each other, the charged particles,
or other detectors at downstream in the +z direction. The
nuclei to be detected can have a large charge of ∼ + 100e,
which enhances the sensitivity of the atom array. The pre-
cise tracking benefits the lifetime measurement by time of
flight.

Many-body effects other than a Rydberg blockade for
two Rydberg atoms also need to be considered. The over-
all shift by van der Waals interaction with other atoms in
the two-dimensional array is numerically calculated to be
4.66 times larger than the two-atom case. This increases
rB by a factor of 1.29, but rB < d is still satisfied for the
setup discussed in Sec. II. The interaction is also affected
by the edge effect. The amount is at most on the order
of 0.1� [55], where � ∼ 100 kHz [43] is the linewidth of
the transition, and thus the shift is expected to be at most
comparable to the assumed Rabi frequency of 10 kHz. Even
if the shift is larger than 10 kHz, all atoms in an optical
lattice can be excited to a Rydberg state by a pulsed laser,
and a Ramsey sequence for such atoms is experimentally
demonstrated [56,57].

The analysis here can also be useful to estimate the poten-
tial decoherence of a quantum computer based on Rydberg
atoms. If a residual gas or a cosmic ray passing by a qubit is
charged, the energy level of the qubit is perturbed by these
particles. An ion with a thermal velocity in the room temper-
ature, at most 103 m/s, is well detectable by a Rydberg atom.
Cosmic rays can also affect Rydberg atoms, if a cosmic ray is
nonrelativistic or if n for the Rydberg state is large. The phase
shift induced by these charged particles between the ground
state and the Rydberg state, or another qubit, can induce an
error in calculations.

VI. CONCLUSION

To summarize, a possibility of making use of an array of
Rydberg atoms for tracking a nonrelativistic charge is investi-
gated. By integrating the phase shift induced by the Stark shift
with a Ramsey sequence, a moving charge can be tracked with
a resolution of ∼10 nm, which is two orders of magnitude
higher than that for the state-of-the-art silicon tracker. The res-
olution can be potentially improved further with an optimized

043178-5



AKIO KAWASAKI PHYSICAL REVIEW RESEARCH 5, 043178 (2023)

fitting procedure. The analysis can be used for estimating an
impact of a charge flying by a qubit made of a Rydberg atom.
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APPENDIX: EMPIRICAL ELECTRON-IMPACT CROSS
SECTIONS

The equation to estimate the cross sections for
ionization is

σ I
n (E ) = πα2

0 h̄2c2

E + 3.25In

(
5

3In
− 1

E
− 2

3

In

E2

)
, (A1)

where E is the energy of the incident electron, In = R∞/n2 is
the ionization energy from the initial Rydberg state with prin-
cipal quantum number n, α0 is the fine-structure constant, h̄ is
the reduced Planck constant, and c is the speed of light [48].

The transition from n state to n′ state has the following
cross section [48]:

σnn′ (E ) = πa2
0R∞

E + αnn′

[
Ann′ ln

(
E

R∞
+ βnn′

)
+ Bnn′

]
, (A2)

where R∞ is the Rydberg constant and a0 is the Bohr radius.
Ann′ , Bnn′ , αnn′ , βnn′ are described in the following ways:

Ann′ = 2R∞
E

fnn′ ,

Bnn′ = 1

n′3

(
2R∞
Enn′

)2
[

1 + 4

3

In

Enn′
+ bn

n

(
In

Enn′

)2
]
,

αnn′ = 8 + 23s2/n2

8 + 1.1n�n + 0.8/�n2 + 0.4(n3/�n)1/2|�n − 1| ,

βnn′ = exp

(
−Bnn′

Ann′

)
− 0.4

Enn′

R∞
,

with fnn′ being the oscillator strength between the n and n′
state, �n = n′ − n, Enn′ = R∞(1/n2 − 1/n′2) being the en-
ergy difference between the n and n′ state, and

bn = 1.41 ln n − 0.7 − 0.51

n
+ 1.16

n2
− 0.55

n3
.

To estimate fnn′ , the following equations are used [58]:

fnn′ = 32

3
√

2π

n

n′3 x−3g(n, x),

x = Enn′

In
= 1 −

( n

n′
)2

,

g(n, x) = g0(n) + g1(n)
1

x
+ g2(n)

1

x2
,

g0(n) = 0.9935 + 0.2328

n
− 0.1296

n2
,

g1(n) = −1

n

(
0.6282 − 0.5598

n
+ 0.5299

n2

)
,

g2(n) = 1

n2

(
0.3887 − 1.181

n
+ 1.470

n2

)
.
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