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Quantum measurements can produce unpredictable randomness arising from the uncertainty principle. When

measuring a state with von Neumann measurements, the intrinsic randomness can be quantified by the quantum
coherence of the state on the measurement basis. Unlike projection measurements, there are additional and
possibly hidden degrees of freedom in an apparatus for generic measurements. We propose an adversary scenario
to characterize the intrinsic randomness of general measurements with arbitrary input states. Interestingly, we

discover that certain measurements, including symmetric and information-complete ones, generate nonzero
randomness for all states, which suggests a new approach for designing source-independent random number
generators without state characterization. Furthermore, our results reveal that intrinsic randomness can quantify
coherence under general measurements, which generalizes the result in the standard resource theory of state

coherence.
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I. INTRODUCTION

Randomness is a critical resource in cryptography and
scientific simulation. In classical physics, the deterministic
nature of Newtonian physics cannot provide intrinsically un-
predictable randomness. This poses a significant challenge to
the security of cryptosystems, which rely on the unpredictabil-
ity of random numbers for information-theoretic security.
Fortunately, the uncertainty principle in quantum physics of-
fers a promising solution for generating intrinsic randomness
[1]. Quantum random number generators (QRNGs) harness
this quantum feature and provide a strong foundation for the
security of cryptographic systems [2,3].

A QRNG is typically composed of a source and a detec-
tor, each of which plays a critical role in generating truly
random numbers. The source is characterized by a quantum
state [4,5], while the detector is calibrated by a quantum mea-
surement [6,7]. After obtaining outcomes from the quantum
measurement, the legitimate user, Alice, must analyze the
amount of randomness in the raw data to ensure the output
unpredictability. This analysis can be put in an adversary
scenario, as shown in Fig. 1. The adversary, Eve, may have
a correlation with the system that could allow her to obtain
information about the measurement outcomes. To remove the
information leakage, we can separate the entropy of outcomes
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into intrinsic randomness, which Eve cannot access, and ex-
trinsic randomness, which Eve may know. The essential task
in randomness analysis is to quantify the intrinsic randomness
given an input state and a measurement. It is worth noting
that in the (semi-)device-independent scenarios, Alice might
skip some of these steps. For instance, in source-independent
schemes [8—10], the source is assumed to be uncalibrated or
even untrusted, and therefore, there is no need for Alice to
calibrate the source.

As for the intrinsic randomness quantification, let us start
with a well-studied special case with the detection calibrated
as a von Neumann measurement, {|i)(i|}. If the input is in a
superposition state, |y) = > . a;|i) with normalized complex
coefficients a; € C and Zi |a;]? = 1, the measurement out-
come is intrinsically random and the probability of obtaining
outcome i is |a;|? according to Born’s rule [1]. In this case,
intrinsic randomness of the outcomes arises from breaking
superposition [11] and is given by the Shannon entropy of the
probability distribution, {|a;]|?}. In resource theory, superposi-
tion is quantified by quantum coherence with respect to the
measurement basis, {|i)} [12,13]. In fact, for a generic input
state described by a density matrix, the link between output
intrinsic randomness and state coherence has been established
[14-17].

A projection measurement is an idealized model for de-
tection devices. In reality, noise is inevitable, or equivalently,
part of instrument information is missing from the user’s point
of view. Then, the detection is generally characterized by a
positive-operator-valued measure (POVM) through tomogra-
phy. How to quantify intrinsic randomness of the outcomes
from a generic measurement is an important yet unsettled
problem. Given a set of POVM elements, as many degrees of
freedom in measurement instruments are hidden from Alice,

Published by the American Physical Society


https://orcid.org/0000-0002-6470-1303
https://orcid.org/0009-0000-1043-0977
https://orcid.org/0000-0003-0677-6996
https://orcid.org/0000-0002-9441-4006
http://crossmark.crossref.org/dialog/?doi=10.1103/PhysRevResearch.5.033081&domain=pdf&date_stamp=2023-08-04
https://doi.org/10.1103/PhysRevResearch.5.033081
https://creativecommons.org/licenses/by/4.0/

DAI, CHEN, ZHANG, AND MA

PHYSICAL REVIEW RESEARCH §, 033081 (2023)

; Alice |
| |
| |
| — ||
| M 1
\ Source |
| Measurement |

FIG. 1. Illustration of a typical QRNG. The source sends quan-
tum signals in the state of p to the measurement device, which
outputs a sequence of random numbers. Eve could have a certain
correlation with the devices, where she could possess the purification
of p on the source side and know the construction of the detection on
the measurement side. Eve might even have entanglement with the
internal apparatus.

there is an infinite number of ways to construct the detection
instrument [18-20]. This hidden information makes it very
challenging to characterize the amount of information leaked
to Eve. In the literature, there are some attempts on ran-
domness evaluation [21,22] and coherence measures [23,24]
under POVMs, as listed in Table I. Unfortunately, the existing
measures cannot properly quantify randomness or coherence
under the most general measurements. Let us take an example
to illustrate this issue. Consider a two-outcome POVM, M =
{1/2, 1/2}; the outcome is independent of input states. Then,
it can be seen as a classical random variable taking values 0
and 1 with an equal probability. We expect this measurement
to be of a classical nature. Thus, all states should have zero
randomness or coherence under this measurement. This can
also be understood from the resource theory of measurement
informativeness [25]. Yet for this seemingly simple example,
the existing measures either fail to accord with our intuition
or suffice only for the qubit case.

In this work, we provide a generic adversary scenario
where the detection is correlated with Eve as shown in
Fig. 1. The adversary scenario is a generalized version
of Naimark extension, with the difference that the ancil-
lary system, which includes hidden variables and missing
information, is not necessarily in a pure state as in the con-
ventional one [19,27]. Then, we can apply the results of
intrinsic randomness quantification for projection measure-

TABLE I. Existing randomness evaluation and coherence mea-
sures. In the last column, we show a simple example of a specific
POVM, under which no randomness or coherence should be gener-
ated. A measure cannot quantify randomness or coherence properly
for general measurements if it gives a nonzero evaluation result for
some states.

Ref. Randomness Coherence Measurement {1/2,1/2}
[14,16] v v von Neumann not applicable
[21] v X POVM failed

[22] v X POVM qubit only [26]
[23,24] X v POVM failed

TABLE II. Notations.

Notation Description

H Hilbert space

M POVM

M; element of POVM M

P PVM

Ap block-dephasing operation defined by P
Ip the set of block-incoherent states

H Shannon entropy

S von Neumann entropy

R randomness function

[m] the set {1, ..., m}

P(m) the set of POVMs with at most m outcomes
P the set of POVMs with discrete outcomes
{P,o} generalized Naimark extension

log logarithm based 2

P state to be measured and held by Alice p*

ments, while we need to optimize over all possible extensions.
For a special type of measurement, extremal POVM [28], we
show that all generalized Naimark extensions give the same
amount of randomness. Surprisingly, for some extremal mea-
surements, such as the symmetric and information-complete
(SIC) measurement [29,30], their outcomes have nonzero ran-
domness for any input states. Then, we can design a new
source-independent QRNG using these measurements. The
key advantage over the existing source-independent schemes
[8,9] is that we do not need any state characterization in the
new design. Inspired by the relation between mixed states
and pure states, we take the extremal POVMs as the start-
ing point for the study of general POVMs and construct a
convex-roof-type intrinsic randomness measure. Besides, we
can also regard the randomness quantification as a state coher-
ence measure under POVMs, which reduce to the ones in the
standard state-coherence-measure framework for the special
case of von Neumann measurements.

The rest of the paper is organized as follows. In Sec. II,
we review quantum measurement, extremal measurement, and
Naimark extension. In Sec. III, we show the randomness
and coherence quantification for general projection mea-
surements, resulting in block randomness and coherence,
respectively. In addition, we derive the additivity and unitary-
invariant properties of the intrinsic randomness. In Sec. IV, we
derive the intrinsic randomness for general POVMs and char-
acterize the set of nonrandom states. In Sec. V, we establish a
resource theory framework for POVM coherence. In Sec. VI,
we present a numerical approach to evaluate the intrinsic ran-
domness function. All the proofs are presented in appendices.

II. PRELIMINARIES: MEASUREMENT

In this section, we briefly review quantum measurement
and Naimark extension. The main notations used in following
discussions are listed in Table II.

A. General measurement

For a d-dimensional Hilbert space H = C?, a POVM
on H is a set of positive-semidefinite Hermitian operators

033081-2



INTRINSIC RANDOMNESS UNDER GENERAL QUANTUM ...

PHYSICAL REVIEW RESEARCH §, 033081 (2023)

PVM

(a)

(b)

FIG. 2. Two equivalent pictures of Naimark extensions of the POVM M depicted as the dashed box. (a) PVM on the joint system AQ.
(b) Joint preprocessing unitary operation on system AQ followed by a rank-1 PVM on some subsystem.

M = {M,...,M,}, where Y " | M; = 1. When two POVMs
are the same, Vi, M; = N;, we denote by M = N. Each element
can be expressed as M; = AiA:?', where A; is called a POVM
operator and generally not a square matrix. When measuring
a state p, the probability of obtaining the outcome i is given
by tr(M;p) and the corresponding postmeasurement state is
A; ijf /tr(M;p). The set of operators {A;} uniquely determines
the implementation of the measurement—the instrument. In
an experiment, Alice can determine the POVM elements of
M; via measurement tomography. On the other hand, a POVM
generally corresponds to many possible implementations or
different sets of operators, {A;}, which are often intractable.
This is the challenging part for the randomness quantification
of POVMs.

The projection measurement, also called the projection-
valued measure (PVM), is a special case of a POVM when
{M;} are projection operators, Mi2 = M; = A;. As a special
case, when every PVM element is rank 1, we call it von
Neumann measurement. For a PVM, the implementation is
unique. This is why the randomness analyses are simple for
von Neumann measurements [16] and PVMs.

B. Extremal POVM

The POVM set is convex and some of the POVMs can be
treated as a mixture of others,

M:erNj, 1)
J

which is equivalent to the existence of a hidden variable
in some sense. Those indecomposable POVMs are extreme
points of the convex set and play a similar role to that of pure
states [28,31,32]. Similarly to the case for mixed states, gen-
eral POVMs can be decomposed into a mixture of extremal
ones. Here, we introduce the definition and some important
properties of extremal POVMs.

Denote the set of POVMs with at most m outcomes and
the one with discrete outcomes as P(m) and P, respectively.
For m < n, P(m) € P(n) C P, since one can let the n —m
additional elements be 0. The sets P(m) and P are both
convex. Clearly, the extremal points in P(m) are also extremal
in P and the extremal points of P are called extremal POVMs
[28,33].

Definition I (extremal POVM). A POVM M in P is said to
be extremal if, for every expression

M = M + (1 — )M’ 2)

with 0 <A <1 and M',M” € P, it holds that M =M’ =
M”.

As an example, a PVM is extremal. Next, we give a prop-
erty of extremal POVMs and leave its proof to Appendix A.

Lemma 1 (linear independence of extremal POVM ele-
ments [28,34]). A POVM is extremal; then its elements are
linearly independent. A rank-1 POVM is extremal iff its ele-
ments are linearly independent.

From this lemma, we can see that the symmetric and
information-complete (SIC) POVM is extremal, which is
composed of d? rank-1 operators, |¢;)(¢;|/d, with normalized
vectors |¢;) satisfying [29,30], Vi # j,

(@l T 3

C. Naimark extension

It has been shown that a POVM can be realized by a PVM
in a proper extended Hilbert space, which is called Naimark
extension [19]. Concretely, as shown in Fig. 2(a), the mea-
surement is described by POVM M. When a state p* is input,
classical output is obtained. The POVM can be implemented
by a PVM with an ancillary state €. In particular, when o ¢
is pure, it becomes the conventional Naimark extension as
introduced in Definition 2. The POVM and the extended PVM
should give the same probability distribution [35]; hence, we
have the following consistency condition.

Lemma 2 (consistency condition). A Naimark extension
should satisfy the consistency condition, VYp*, tr(M;p?) =
tr[Pi(p? ® 0?)], which is equivalent to

M; = trp[P(1* ® 09)]. 4)
Proof. ¥V p*,
r(M;p") = [P ® %) (p" ® 19)]
=ty | pttrg[P(1* @ 091}, Q)
which concludes Eq. (4). |

One can also view the extended PVM as a unitary followed
by a von Neumann measurement, also called a rank-1 PVM—
a set of rank-1 projectors, as shown in Fig. 2(b). Now, the
extended PVM P = {P,, ..., P,} can be written as

P =U"" ® |i)ihU, (©6)

where system A’ is generally different from A. The unitary
operation is sometimes called preprocessing [36,37].

Lemma 3 (equivalence between two forms of Naimark ex-
tensions). For any generalized Naimark extension of a POVM,
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(P, 2}, we can find an equivalent extension, {P, 2}, in the
form of Eq. (6), as shown in Fig. 2. That is, Vi, ,oA,

P(p* ® 0P, = P(p" ® 09)P, (7

where we ignore a trivial zero subspace.

From Eq. (6), we can see that all the PVM elements, P;, in
this extension have the same ranks. The key point to prove the
equivalence between the two forms of extensions, Figs. 2(a)
and 2(b), is to show that any extension is equivalent to an
extension with the same rank PVM elements.

Proof. For an extended PVM P = {P,, ..., P,}, denote
the maximum rank of the elements as r, and assume s is
an integer satisfying (s — 1)d < r < sd. Consider a larger
space ‘H’ with dimension msd and embed Hap into H'.
For each rank(P) < sd, we can further extend P, to rank
sd by adding additional rank-1 projectors {|¢)(¢|}, where
{l@)} are normalized basis states chosen from the comple-
ment space of Hap, H' © Hap. In the end, we can have
a set of m new extended PVM elements, P = {P,, ..., P,},
whose ranks are sd in H’ and dim(H') = msd. Note that these
newly added complement projectors, {|¢)(¢|}, are orthogonal
to the state space D(Hs) ® o2, so, they have no influence
on the measurement outcomes. Now, all the elements have
the same ranks; the extended PVM is unitarily equivalent
to (|1 ®1, ..., |m)(m|l®1},ie, P, =UT(|i){i| @ DU, as
given in Eq. (6). |

Now, we can introduce canonical Naimark extension,
where systems A and A’ are the same in Fig. 2(b) and the
dimension of the ancillary system is the same as the number
of POVM elements.

Definition 2 (canonical Naimark extension [19]). For
POVMM = {M,, ..., M,} in H,, the canonical Naimark ex-
tension results ina PVM P = {Py, ..., P,} in a larger Hilbert
space Ha ® Hp, where Hy is an m-dimensional ancillary
space. Assume {|1), ..., |m)} is an orthonormal basis of an-
cillary space Hp. The ancillary state is |1)(1|. Then, each P;
has the form of

P=U"1"® |i)(i|9)U, ®)

with U being a suitable unitary operator to satisfy the consis-
tency condition

M; = tro[P(1* ® [1)(1]9)]. ©

III. RANDOMNESS AND COHERENCE IN PVM

Here, we calculate the intrinsic randomness under
projection-valued measures (PVMs), prove several useful
properties, and link randomness with block coherence. We
shall derive two widely used types of block randomness and
their properties in detail.

A. Block randomness

Definition 3 (dephasing operation [12]). For a projection
measurement, P = {P|, ..., P,}, acting on a d-dimensional
Hilbert space H, the corresponding block-dephasing opera-
tion is defined as

Ap(p) =) PpP. (10)
i=1

In the following, we shall consider the Shannon limit to
simplify the discussion. That is, we consider the case where
Alice measures infinitely many copies of a state with the same
measurement independently and identically (i.i.d.), and eval-
uate the average amount of randomness generated per round.

Consider a general PVM; when Alice’s input state is pure,
Born’s rule together with Shannon’s source coding theorem
[38] tells us that the randomness of the outcomes is equal to
S(Ap(|¥){(¥])), where S(p) = —tr(plog p) is the von Neu-
mann entropy function.

For a general mixed input state, p, without loss of gener-
ality, an adversary, Eve, holds the purification system in the
beginning, |W)AE. In this case, we have two ways to extend
the results from the pure-state case depending on different
adversarial scenarios. In a general scenario, Eve can collect
all the purification states over the rounds and perform a joint
measurement. The intrinsic randomness should be quantified
by the conditional min-entropy [39]. Nevertheless, using the
fully quantum asymptotic equipartition property, the intrinsic
randomness per round is characterized by the von Neumann
entropy of the postmeasurement state of Alice conditioned
on Eve [40]. Alice obtains the classical outcomes and stores
them in system A’, which is m-dimensional. After Alice’s
measurement, the classical-quantum state is given by

M= piliil @ of (11)

where p; = tr(P;p) is the probability obtaining output i and
of = [%trA[|\Il)(\I/|AE(PlA ®1£)]. As Alice’s measurement
should not change the state of Eve’s system, we have

wra((W)(WAE) = pF =tra(p*F) =D pipf.  (12)

The intrinsic randomness of Alice’s measurement result, de-
fined by the quantum entropy conditioned on Eve, is

Rq(,o, P)= S(A/lE)Z,ArE
=S(p"E) — S(p")

=H{pH+Y_ piS(pf) — S(p)

1

P,pP;
=H({p:}) + Zp,-S<—£' ) —S(p)

= S(Z PipPi) — S(p)

= S(pllAp(p)), 13)

where p denotes Alice’s initial state, H({p;}) =
— > ;pilogp; is the Shannon entropy function, and
S(pllo) =tr(plogp — plogo) is the quantum relative
entropy function. The fourth equality is due to the fact that
pF is a reduced part of the pure state (P! ® 15)|W)"E. The
result is consistent with Eq. (29).

In another scenario, we assume Eve measures each pu-
rification system, pf = try (|¥)(W|AF), with an optimal i.i.d.
measurement, and hence the state held by Alice has a related
decomposition, p? = Zqﬂ%)(tﬁﬂ/‘, where Zj gj =1 and
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q; = 0,Vj. Since Eve can optimize her measurement, one
should minimize over all possible decompositions of p in ran-
domness evaluation. The randomness of the PVM outcomes
is quantified by the convex-roof measure,

Re(p,P) = {qmiwn)}quS(AP(I%)(%I))- (14)
Iy J

This randomness measure is of practical interest, where due
to current technology limitations, it is often reasonable to
assume that the adversary has a limited memory.

The randomness function R, is always larger than R, since
the assumption of the adversary in the first case is stronger
than in the second case. Similarly to the case of a von Neu-
mann measurement, the difference between two randomness
function is quantified by the discord between A’ and E [16],

R:(p, P) = Ry(p, P)
= De(p"")
= minS(A'1{g}}) e =SB F)+500"),  (15)

7

where {qf } is a probability distribution given by measure-
ment on system E. The equality holds since the measurement
on E corresponds to a decomposition p* =" ¢% ;) (v
and S(A’|{qf})[~)m =) quS(Ap(h/fj)(ij). It is straight-
forward to check that both randomness functions, Eqgs. (14)
and (13), satisfy the convexity condition,

R\ D ripi P | <D riRe(p;. P),

J J

R D ripj P | <D riRy(p). P). (16)
J J

As for the additivity condition for block-diagonal states, it is
less obvious.

Definition 4 (block-diagonal state with respect to P). A
state is called block-diagonal with respect to P, denoted by
p=>;ripj=®;rjp; with > ;r;=1 and r; > 0,Vj, if
VP, j # k.

tr(P.p;Pipy) = 0. (17)

For a block-diagonal state, each PVM element projects
diagonal decomposed state p; into density operators with
different orthogonal supports. From the definition, we can
show that the diagonal decomposed states are orthogonal,
Vj #k, tr(pjpor) = 0. Consider the spectral decomposition of

Pj =Dy *alda) (el and pr =3, 11p|Bp)(Byl, where 1, > 0
and u, > 0, by Eq. (17),

tr(Pp;Pipi) = tr[P,- (Z xu|aa><aa|>P,-(Z ub|ﬁb><ﬁb|ﬂ
a b

= D hattote(Pilew) @l P11 Bo) (Bol)

a,b

= hasl(@alP1By)I* = 0. (18)
a,b

Hence, Va, b, {a,|Pi|By) = 0, and VP,

> lea) (@al P Bo) (Bl = 0. (19)
a,b

Moreover, there is

tr(pjpor) = tr |:;0j (Z Pi) /Ok:| = Z tr(p;P;pr)

=Y hattn(calPBs) (Bolaa) = 0. (20)

i ab

The two random functions characterize the intrinsic ran-
domness under different adversarial scenarios and both satisfy
the following two properties with the proofs given in Appen-
dices B and C.

Lemma 4 (additivity of randomness functions). For a block-
diagonal state p = @;r;p; with respect to P, the randomness
functions satisfy the additivity condition,

R(®;rjp;, P) =) riRc(p;, P),

J

Ry(®rip;. P) =Y riRy(p;. P). 1)

J

Lemma 5 (randomness-invariant unitary). For two PVMs
P={P,...,P,} and U'PU = {U'P,U,...,U'P,U} con-
nected by a unitary operator U, if for any pure state |i/) in
the support of an input state p, Vi,

(WIPIY) = (Y |UTPUY), (22)

then the randomness of p with respect to these two PVMs is
the same,

R(p,P)=R(p, U'PU). (23)

B. Block coherence

The randomness functions developed in Egs. (14) and (13)
can also be used for the block coherence measures, which was
introduced by Aberg [12] and was put in a resource theory
framework later [23]. Here, we adopt a slightly reformulated
framework. For a PVM P, the set of block-incoherent states is
defined as

Ip = {Ap(p) | p € D(H)}, (24)

with D(H) being the set of all the density matrices defined on
the Hilbert space.

There are different ways to define free operations. For
example, we can consider block-incoherent operations (IOs),

Awo(p) =Y KupK]', (25)

with Kraus operators satisfying
K, IpK| C Tp. (26)

A block coherence measure should satisfy the criteria
presented in Box 1, which are essentially the same as the
coherence-measure criteria for von Neumann measurements
[41]. These criteria are not independent. In fact, criteria (C3)
and (C4) for incoherent operations defined in Eq. (25) can be
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Box 1: Criteria for block-coherence measures for PVMs.

(C1) Non-negativity: C(p) 20, and C(o) =0 iff
o € Ip.
(C2) Monotonicity: for any incoherent map Ay,
C(p) = C(A1(p)).
(C3) Strong monotonicity: for any IO map defined
in Eq. (25, C(p) =3, paC(py), where
Pn = tr(Kan(,j) and p, = npK;/pn-

(C4) Convexity: C(Zj Ajipj) < Zj A;jC(p;j) with
Aj>0and ) A; = 1.
(C5) Uniqueness for pure

S(Ap(I¥) (W D).

(C6) Additivity for a tensor state, C(p ® §, P @ P,) =
C(p,P1)+ C(5,Py), where the joint projection
measurement on p ® § takes the tensor form of local
projectors on p and §.

states:

CUy) (D) =

replaced by the additivity for the block-diagonal state defined
in Definition 4, C(®;1;p;) = Zj A;C(pj) [41,42]. Here, we
omit PVM P from the coherence measure C(p, P) for simplic-
ity when there is no confusion.

With criterion (C5), we can employ the convex-roof con-
struction for a block coherence measure. Not surprisingly, the
same as the von Neumann measurement case, the measure is
given by the randomness function R, defined in Eq. (14).

We can also define block coherence measure C(p) via the
relative entropy, which, again, is the same as the randomness
function Eq. (13),

C(p) = minS(pllo) = —maxtr(plogo) — S(p)
= —max tr[Ap(p)loga] — S(p)
= S(Ap(p)) = S(p) + minS(Ap(p)[l0)

= S(Ap(p)) — S(p) =Ry(p, P), 27)

where the third equality holds because any incoherent state o
in Eq. (24) is diagonal with respect to P.

C. Rank-1 case: von Neumann measurement

For von Neumann measurement {|i)(i|}, the intrinsic ran-
domness via measuring a state p is well studied in the
literature [14—17]. This is a special case of block randomness
since a von Neumann measurement is a rank-1 PVM. Here
we briefly review this special case. For a pure state |y), the
randomness of its measurement outcomes is directly given
by Born’s rule, S(A (1Y) (¥])). For the general cases of
mixed states, there are also two ways to quantify the amount
of randomness by measuring a mixed state.

First, if Eve measures the purification system, pg, on an
optimal basis for her, the randomness of the PVM outcomes
is quantified by the convex-roof measure,

R.(p, {l))(il}) = {ﬂi{?)}Zq‘iS(A{u)(i\}(Wj)(1//j|)). (28)
J? J ]

E e
| >FA§ pt ‘
A ‘
o PVM 1
o |
]([)>QZ"§ ‘

FIG. 3. The adversary scenario for a generalized Naimark ex-
tension: a PVM on the joint system AQ. From Alice’s perspective,
the measuring process is described by POVM M, depicted as the
dashed box. Alice inputs state p* and obtains classical outputs from
the box. The ancillary system is generally in a mixed state o2. If
o2 is pure, it becomes the conventional Naimark extension. Both the
source and the ancillary system could be entangled with Eve. There
is no signaling from input A to Eve’s purification F'.

Second, Eve performs a joint measurement on the indepen-
dent purification systems, and the randomness is quantified
by [16,43]

Ry (o, {101 = S(pll Agiyin (0))- (29)

The intrinsic randomness functions, Egs. (28) and (29), di-
rectly give coherence measures for both R, [14] and R,
[15,16] of von Neumann measurements.

IV. RANDOMNESS CHARACTERIZATION
FOR GENERAL POVMs

Here, we describe the adversary scenario for general cases,
which is a generalized Naimark extension, and then we quan-
tify the intrinsic randomness for general POVMs based on the
block randomness. As a special case, we characterize the set
of states without randomness.

A. Quantification of intrinsic randomness

To quantify the amount of intrinsic randomness, we need
to consider an adversarial perspective and examine what side
information Eve may use in eavesdropping. In a QRNG, Alice
first prepares a state, o4, and then measures it with the POVM,
M. Apart from her knowledge of the form of these operators,
Eve may correlate her system to p* and M as well. For
p*, the best Eve can achieve is to hold the purified system
[44]. Similarly, for M, Eve can also hold a “purified” process
which means that the measurement on the joint system is a
PVM. In the most general scenario, Eve puts a state < in the
measurement device and holds the purification of €. Then,
Alice’s device actually performs an extended measurement on
both ,0A and 9, as shown in Fig. 3.

Note that from Alice’s viewpoint, the measurement is cal-
ibrated to act on system A; in other words, Alice is unaware
of o hidden in her measurement device. Generally, as Alice
can change her input state, one would expect the measurement
device to enjoy a consistent condition:

M; = trg[P,(1* ® 69)], Vi (30)
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For simplicity, we shall omit the superscript A and Q when
there is no confusion in the following discussions and denote
the states p and o as Alice’s state and the ancillary state,
respectively.

Before we commence, let us briefly remark on the problem
formulation. By posing the consistency condition, we assume
that Eve does not target on a specific input state of Alice in
eavesdropping. Intuitively, once Eve gives the measurement
device to the user, she cannot access the apparatus anymore.
Hence, there is a no-signaling relation between the input state
and Eve’s system. In the common Naimark extension, o2 is
restricted to a pure state, which corresponds to the assumption
that Eve learns no further than the form of the POVM elements
of the measurement device. In the analysis, we need to con-
sider the most general case where system Q is in a general
mixed state.

Now, we can see that in the most general scenario, Eve
has the freedom to choose an extended PVM, P, and the
corresponding ancillary state ¢. In the randomness analysis,
we need to minimize over all possible Eve’s strategies. With
the randomness quantification of PVMs, we have

R(p,M) = I{}inR(p ®0o,P),

such that Vi, M; = trp[P.(1* ® 62)], (31

where the constraint is given by the consistency condition in
Eq. (30). For the special case of von Neumann measurements,
the randomness quantification R(p, P) is well studied in the
literature under different adversary scenarios [16,43]. As the
starting point of our randomness quantification of POVMs, we
generalize the results to the general PVM case and give two
widely used measures in the preliminary part,

Re(e, Py = min > g;S(Ap(1v) (YD),
7 J j

R,(0.P) = S(ellAp(0)). (32)

The difference between R, and R, lies in whether Eve per-
forms measurements on each copy of system E in Fig. 3 and
the two functions coincide when g is pure. Since a classical
mixture of quantum states should not increase the output
intrinsic randomness on average, the randomness function
R(po, P) satisfies the convexity condition,

R[> rjoj P | <D riRGe; P), (33)
J J

for arbitrary coefficients ) jri=1land r; > 0. A state ¢ =
>_jrjoj = @;rjo; is block-diagonal with respect to P, when
Vj # j and VP; € P, there is tr(P,o;P0j) = 0. Intuitively,
different block subspaces should have no interference with
each other when measuring. This indicates that the random-
ness function should also satisfy the additivity condition for
the block-diagonal states,

R(®;ri0;,P) =Y _riR(0;, P). 34

J

Note that the two aforementioned randomness functions for
PVMs meet these criteria. With the convexity condition on

the randomness function, we can see that the randomness
defined in Eq. (31) satisfies the convexity condition for both
p and M. From the resource theory point of view, these two
conditions stem from the convexity [13] and the additivity on
block-diagonal states [42] of coherence measures.

Let us check out a special case where the POVM is ex-
tremal, which cannot be decomposed into a linear mixture of
other POVMs [28]. This is an analog to a pure state, which is
often considered to be decoupled from the environment. An
extremal POVM can also be treated as a measurement decou-
pled from the environment. In the adversary scenario, there
is no hidden variable for a pure state or an extremal POVM.
That is, in Fig. 3, system F is trivial. To put this intuition in
a rigorous manner, we show that for an extremal POVM, the
intrinsic randomness is independent of the extension {P, o}.
We leave the proof to Appendix D.

Theorem 1. For an extremal POVM M and a fixed input
state p, all the generalized Naimark extensions give the same
amount of randomness.

Then, we can skip the minimization problem in Eq. (31)
and employ any extension for the randomness function. In
practice, we can take a canonical extension of M [19], denoted
by P,

R(p. M) = R(p ® |0)(0], Pc). (35)

A general POVM can be decomposed to extremal ones, just
like that a mixed state can be decomposed to pure states. The
decomposition of a POVM is generally not unique, which is
controlled by a hidden variable from Alice’s point of view.
In the generalized Naimark extension as shown in Fig. 3,
the following proposition connects the decomposition of the
POVM with that of the ancillary state.

Proposition 1 (correspondence between ancillary state
and measurement decomposition). In a generalized Naimark
extension of a POVM, M, if the ancillary state has a pure-
state decomposition, o = Zj rile;){e;| with Zj rj =1 and
rj > 0, then there exists a measurement decomposition M =
T 7N/, and vice versa.

The proof is presented in Appendix E. Here, we need
to emphasize that the correspondence between the state and
measurement decomposition is not unique in general. That is,
different |¢;)(¢;| might correspond to the same N/.

If Eve performs a local measurement on her system F,
without loss of generality, the measurement can be restricted
to be rank 1. Otherwise, the measurement can be viewed as
a rank-1 measurement followed by coarse graining. Then, the
ancillary state is chosen from a pure-state ensemble and the
POVM degenerates into a mixture of corresponding POVMs
according to Proposition 1. The intrinsic randomness of Al-
ice’s outcomes is a weighted average of the randomness for
each pure input ancillary state. So, the minimization prob-
lem of Eq. (31) becomes minimizing the value ) i riR(p ®
l@;){@;l, P) over all possible Naimark extensions and pure-
state decompositions of the ancillary state.

Denote the solution to the minimization problem after
Eve’s measurement to be P* and o* = ) ; r;f|g0}‘)(g07|. We
show that the corresponding measurement decomposition,
M = >, riN*/, is extremal—indicating that {N*/} are all ex-
tremal. The intrinsic randomness for the POVM outcomes is
given by ) ; r}kR(p, N*/). As a result, we can minimize over
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all possible extremal decompositions for the POVM to eval-
uate Eq. (31) and give a convex-roof construction of intrinsic
randomness, as presented in the following theorem with its
proof in Appendix F.

Theorem 2. When Eve performs a measurement on her
system F, the intrinsic randomness of POVM outcomes is
given by

RY(p,M) = min ¥ "r;R(p,N),
(o, M) {Njyr/_};, (0. N)

such that M = Z riN/, (36)
J

where the decomposed POVMs {N/} are all extremal and the
randomness function R(p, N/) is given by Eq. (35).

Note that similarly to the case of pure states, when a POVM
M is extremal, there is R(p, M) = R/ (p, M).

B. States without randomness

After quantifying randomness for the measurement out-
comes with respect to a given POVM, it is interesting to
consider the set of states that have no randomness, called
nonrandom states. For the special case of a von Neumann
measurement, a nonrandom state is diagonal in the measure-
ment basis [13,14]. For a general PVM, a nonrandom state has
a pure-state decomposition such that each decomposed state
is a +1 eigenstate of a measurement projector. Here, we give
necessary and sufficient conditions for the nonrandom states
under a generic measurement in the following two corollaries
with proofs in Appendices G and H.

Corollary 1 (necessary and sufficient condition for non-
random states). Given a POVM M, a state p is nonrandom,
R (p, M) = 0, iff the measurement has an extremal decom-
position, M = ) j r;N/, satisfying one of the following two
equivalent conditions:

(1) Vj,i#i,N/pN] =0.

(2) For each N/, the state has a corresponding spectral
decomposition, p = > q,ihﬂl‘c’)(w,ﬂ, such that Vk, N/ |[y) =
[¥{) for some element N .

For the special case of pure state |y), we can derive the
necessary and sufficient condition for the general randomness
quantification given in Eq. (31).

Corollary 2. Given a POVM M, a pure state |y) is nonran-
dom, R(|v) (¥ |, M) = 0, iff |¢) is a common eigenstate of all
measurement elements.

For extremal POVMs, according to Corollary 1, the nec-
essary and sufficient condition for zero randomness is that p
has a corresponding spectral decomposition, Y, gi| V) (W,
such that each term |yy) is a +1 eigenstate of some ele-
ment. Intriguingly, there exist particular extremal POVMs;
all measurement elements do not have +1 eigenvalue. For
example, the SIC measurement is extremal and each POVM
element only has O or 1/d as eigenvalues. Hence, there is no
nonrandom state for the SIC measurement.

Observation 1. For some POVMs, such as SIC measure-
ments, there does not exist a nonrandom state.

This observation can help us design source-independent
QRNGs. Given a calibrated measurement, if Alice figures that
nonrandom states do not exist, she can be sure that there is a

positive amount of randomness in the outcomes even without
any source characterization. In this case, the lower bound of
outcome randomness is given by

R(M) = min R(p, M), (37)

where the randomness function R(p, M) is given in Eq. (31).
The quantity R(M) gives the source-independent randomness
of the QRNG. This kind of source-independent QRNG de-
signs is stronger than the existing ones [8,9], where at least
partial source tomography is required. This observation can
also help us design other device-independent QRNGs [45].
We illustrate this with an example. For the above-mentioned
SIC measurement, since a nonrandom state does not exist, we
can design a corresponding QRNG and the following theorem
gives the lower bound of the outcome randomness.

Theorem 3. For a SIC measurement M, a lower bound of
intrinsic randomness is given by

ROM) > log (—d * 1), (38)

where d is the dimension of the corresponding space.

The proof is presented in Appendix I. When R = R, to
evaluate how tight our lower bound is, let us examine the
special case of the maximally mixed input state. The amount
of randomness from a general POVM has an upper bound

R,(1/d, M) =S(Ap(1/d ® [1)(1])) — S(p) < logd® — logd
= logd. 39)

This indicates R,(M) < logd. The difference between our
lower bound log[(d + 1)/2] and this upper bound is less than
1 bit.

It is worth mentioning that for a SIC measurement with an
arbitrary input state, if we take the additional assumption that
Eve does not know the ancillary state of detection devices, a
previous result shows that the amount of randomness in terms
of min-entropy is lower bounded by 2logd — 1 [46].

V. INTRINSIC RANDOMNESS AS A POVM
COHERENCE MEASURE

Due to the close relation between randomness and coher-
ence in the case of PVMs, we naturally regard the intrinsic
randomness R as a coherence measure under general POVMs.
Following a standard resource-theoretic approach, we define
the set of incoherent states and incoherent operations for a
general measurement. Given a POVM, the set of incoherent
states is defined as the set of nonrandom states,

Im = {p | R(p,M) = 0}. (40)

Corollary 2 gives the characterization of pure POVM-
incoherent states. If we take the convex-roof construction
in Theorem 2, R/ (p, M), Corollary 1 would give a full
description of this POVM-incoherent state set. The set of
POVM-incoherent states, Zyi, is convex and can be empty for
some special POVMs. With these definitions, we can show
that the coherence measure given by the intrinsic random-
ness R in Egs. (31) and (36) satisfies the coherence-measure
criteria, as shown in Box 2. Besides, in the special case of
PVMs, the definitions for coherence measures and incoherent
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Box 2: Criteria for POVM coherence measures.

(C1) Non-negativity: C(p, M)>0, and C(§, M)=0 iff
6 € IM.
(C2) Monotonicity: for any POVM-incoherent
operation A, C(A(p), M) < C(p, M).
(C3) Strong monotonicity: for any POVM-incoherent
operation A with Kraus operators K;
> piC(pi M) < Clp, M) with p; = r(KipK)
and p; = KiPK,-‘-/ Di-
with )“j > 0 and Zj)‘j =1.

states are identical with their corresponding part in the block-
coherence theory. In the previous section, we have shown that
this set is empty for some special POVMs, like SIC POV Ms.
This is different from the PVM case, where the incoherent
state set is always nonempty.

Though the set of POVM-incoherent states might be empty,
incoherent operations always exist for any POVM. For exam-
ple, the identity map is a trivial POVM-incoherent operation.
Here, we give a definition of the POVM-incoherent opera-
tions.

Definition 5. For POVM M, operation A is called inco-
herent, if for any generalized Naimark extension {P, o} on a
larger space H’, A has a corresponding extended operation A’
on H' that satisfies the following two conditions,

) Np®o)=A(p)®o.

(i) KI/IpK;T C Zp, where Zp is the set of incoherent states
of P, and K”’s are the Kraus operators of A’.

Under this definition, the coherence measures C defined
by intrinsic randomness R and R/ both satisfy the following
criteria.

Besides the POVM-incoherent operation in Definition 5,
we can also consider other sets of incoherent operations.
For example, we can define the set of maximally POVM-
incoherent operations. For an operation in this set, we also
require item (i) in Definition 5. Differently from item (ii),
we require the extended map A’ to be a maximally block-
incoherent operation satisfying A’(Zp) C Zp.

As a supplement to the above criteria, the coherence mea-
sures defined by R and R/ satisfy the double-convexity
condition for both states and measurements. That is, in ad-
dition to the criterion (C4), the coherence measures C also
satisfy the convexity condition for measurements,

Clo. YoM | <D aCo, M), @D
J J

where {M/} are all POVMs. It should be noticed that the previ-
ous defined coherence measure from the direct application of
conventional Naimark extension does not satisfy the property
[23].

Now we use this double-convexity property to examine
the example mentioned in the introduction part, where we
claim that all states under POVM {1/2, 1/2} should have no
randomness. Consider a more general POVM M with ele-

ment M; = a;1,a; > 0,and Y, a; = 1; thereis M = >, a;P,
where each PVM P’ has one element equal to 1 and the rest
are 0. Then, Vp,

0<Cp.M) <) aiC(p, P) =0. 42)
Thus, C(p, M) = 0.

VI. NUMERICAL EVALUATION

In this section, for the convex-roof-type randomness mea-
sure defined by the optimization in Eq. (36), we present a
numerical approach to evaluate intrinsic randomness under a
general POVM and consider an example.

A. Numerical approach

The objective function is biconvex in its arguments,
namely, the probability distribution {r;} and decomposed ex-
tremal POVMs {N/}. Also, the constraints form a convex set.
For such optimization problems, a global optimal value can be
obtained in principle [47]. Nevertheless, there are two difficul-
ties: (1) the characterization of the set of extremal POVMs is
relatively complex [28]; (2) the dimension of the probability
distribution {r;} is not fixed.

To tackle the first problem, we can remove the constraint
that {N/} are all extremal. To see why this is the case, suppose
the optimal value to Eq. (36) is given by the tuple {r*, N*/}.
In Theorem 2, we show that for any probability distribution
{7} and POVMs {N*} such that M = Y, #N¥, the following
inequality holds,

D FR(p ® 0)(0], P¥) = > r*R(p @ [0)(0], P*/)
k J

= > riR(p.N*), (43)
J

where 15’2 P*/ represent the canonical Naimark extension of
Nf, NV, respectively. With a slight abuse of notation, we also
write R(p ® |0)(0], P) as R(p, N¥) for a general POVM N¥.
Therefore, the optimization in Eq. (36) is equivalent to the
following problem,

RS M) = ; ‘R ,Nj,
(0, M) {g}}g};m (p.NY)

suchthat M = Z erj,
J
N/ € P, Vj,
rj 2 0,Vj,

dor=1, (44)
J

where P is the set of POVMs.

To tackle the second problem that the dimension of
{r;} is not fixed, we can apply Carathéodory’s theorem
for convex hulls. Suppose M is a POVM acting on a d-
dimensional Hilbert space with m elements. After considering
the positive-semidefinite property and completeness, it can be
parametrized by (md> — 1) real parameters. Then, according
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to Carathéodory’s theorem, the optimal value to Eq. (44) can
be attained by a probability distribution {r;} with at most md 2
terms. Consequently, we can restrict the dimension of {r;} to
be md? in Eq. (44) without loss of generality.

With the above results, the global optimum to Eq. (44) can
now be efficiently solved numerically. In particular, for a fixed
probability distribution {r;}, the problem becomes a semidef-
inite programming optimization in the arguments {N/}.

B. Example

Here, we give a simple example and demonstrate the
numerical evaluation results. In practice, von Neumann mea-
surements, mutually unbiased bases, and SIC measurements
are three widely used measurements. In a qubit system, we
consider these three types of POVMs that are free of noise,

My, = {|+)(+], |=)(-I, 0,0},
Moo = {31000, 21} (L], $14+) (+1, 1= (1},
Mgic = {210)(01, 210} (¢ol, S1¢1) (1], S1ga)(gal},  (45)

where  |£) = ([0) £ [1))/v/2 and |¢) = /T/3]0) +
e i3 /273|1), k=0,1,2. Now, add a trivial POVM
Iy ={al,bl,c1,(1 —a—b—c)l},a,b,c >0, as noise.
Then, we obtain three noisy POVMs,

M{fn = (1 — WMy, + uly,
Mrl:mb = (1 - /'L)Mmub + MI4»
M, = (1 — j1)Mge + L, (46)

where 0 < u < 1.

To evaluate randomness under these noisy measurements,
first note the following fact. For an arbitrary state p and an
arbitrary POVM M, when the noise of a particular trivial
POVM I, = (1,0, 0, 0) is added to M, the amount of gen-
erated randomness changes,

R(p, (1 — )M+ ply)) = (I — p)R(p, M). (47)

The equality holds since for any extremal decomposition of
the noised POVM (1 — )M + ul(y), it must include I(j) as a
part. Therefore, for our cases,

R(p, (1 = )M + puly) = (1 — w)R(p, M).  (48)

If we input a pure state |0), then RS = RS and hence
we can briefly write the randomness measure as R/. The
state coherences under these three POVMs are compared in
Fig. 4. We can see that the randomness under a noisy SIC mea-
surement, R/ (]0), Mé‘ic), remains larger than 1 even under a
relatively strong deterministic noise, while R/ (o, M% ) < 1
and R/ (p, M ) < 1 hold for arbitrary states. This simulation
result demonstrates the advantage of the SIC measurement in
the design of quantum random number generators.

VII. CONCLUSION AND DISCUSSION

In this work, we characterize intrinsic randomness for
general states under general measurements. For some special
cases such as extremal POVMs, we also provide a method for
solving the optimization problem in Eq. (31), which defines
the randomness evaluation problem under general POVMs.

2 T I
I M#n
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1.5+ '...' ...... M_:Lic -
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SE 7
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FIG. 4. Comparison among coherence measures of the qubit
state |0) with respect to three specific POVMs.

We conjecture that the solution to the optimization for the
most general case is a fixed Naimark extension in a finite-
dimensional space, independent of the input state.

Our results also shed light on the information-theoretic
analysis of quantum measurement processes [37,48-50]. In
quantum mechanics, we know that any measurement that ex-
tracts information out of a state would inevitably introduce
disturbance. One would expect a quantitative relation between
intrinsic randomness and state disturbance. In the configu-
ration of Fig. 3, quantum disturbance can be formulated as
the decrease of mutual information between system E and
system A after measurement [37,49]. However, when input
states are pure, system E becomes trivial and the definition
is not applicable. We leave it for future research on how to
properly quantify the notion of disturbance and relate it to the
randomness generation framework in this work.
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APPENDIX A: PROOF OF LEMMA 1

Assume elements of the extremal POVM M are linearly
dependent,

aMy +---+a,M, =0, (AD)

where not all the coefficients a; are 0. Without loss of gen-

erality, we can assume a; > --- > a,. Bach element M; is

a nonzero, positive-semidefinite operator, so a; > 0, a, <

0. Define two new POVMs M’ and M” with, Vi € [m] =
{17 L] m}7

M, = (1 —a;/a))M;,

Mi// =(- ai/am)Mia (A2)
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where M| =0 and M,, = 0. Hence, M’ # M and M” # M.
Meanwhile,

M=z G

M. (A3)

ay — dapy ay —dapy

This contradicts Definition 1.

Next, we prove in the case of rank-1 POVM, the reverse
is also true. Assume M is not extremal and then it can be
decomposed to

M=)M + (1 —-1M’, (A4)

with 0 < A < 1 and M’ £ M". Since M is rank 1, it implies
that Vi, M = M! = M;, M =0, or M = 0. Without loss
of generality, assume for i < ny, M =M/ = M;; for n; <
i <np, M =0;and fori > ny, M] _0 wheren] < ny <m.

Then, we have

Z M; =1 Z M _A(I—ZM>

i=n;+1 i=n;+1
Z M;=(1—2) Z M”_(l—k)<1—ZM)
i=ny+1 i=ny+1
(AS5)
and hence,

m

_Z — M; =0,

i=n;+1

(A6)

t_nz+1

which contradicts the linear independence of M;.

APPENDIX B: PROOF OF LEMMA 4

Without loss of generality, we consider the two-block case,
p=rpi® 1 —r)ps.

Let us first prove for the case of R.. Denote I1; as the pro-
jector onto the support of p;, ITy = Y, |otg) (0| with {|a,))}
being the set of nonzero eigenstates of p;. Similarly, denote
I1, as the projector onto the support of state p,. In this proof,
only the support of p is under consideration, IT; + I1, = 1.
Then, 1'[1,01'11 =Trp and 1'[2,01'[2 = (1 — I’)pz.

For arbitrary pure state |¢) in the support space of p,

let |¢1) =I11|p)//p1 and |¢2) = Il2|p)//p> with p; =
(¢|11]¢) and pr =1 — p; = (¢|I12]¢$), and from Eq. (19),

(oII1 A1, |¢) +

The quantum entropies,

(@I PIT2|p) = (P|Pi|@). (BI)

M,P.1
S(Ap(I¢1) (1) =H({u})7

P1
(AT P12 ) })
P2 '

S(Ap(|¢2)(P2D) = H({ (B2)

satisfy the concavity condition,

P1S(Ap(#1){(d1D)) + p2S(Ap(192)(#2])) < H({(@IFi|$)})
= S(Ap(I9){#1)). (B3)

Now, consider an

> ailvi (sl

Mplly =rp; =

arbitrary decomposition p =

> @il (.
J

opllh =0 =r)p2 = qup2j|w2j)(¢2j|s (B4)
J

where  pij = (Y IIi|y;),  paj = (YilTLalY)),  [¥) =
I y))//P1j> and |Yr2)) = Ta|r;)//p2;. Combining with
Eq. (B3),

> aipSAp () (WD) + Y a;p2iS(Ap () (¥2;))
J J

<D qiS(AR(Y) (W) (BS)
Jj

Note that {|v;)} and {|v;)} are the pure-state decomposi-
tions of p; and p,, respectively. According to the randomness
function defined in Eq. (14), we have rR.(p;,P)+ (1 —
)R (02, P) < R.(p, P). Therefore, by combining it with the
convexity condition, Eq. (16), the additivity condition can be
obtained.

For the case of Ry, first, from the definition in Eq. (17), p;
and p; have different orthogonal supports,

S(p) = S(rp1 + (1 —r)p2)
= h(r) + rS(p1) + (1 = r)S(p2), (B6)
where h(r) = —rlogr — (1 — r)log(1 — r) is the binary en-

tropy function. Second, the dephasing state is given by

Y _PpPi=) rPpiPi+ (1= )PP

=rAp(p1) + (1 = 1)Ap(02). B7)

From the definition in Eq. (17), we can see that Ap(p;) and
Ap(p2) have orthogonal supports, and hence,

S(Z P,»pP,-> = h(r) + rS(Ap(p)) + (1 = )S(Ap(p2))-

(B8)
By substituting Eqgs. (B6) and (BS8) into the fifth equality of
Eq. (13), we can prove the claim.

APPENDIX C: PROOF OF LEMMA 5

According to the unitary invariance of the randomness
functions, we always have R(p, UTPU) = R(UpU", P) and
need to prove R(p, P) = R(UpU", P).

(1) Consider R = R,,

min Zq,R (W) (1. P)

i

R.(p,P) =

= min Zq,R WUy (U, P)

{q/

= RC(UpU*, P). (C1)

(ii)) Consider the case R=R, and suppose p =
> ih il i) (] is the spectral decomposition; its purification
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can be taken as |WAE) = > VA1) 15)E. Denote
o =UpUT and (U* @ 1F)|WAE) is its purification. Write the
two classical-quantum states after Alice’s measurement as
given in Eq. (11),

prE =" pilid " ® of
=Y "l @ of, (C2)

where from Eq. (22), p; and the classical measure-
ment outcome system A’ are the same in the two
equations, pf = trs[|W)(VIAEPA @ 15)]/p; and of =
tra{ W) (W AE[UTPU Y @ 151}/ ;.

For any two different eigenstates |v/;) and [/;), consider
a pure state |¢) = aly;) + b|y;), with |al> +|b]* = 1. Ac-
cording to Eq. (22),

|lal*pij + |bI*pij + 2Re(@*b{yr;|P1Y;))
= |al*p;; + |bI*pij + 2Re(a*b{y;[UTPRUIY;)), (C3)

where  p;; = (Y;|P|y;) and  p;y = (Y |Plyy).  Since
a,b are arbitrary, it can be obtained (Y;|P|y;) =
(Y;lUTRU|¥j), V], j’. Combined with the fact

1 N
o = o D iR (R G
i ij

1

of = p > Ak W UTRU )N G (€4
Ly

we have pf = of. Then, from Eq. (C2), we get pAF =

54E. Moreover, due to Eq. (C1) and the relation between

two randomness functions Eq. (15), we have R,(p,P) =

R,(p, U'PU).

APPENDIX D: PROOF OF THEOREM 1

To prove Theorem 1, we need the following lemma.

Lemma 6. For any two Naimark extensions with pure ancil-
lary state, {Py, |¢1) (1|} and {P,, |@2){(p>|}, for arbitrary input
state 0, R(p ® |p1){@1], P1) = R(p @ |¢2) (92|, P2).

Proof. By inserting necessary zero subspace, we can link
P, and P, with a unitary matrix, according to Lemma 3.
With the freedom to choose a unitary transformation, we can
assume |¢;) = |¢2) = |1). By the consistency condition in
Eq. (4) and Lemma 5, we can obtain R(p ® |¢1){¢1], P1) =
R(p ® |@2){p2], P2). u

With this Lemma, we prove Theorem 1.

Proof. We need to show that the mixture of ancillary
states would not affect the intrinsic randomness. Consider a
generalized Naimark extension to be {P, o'}. Without loss of
generality, suppose the ancillary state is rank 2 and has the
spectral decomposition o = r|@1){p1| + (1 — r)|g2){(p>2| and
0 < r < 1. Then, according to Proposition 1 and Definition 1,
we know that {P, |¢1) (@]} and {P, |@2) (@, |} are also Naimark
extensions of M.

Consider a pure state |p) = alg;) + blg,) with |a|> +
|b]> = 1and a, b € C; we have

M; = tro[P,(1* ® |9) (9|9)] = M; 4 ab*W; + a*bW,, (D1)

where W; = tro[P(1* ® |@1){(¢1lg2)]. The coefficients a, b
are arbitrary; thus, W; = 0. For any pure states |y;) and |v,),
we have

tr(P|Y101) (V101 | P Wa2) (Yo o))
= |(Y1901|P;|¥202) [*
= |(y1|Wily)* = 0.

This implies that the global state p @ 0 = rp ® |¢1){@1] +
(1 —r)p ® |g2) (2| is always block-diagonal in Definition 4
and according to the additivity condition of the randomness
functions in Lemma 4,

R(p ®@0c,P) =rR(p ® |e1)(¢1], P)
+ (1 = MR(p ® |p2) (2], P).

Combine this equation with Lemma 6; then the randomness
for extremal POVM is given by a canonical Naimark exten-
sion

(D2)
(D3)

(D4)

R(p, M) = R(p ® [1)(1], P). (D5)

APPENDIX E: PROOF OF PROPOSITION 1

Denote a generalized Naimark extension to be {P, o}.
=>: The ancillary state has decomposition of o =
> it |¢;)(@;]. Then, the consistency condition becomes

M; = tro[P,(1* ® 09)]

= 3" gl @ [9;)(0;19)]. (E1)
J

Denote N/ = tro[Pi(1' ® |¢;)(¢;|2)] and hence
— A
Mi — Z Vj]Vi . (EZ)
J

Here, N/ = {Nj R ,N,{;} forms a POVM on system A for
each j. Thus, this gives a decomposition of POVM M =
> r;N/. Note that each N’ has an extended PVM of P,
independent of j.

<: The POVM has decomposition of M = Zi.:l riNJ.
According to the canonical Naimark extension, for each
POVM N/, there exists an ancillary system Q; with an or-
thonormal basis {|1), ..., |m)} and a unitary operator U ]AQI on
global system H4 ® H' such that
N =trg,[(U19) (1*®1i)(i|2)HU 1 (11 @[ 1)(112)].  (E3)

Add another ancillary system Q, with an orthonormal basis
{lo1), ..., lgr)} and Q;Q, forms the total ancillary sys-
tem Q in Fig. 2(b). Let the input ancillary state be 09 =
Zi‘:1 il D (112 ® |¢;)(g;|22, which is in a form of pure-state
decomposition. The unitary operator and the extended PVM
are

1
Ut =3 UM @ o)),
j=1

P = (U*9)' (1'% ® |i)(i|2)U"2. (E4)
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We need to show the consistency condition,
trolP(1* @ 09)]
= tro[(U*9) (1" @ 1)) (112U (1" ® 0 9)]

1
=" rirp(1* ® 119;)(19;12)
j=1
x (U*)" (142 @ |i)(i|2HU*2(1* ® |1¢;)(1¢;]2)
1

Z jtro, (14 @ [1)(112) (U2

x (1* @ [i)(i|2HU 9 At @ [1)(112)
1
Z = (ES)

APPENDIX F: PROOF OF THEOREM 2

Consider a generalized Naimark extension {P, o}. After
Eve’s measurement, the ancillary state can be treated as a
pure-state ensemble, o0 = Y irilei) el Then, the random-
ness of p is given by

R (p, M) =" rR(p ® 9 (9;1, P). (F1)
J

The state decomposition corresponds to a POVM decom-
position, M = > ] r;N/, from Proposition 1. To prove the
theorem, we only need to prove that all N/ are extremal;
otherwise, we can find a smaller randomness value with a

different extension.
Suppose one of the decomposed POVM, NP, is not
extremal and can be decomposed into N® = AN® + (1 —
AN 0 < A < 1. Then, there is another decomposition of M,

M = 2roN™ + (1 — 2)roN°! + > ryNJ. (F2)
J#0
From Eq. (E4), we can construct another Naimark extension

{P’, o’} with ancillary state

o’ = Arolgoo) (pool + (1 = Mrolgon) (worl + D rile}) (@)l
J#0
(F3)
where Vi, the operator on system A, (@oo|P!|@o1) = 0. After
Eve’s measurement, the randomness is given by

AToR(p @ 1900} (pool, P') + (1 = M)roR(p ® lgo1) {worl, P')

+ ) riR(p ® |9} @] P)
J#0
= 1oR(p ® [Xlgoo) (wool + (1 — 1)lgor) (@or ], P')
+ ) riR(p ® ) (i, P). (F4)
Jj#0
where the equality comes from the additivity condition of the
randomness functions for PVMs and Lemma 6.

Now, we only need to prove that

AR(p @ |@oo) (wool, ') + (1 — MR(p & l¢o1){worl, P')
< R(p ® lgo){pol, P), (F5)

for the randomness functions R, in Eq. (14) and R, in Eq. (13).
First, we consider the case of R.. For pure input state |y/),
the consistency condition implies

Mool P 1Y oo) + (1 — M) (Yo | 1Y eorn)
= (Yol Pl eo). (F6)

Due to the concavity of the Shannon entropy, we have

MH ({(r ool P/ [ o0)}) + (1 — MH {(Yeo1 [P 1 @on) )
< H{{(Y ool PilY @o) ). (F7)

Then Eq. (F5) for a general mixed state p can be obtained
directly.

Now we consider the case of R,,. Suppose |®)2F is a purifi-
cation of state & = A|@oo) (@ool + (1 — A)|@o1) (@o1]. Combine
the consistency condition with Lemma 5 and Lemma 6; then

S(p* @ [@N(@|2F || Aprogyr (p* ® | D) (@]9F))
=S(p ® |po) (ol || Ap(p & |@o){®ol)). (F8)

Take the partial trace trg on the left-hand side of the above
equality; from the monotonicity of relative entropy, there is

S(p®R6 || Ap(p®6)) < S ® |go){wol |l

x Ap(p ® l@o)(@ol)).  (F9)

Combine the inequality with the additivity condition and
Eq. (F5) holds.

APPENDIX G: PROOF OF COROLLARY 1

We first prove that item 2 is a sufficient and necessary
condition for R (p, M) = 0

Sufficiency (=): For each extremal POVM N/, there exists
a Naimark extension {P/, |¢ i){@;l}. According to the condi-

tion, for Vk, we can find a POVM element Nl/ such that

(Wioi|P lwiles) = wl[wi)w! [ o [P/ (1" & 19,01 9)]}
= (N [y)wi]) =1. (G1)

It follows that P/|y/e;) = |¥le;),
R (p,M) =3, rjR(p,N/) =0
Necessity («<): If R (p, M) = 0, there exists an extremal
decomposition M = Zj riN/, such that Vj, R(p,N/)=
R(p ® |g;){p;|,P/) = 0. Therefore, p ® |¢;){p;| does not
change after the associated block-dephasing operation. We
write the dephased state into its spectral decomposition,

qu‘”k “k|

(G2)
The eigenstate of p ® |¢;){¢;| must be the product state.
Thus, |uk) = Wk @j) is also an eigenstate of some PVM el-
ement P/. From Eq. (G1), we can obtain N/ |1ﬂk) |1ﬁk)

and moreover,

P& ;) pj| = ZP’(p ® lp;) (9P =
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The sufficiency and necessity of item 1 can be deduced
from the fact that Ni] le:{ =0,i#1, isAthe sufficient and
necessary condition for R(p ® |¢;){(¢;|, P/) = 0 [23].

APPENDIX H: PROOF OF COROLLARY 2

To prove Corollary 2, we need the following definition and
two lemmas.

Definition 6 (grouping/coarse-graining process [34]). Give
two POVMs M = {M,, ..., M,,} and N = {Ny, ..., N,} with
m < n. A grouping is determined by a mapping f : [n] —
[m]. Concretely, the elements of two POVMs have the relation

M;= Y N (HD)
jef~t®
where f~! represents the inverse mapping.
Lemma 7. For a POVM, M= {M,,...,M,}, if

Y1), ..., |¥;) are pairwise orthogonal states and each
[Y) is a common eigenstate of all elements M;, then there
exists a decomposition

M:erNj,
J

such that for an arbitrary pure state |y), each N/ contains an
element Nij satisfying Nij V) = V).

Proof. From the condition, each POVM element has an
eigendecomposition

(H2)

d
M; = Z)»ii’hﬂii/)(l/fii'h

i=1
where [V;1) = [Y¥1), ..., [Yu) = [¥y) and Ay >0, ), Ay =
1. All rank-1 terms form a new POVM denoted as A =
{Xi | i) (Wir |, © € [m], 7 € [d]}. Via the method that decom-
poses a POVM into a mixture of extremal POVMs in the
proof of Lemma 1, the rank-1 POVM A can be decom-
posed into a mixture of extremals. From the description of
the algorithm, the elements of extremal POVMs inherit the
elements of the POVM A with only a difference in coeffi-
cients. As a consequence, each extremal POVM has elements
{cilv)) (W, ...y el (Y]} and other elements are in an
orthogonal space; thus, ¢; = --- = ¢; = 1. Write the decom-

position as
A=>"rB,
J

and each POVM B/ = {B{'i,, i € [m],i €[d]} contains ele-

ments {|¥1) (Y1, .... [¥1) (¥} Define N/ = (N}, ... Nj}}
as a grouping of B/,

(H3)

(H4)

(H5)

d
J— 2 : J
N; = By
i'=1

Therefore, M = ) ; er-f; in addition, for each N/ and each

[¥), there exists a related Nl.j such that Nl.j Vi) = [Y). |
Lemma 8. If R(p, M) =0, then [p, M;] = pM; — M;p =
0, Vi.

Proof. Since R(p, M) = 0, there exists a Naimark exten-
sion {P, o} such that the global input state has a spectral
decomposition

PR =Ap(p®0) =) Mluwl,  (H6)
k

where Vi, P;|uy) = |uy), or P;lu;) = 0. In either case, we can
obtain P;(p ® o) = (p ® o )P;. Take partial trace trp on both
sides of the equality,

trolPi(1' ® 09)(p" ®19)] = trp[(p" ® 19)(1" ® ¢ 9)P.
H7)
Combined with the consistency condition, there is M;p =
pM i [ |

Now, we give proof of Corollary 2.

Proof. From Lemma 8, the sufficiency is apparent. The
two randomness functions have the relation R(p, M) <
R/ (p, M); therefore, the necessity can be directly obtained
by Corollary 1 and Lemma 7. |

APPENDIX I: PROOF OF THEOREM 3

For SIC POVM M = {|¢1){(¢11/d, ..., |pz){Ps2]/d}, let
{P, |1)(1]} be a canonical Naimark PVM.

(i) When R = R., the minimum randomness is achieved
by some pure states from the expression Eq. (14). The ran-
domness for pure state |y) is equal to Shannon entropy
H({p;}) with p; = [(¢:|¥)|*/d. For any state p and p; =
tr(p|¢1)(p1]/d), the entropy of the distribution has a state-
independent lower bound [51],

an

dd+1
H({p:}) > log (g)

tr(p?) + 1

As aresult,

R.(M) > log (@) > log (d%l) 12)

(i) When R = Ry(p ® [1)(1], P) = S(Ap(p ® [1)(1])) —
S(p), assume Pi(p ® [1)(1)P; = ), qixluix) (uix| is a spectral
decomposition and Y, g = tr(p|¢1){¢1]/d) = p;. The en-
tropy of probability distribution {g;/p;} is

Og—zﬂlog<@>

e Pi Di

1
== [Z(q,-k log gix) — pilog p:} : a3)

Lok

Hence, — Zk qixloggy > —pilogp;. Then the term
S(Ap(p @ [1)(1])) = S[D_,; Pi(p ® [1){1DP] > H({pi})
and the equality holds only if p is pure. Combine this with

Eq. (I1) and there is

dd+1
R,(p, M) = H({p;}) — S(p) > log (tr((pz%) —S(p)

> log (%) (14)

Then, R,(M) > log[(d + 1)/2].
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