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We theoretically study the entropy production and the work extracted from a system connected to two
reservoirs by periodic modulations of the electrochemical potentials of the reservoirs and the parameter of a
system Hamiltonian under isothermal conditions. We find that the modulation of the parameters can drive a
geometric state, which is away from a nonequilibrium steady state (NESS). Using this property, we construct a
demon in which the entropy production during the first one-cycle is negative such that we can extract the work
if we start from the NESS without parameter modulations. We use the Anderson model to implement the demon

in a realistic situation.
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I. INTRODUCTION

The second law of thermodynamics is one of the most
fundamental laws of physics, specifying the upper limit of the
available work that can be extracted from reservoirs. Maxwell
[1] proposed an ideal setup to violate the second law in which
a demon quickly opens and closes the gate, allowing only
fast-moving molecules to pass through in one direction. This
leads to a decrease in entropy without any work being done
and violates the second law of thermodynamics. A simplified
version of Maxwell’s demon was proposed by Szilard [2]. It
was shown that Maxwell’s demon can be used to implement
the Szilard engine, while Maxwell’s original demon makes
the temperature gradient act like a refrigerator. Since then, the
demon problem has attracted much attention from physicists
[3-8]. Modern experiments use photonic devices to realize
Maxwell’s demon [9-11]. A comprehensive historical review
of Maxwell’s demon is given in Ref. [12].

Since Maxwell’s original idea was based on the mea-
surement of molecules, it is natural to combine the phys-
ical science with information thermodynamics to realize
Maxwell’s demon [3-9,13—18]. However, the cost of imple-
menting Maxwell’s informational demon is high, although the
theoretical formulation ignores this cost. Instead, we propose
a geometric demon using Berry’s phase [19] in a geometric
engine as an extension of the Thouless pumping [20-22].
We consider a small system sandwiched between two ther-
mal reservoirs. If two parameters in the reservoirs and one
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parameter in the system Hamiltonian are controlled by an
external agent, we can extract the work from the system. This
is a natural application of the Thouless pumping [20-36] and
geometric thermodynamics [37—44].

It is well known that the Kullback-Leibler (KL) divergence
is nonnegative, being zero only when the system is in a
nonequilibrium steady state (NESS) [43-51]. It is also known
that the KL divergence cannot increase for all completely
positive and trace-preserving (CPTP) processes [45-50]. As
a consequence, the KL divergence decreases monotonically
toward zero in the relaxation process. This monotonicity of
the KL divergence corresponds to the second law of ther-
modynamics or the H theorem. Nevertheless, we must be
careful in choosing the correct KL divergence in the presence
of modulations. Indeed, we show that the correct choice of
KL divergence under a periodic modulation is not the relative
entropy between the time-evolving density matrix and that in
a steady state but between the matrix and that in a geomet-
ric state because of the generation of a geometric term (see
Fig. 1).

We can therefore extract the work done by this geometric
engine by means of an increase in the relative entropy corre-
sponding to a negative entropy production. Let us call such an
engine a geometric demon. The advantage of the geometric
demon is that we do not need any costs for the feedback
control, but we do need nonadiabatic control of the system.

The organization of this paper is as follows. In Sec. II,
we explain the setup and the geometric state under the pa-
rameter modulation. We also present the corresponding KL
divergences associated including the geometric contribution.
In Sec. III, we discuss the work, the heat, and the efficiency
in the present setup. In Sec. IV, we apply our formulation
to the Anderson model to demonstrate the protocol for re-
alizing the geometric demon. In Sec. V, we summarize our
results and give their physical interpretations. We also give
future perspectives. In Appendix A, we describe the derivation
of the time evolution of the state including the geometric
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FIG. 1. A schematic of the process used for the implementa-
tion of the geometric demon. At 6 = 0, we start modulating the
parameters. Although the modulation is slow enough to prevent the
system from being excited, the geometric term is suddenly added
to the state vector. The state relaxes to the geometric state as time
goes. The discrepancy between the steady state in the absence of

the parameter modulation |55%) and the geometric state |pSS) can be
used to determine the work.

contribution. We also give a detailed expression for the Berry-
Sinitsyn-Nemenman (BSN) curvature. In Appendix B, we
explain the differences between this paper and the previous
studies. In Appendix C, we present the detailed properties
of the Anderson model. In Appendix D, we present some
detailed properties of the density matrix, the von Neumann
entropy, and the heat flow from the comparison of the results
of the Born-like approximation used in this paper with those
obtained by the numerical solution.

II. GEOMETRIC PHASE AND ENTROPY PRODUCTION

In this paper, we focus on a system connected to two
reservoirs depicted in Fig. 2. The left and right reservoirs are
characterized by electrochemical potentials (x4 and pg) and
temperature T, respectively.

The electrochemical potentials are modulated as

pr = (1l + resing), pr = w1 + resin(@ + 8], (1)

_ 2
where 77 := o5& [

~ Jo d0ua(0) is the one-cycle average of the
electrochemical potential u, in a reservoir (= L or R). We
assume that u, depends only on the modulation phase 6 :=
ot, where o and ¢ are the modulation angular frequency and
time, respectively. We also assume that the system Hamilto-

nian H[A(0)] is perfectly periodic in this paper, i. e.,
H[M6)] = H[AO + 27)], 2)

through a control parameter A(6), where A(0):=1+
ry cos 6. In this paper, we consider only the case of r := r, =
rr = ry to reduce the number of parameters for simplicity. To
maintain the positivity of the parameters, we assume |r| < 1.
Thus, our system is characterized by a set of fixed parameters,
such as T and i, and two control parameters, r and 6. To
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FIG. 2. A schematic of the model considered in this paper. The
system is connected to two reservoirs characterized by chemical
potentials and temperatures.

FIG. 3. A schematic of control parameters for r = 1 and § = 7 /4.

express a set of control parameters, we introduce

ILL(@)’ MR(E»a):|’ 3)

A0, 8) := |:A(9), el
0 0

using A, as one of its components. Figure 3 shows a
schematic of the control parameters for »r = 1 and 6 = 7 /4.

We consider the master equation for the density matrix
0@, d):

d . o )
@IP(Q,S))—G K(9,48)1p(8, 8)), 4)

where K(0, 8) is the evolution operator. We use the vector
notation |p(0, 8)) in Eq. (4), where the components of the
density matrix p(6, §) are aligned. We introduce the dimen-
sionless parameter € in Eq. (4) as € :=2mww/I", where I
characterizes the hopping rate of the electrons from the reser-
voirs into the system. Introducing the eigenvalue &; with the
subscript i for K, the corresponding left and right eigenstates
(¢;] and [r;) satisfy the orthonormal relation (¢;|r;) = §;;, if
the eigenvalues are nondegenerate. We assume that there ex-
ists a nondegenerate largest eigenvalue gy := 0 corresponding
to a stationary state. Probability conservation leads to the left
zero eigenvector (£o|, which is defined as (£o|K = 0, whose
diagonal components are 1 in the matrix form and 0 otherwise.
The right zero eigenstate |ry) satisfying K|ro) = 0 is also
expressed as |p55) to specify the NESS.

In the absence of the modulations, the physical state is
relaxed to |p5%) since all eigenvalues except for &y = 0 are
negative. This suggests that the natural choice of the initial
state would be |p55). Therefore, we analyze the case where
the initial state is the steady state |5(0, 8)) = |ro) = |pSS).

As soon as we start the modulation, the state relaxes to the
other state, which we call the geometric state. In the presence
of modulation, the state vector |p) contains the contribution
of a geometric phase. As shown in Appendix A 1, the approx-
imate expression for |p) is given by

(0, 8)) ~ 19550, 8)) + D Cil0, )lri(0,8)),  (5)
i#0

033014-2



DEMON DRIVEN BY GEOMETRIC PHASE

PHYSICAL REVIEW RESEARCH §, 033014 (2023)

where

6 0
Ci(0,8) = _/) d¢ exp (elf dzsi(z,8)>
( ¢

d
x(€i(o, 5)Id¢ [ro(e, 8)). (6)
The second term on the right-hand side (RHS) of Eq. (5) is
the BSN connection [21,22]. A similar expression is derived
in Ref. [36] (see Appendix B for details of the relationship
between our analysis and that in Ref. [36]). Note that Eqgs. (5)
and (6) describe the evolution process from the initial steady
state |pSS), but the expression can be used if we are interested
in the long-time (0 > €) behavior, where the choice of the
initial condition is not important. We also present the expres-
sion for |p(6, §)) starting from a general initial condition in
Appendix A 1 as well as the relaxation to Egs. (5) and (6) for
0> e.
The state described by Egs. (5) and (6) relaxes to the
geometric state:

0+2nw
690, 8) := lim T exp ( f K (¢, 8>>|ro<0,5)>,

0
)

where we have introduced the time-ordering operator 7 de-
fined as T[A()B(t) - Z(t,)] := Z(t,) - - - A(t2)B(t;), with
1) <t < --- < t,.Since this relaxation process is fast, we can
use the approximate expression for the geometric state as

O0+2m
1950, 8)) ~ T exp ( fo d¢1€(¢,6>>|r0(0,8>>. ®)

Note that the trace preservation is always satisfied for an
arbitrary 6 from (£y|r;) = §¢p; and (€o|R = 0 in the dynamics
described by Eq. (4). In this paper, we restrict our interest to
quasiadiabatic processes. There is an analogy between Eq. (5)
and the path integral with the Born approximation in the
quantum theory. The phase factor exp(e™' [ (f dzei(z, 8)) in
Eq. (6) can be interpreted as free relaxation instead of free
propagation. If the modulation is not slow, i.e., € is larger than
leiol, it would not be adequate to ignore the higher-order
processes. The expressions in Eqs. (5) and (6) are compat-
ible with the slow-modulation approximation employed in
Ref. [44]. The leading contribution of the modulation to the
entropy production is indicated by the second term on the
RHS of Eq. (5).

As shown in Appendix A2, the deviation from the ini-
tial state after a modulation cycle satisfying |r;(2m, §)) =
|r;(0, §)) is written as

Alp) == 1p(2m, 8)) — 1p(0,8)) = ZCi(r?)Iri((L 3, O
i#£0

with

2 2 A
c,»(a):/ d¢ exp (H/ dzs,»(z,é))A;‘ 2. 0)
0 P ¢

where we have introduced the BSN connection Aﬁ‘ as

0

M — .
A (9, 8) == —({ti[A (g, 8] an,

[ro[A(g, )]). (1)

According to A, we define the BSN curvature as

v M
F'0,8) = <8“4") - <8Af ) ) (12)
A, ), N, /,

Due to the damping factor in Eq. (10), the contribution of the
BSN curvature is localized in 6.

Now let us consider the KL divergence. The proper
KL divergence is not DX(p(d,8)[|p3%(6,8)) but
DXL (p(0, 8)]|p°5(8, 8)), where we have defined the KL
divergence [43-50] as

DX(p]|6) := Tr[p(In p — In &)]. (13)

Since we expect |p(8, 8)) to quickly relax to |p95(6, 8)), the
KL divergence approximately satisfies

DX(p(6, 8)I1p95 (0, 8)) ~ 0, (14)

for @ > 2. The initially positive DXL(p(0, 6)| 1595(0, 8)) de-
creases monotonically as 6 approaches zero. This is the H
theorem.

The production of the total entropy associated with the KL
divergence should be

AX(, 8) := DX(p(0, 8)[1p95(0, 8))
—D*E(p(8, 8)11p°%(8, 8)). (15)

This AX(6, §) which is always nonnegative could play an
important role.

On the other hand, we can consider the entropy production
during the one-cycle modulation starting from the NESS at
6 =0as

AS(8) : = DU (p(0, 8)[19°5(0, 8))
—D*(p (27, 8)(19%5(0, 8))
= —D*M(p(27, )11p%(0, 8)). (16)

This AS(8) is always nonpositive due to the nonnegativity of
the KL divergence. We could expect AS(8) > 0 since the KL
divergence is expected to decrease with 6 [45-50] as

2
AS(8) = — /0 de%DKL(me,s)Hf)SS(e,a))>0. (17)

However, the compatible value of AS(§) in Eq. (17) with
the nonnegative KL divergence is zero under the periodic
modulation. Nevertheless, AS(§) can be negative for most §,
as will be shown, because |p (8, §)) for 6 # 0 is not described
by [£55(0,8)) but by Egs. (5) and (6). This implies that
DXL (p(8, 8)]1p55(8, 8)) is not proper KL divergence. In fact,
as will be shown, DX-(p(8, 8)||p33(8, 8)) is not monotonic
with 6 but oscillates with 6. Thus, we can extract the work
from the negative entropy production AS(§) < 0.

III. WORK AND EFFICIENCY

A. First law of thermocynamics

Now we discuss the thermodynamic relations to construct
the geometric demon. First, we consider the first law of
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thermodynamics [51-53]. The internal energy is given by

E0,8) = Tr{H[1(0)]p(0, 8)}. (18)
The rate of change of internal energy is given by
dE B AH[A(0)] .
@(9’ 8) = Tr{—ae p(@, 8)}
+Tr{[§[k(9)]ai)g€9’8)}. (19)

Here, the first term on the RHS of Eq. (19) corresponds to the
power, which can be rewritten as

AH[AO)] | -
P2, 8) = Tr{,?)(@, 5)%}%9), (20)

where A(0) := %A(@). Thus, the work generated from the
initial state to & becomes

0
W, 8) :=f dp 29, 8). @1
0

By definition, the relation W(Q, 8) = (0, 5) holds. The
work W (8) during the one cycle is defined as

W) :== W(2r, 8). (22)

The work W (§) and power £ (6, §) can be positive or negative
depending on the situation. A positive &?(0, §) is interpreted
as a power input from the external agent, while a negative
(0, 8) can be interpreted as a power loss. The second term
on the RHS of Eq. (19) corresponds to the heat flow:

9p(0,4)

Q(0,48) = Tr{a—eH[A(Q)]}. (23)

Thus, the heat generated from the initial state to 6 becomes

0
00, 8) = / 4606, 5). (24)
0

The heat generated during one cycle is defined as
0(8) := Q(2m, ). (25)

Thus, we can rewrite Eq. (19) in the well-known form of
the first law of thermodynamics as

ol a 0
ﬁE(Q, 8) = £W(9, 8) + %Q(Q’ 3). (26)

The power £(0, §), the work W (§), the heat flow Q(6, §),
and the heat Q(8) can be calculated once we know the density
matrix p(6, §) as in Egs. (5) and (6).

B. Second law of thermodynamics

Because the KL divergence satisfies the second law
of thermodynamics or the H theorem expressed as
DXL (p(8, 8)]1p9%(8, 8)) > 0 and its monotonicity, we can
construct the thermodynamics for the driven system by con-
sidering the system entropy and the heat between the system
and the reservoirs. As will be shown, the system entropy
differs from the von Neumann entropy due to the contribution
of the driven terms.

The production of the total entropy introduced in Eq. (15)
satisfies the relation AX(0, ) = ASy(0,6) + AS(0, 5),
where ASgy and AS; express the changes of the system en-
tropy and the reservoir, respectively. Because AS; is expressed
as AS, = —BQ, we obtain [51]

AX(8,8) = ASy(0,8) — BQA(, 8), 27

where ASy(0,8) 1= Sgys(0,8) + Tr[p(0, 8) In p(0, §)], B :=
1 .
T with

Seys(0,8) := SN0, 8)+ BQ®, 8) + BO®,5),  (28)
where we have introduced von Neumann entropy:
SN, 8) :== —Tr[p(8, 8)In p(8, §)], 29)
and

BO®, 8) :=Tr[p(©®, 8)In p9(8, §)]
—Tr[p(0, 8)1n p55(0, 8)). (30)

This Sgys(6, &) is the system entropy which is deviated from
von Neumann entropy S*N(6, §). Note that Seys(8, 8) is re-
duced to SYN(0, 8) when the parameter in the Hamiltonian
is not modulated and the system is relaxed to an equilib-
rium state. Since p95(0, 8) is reduced to be (0, 8)
e PP in such a situation, the RHS of Eq. (30) becomes
Jo do 5 1—BHpl = =B [ dolH p] = —BQ(©, §). Since we
have already obtained the expression of p(8, §) as in Egs. (5)
and (6), one can obtain the heat Q(0, §).

C. Absorbing heat, work, and efficiency

Because Q(@, 8) can be negative, the heat Q(6, §) can be
negative. We can decompose Q(6, §) into the absorbing heat
and the releasing heat as

2T
04(6) = / 4000, $)0[90.5), (1)
0
0k(8) := O(5) — 04(6), (32)

where ©®(x) is the Heaviside step function that satisfies
Ox) =1if x > 0 and ®(x) = 0 otherwise. If we consider a
slow modulation process, we expect the deviation of the state
from the steady state 555 to be small, and the time evolution
will be nearly periodic. Thus, AE(§) := EQ2r,§) — E(0, )
would be much smaller than the other variables such as W (§)
and Q(§). (Namely, we expect |[W(S)[, |Q(8)| > |AE(S)]|.)
This implies that Q4(8) = |Q(8)| =~ |W ()| = W () holds
due to the first law of thermodynamics. We can prove this re-
lation by considering a slow modulation process € < 1 under
the rotational wave approximation [54,55]. If the work W (§)
is negative, the system can be regarded as an engine in which
the work done by the system is larger than the work done by
the reservoirs.

Thus, to construct a geometric demon, we require that
W (8) < 0 to use the negative entropy production AS(§) < 0.
We cannot determine the sign of W(§) in general. Therefore,
we use the Anderson model to show that W(§) can be nega-
tive.
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Using the absorbed energy, the work and the efficiency can
be introduced as

_we)
0a(6)

When the work becomes positive, the efficiency becomes ill
defined.

1) := (33)

IV. APPLICATION TO THE ANDERSON MODEL

Let us apply the general framework to the Anderson model
for a quantum dot (QD), where a single dot is coupled to two
electron reservoirs [56]. The total Hamiltonian A" can be
written as

A :=H+H +H"™, (34)

where H, the reservoir Hamiltonian A, and the interaction
Hamiltonian H™ are, respectively, given by

A=Y edld, + U®)n,, (35)
A =" el luko (36)
ak,o
@m=§:w@%kfuu” 37)
o, k,0
where &Z .o and aq i » are the creation and annihilation oper-

ators, resi)éctively, for the electrons in the reservoirs o(= L
or R) with the wave number k, energy €, and spin o (=1
or |). Furthermore, c?j and c?g are those in the QD, and
e = C?(I(Z,. Here, U(0) := UpA(f) and V,, are, respectively,
the time-dependent electron-electron interaction in the QD
and the transfer energy between the QD and the reservoir «.
We adopt a model in the wide-band limit for the reservoirs.
We denote the line width in this paper as I' = wo (V> + V7).
where o is the density of states in the reservoirs. For simplic-
ity, we set Vi, = Wk.

The Anderson model for the QD has four states: doubly
occupied, singly occupied with an up spin, singly occupied
with a down spin, and empty. Therefore, the density matrix is
expressed as a 4 x 4 matrix. However, as shown in Ref. [44],
(0, §) of the Anderson model under the wide-band approx-
imation is reduced to a diagonal matrix, where the diagonal
elements correspond to the probability of finding the states
in the empty state p,, the down-spin state p, the up-spin
state p4, and the doubly occupied state p,4, respectively. This
implies that the model is quasiclassical.

The trace-preserving condition Trp = p, + py + p +
pa = 1 reduces to the probability-preserving condition. The
explicit forms of the evolution matrix K and the corresponding
eigenstates (¢;| and |r;) are summarized in Ref. [44]. The
explicit forms of the BSN connection in Eq. (10) are presented
in Appendix C.

Figure 4 shows the time evolution of the elements p,, o,
01, and pg of p(8) (see also Appendix C). This figure clearly
supports the positivity of all elements; therefore, the evolution
dynamics satisfies CPTP properties. As shown in Appendix D,
the approximate expression of the density matrix in Egs. (5)
and (6) is very precise, where the deviation between the nu-
merical solution of Eq. (4) and the approximate expression in
Egs. (5) and (6) is almost invisible,

0.28 |
0.26 |-
024]
0.22

0.21°¢

FIG. 4. Scaled time (9) evolutions of the elements of the density
matrix. The parameters are set to be g = 0.1, Uy, = 0.1, and
,360 =0.1.

In the following, we set ¢ =0.1 to get some ex-
plicit results for the Anderson model. Converting |p(6))
to the matrix form p(@, §) and inserting it into Eq. (16),
we get D¥L(p(0, 8)]1p°5(0, 8)). The time evolution of
DXL (p(8,0)]1p95(8, 0)) is shown in Fig. 5 for r = 0.9, and
BUy = 0.1. This figure clearly supports the H theorem, where
the KL divergence decreases monotonically as an exponen-
tial function of 6 to approach zero. Thus, we can evaluate
Ok (8) introduced in Eq. (15). We have also confirmed p(0 =
2w, 8) = p(4m, §) within the numerical accuracy. This justi-
fies the practical treatment of Eq. (8). As a result, the trivial
relation DX (5 (8, 8)]1p°5(0, 8)) = 0 holds for 6 > 2.

Figure 6(a) shows the contour of the integral given in
Eq. (10) in the parameter space [Bur(0), Bur(9, ), 0]. For
the explicit calculation, we use Egs. (5) and (6) with 6 = 27
for Figs. 6(b) and 6(c). As can be seen, the BSN curvature is
always present for 6 > 0, although its magnitude decreases
with 6. The BSN curvatures at specific 6’s are plotted in
Figs. 6(b) and 6(c), where the peak and the dip of F/""*
are approximately located at Bur = —fuL =~ 10 and Bugr =
—Bur ~ —10, respectively, while the peak and the dip of
F/""® are approximately located at Bu;, ~ £10, Bur =0
and Bur & £10, Bur = 0, respectively. Integrating by parts,
we can verify that C;(6, §) = 0 and F,"""** = 0 because (|
is independent of 6.

Figure 7 plots DXN(p(6,0)||p5(6,0)) vs 6. This il-
lustrates the rapid relaxation near 6 = 0 and the periodic

x 1076 -
st 5% 107°F
=) 1% 107
I 4Lk 5% 1077 4% 1076 x e~
Z :
1x107"
S 3te 5% 1078
oy
S ° 1x1078 1 L
< 20 0.05 0.10 0.15
& o
1 °

2 ‘e
Q 0 |........_i.-.l...‘.g.q...k...‘.‘.......n.l

0 0.05 0.10 0.15 0.20

0

FIG. 5. Plot of DX:(p(6, 0)]|p°5(8, 0)) against 8 for U, = 0.1
and r = 0.9. The inset is the semilog plot of DXL (p(8, §)]10%5(8, §))
against 6.
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(b) 40

22 4 OﬁﬂR

20
Bz o

FIG. 6. (a) Schematics of a contour of the integral of C,, where
the black solid line is the trajectory of the parameters. The color
scale at a value of 6 expresses F/““®. (b) and (c) The Berry-
Sinitsyn-Nemenman (BSN) curvatures F/™® and F;"“"} at 0 = 2%
are plotted. The parameters are set to be Sz = 0.1, Uy = 0.1, and
Beo = 0.1 for all figures.

oscillation of 6. This nonmonotonic behavior means that
DXL (p(8, 0)]1p55(8, 0)) is not the proper KL divergence.

Figure 8 plots AS(8) vs 8 for various BU, for r = 0.9. As
can be seen in Eq. (16) and Fig. 7, the main contribution of
AS(§) comes from the drastic change near 6§ = 0, where the
mismatch between the geometric state and the initial steady
state exists. We also note that AS(S) approaches zero in
the limit BUy — 0. This implies that the modulation of the
Hamiltonian generates AS(§). Although the periodic control
of the Hamiltonian generates an electric current and the cor-
responding Joule heat even though the two reservoirs have
no chemical potential difference, we have verified that their
contribution is small. Note that the expression of AS(8) does
not have room to include such contributions.

We also plot the system entropy Sey(€,0) against 6 in
Fig. 9. As can be seen, Sg(6, 0) takes the maximum value
at 0 ~ . We also note that the behavior of S*N(8,0) is

x 1073
10

DXL (5(0.0)[175(0.0))

S N B~ O ©

0 5 10 15
0

FIG. 7. Plots of D¥(p(6,0)||255(8,0)) vs 6 for r = 0.9 and
BU, = 0.3.

FIG. 8. Plots of AS(8) vs § for BUy = 0.3 (solid line), 0.5 (dotted
line), and 0.7 (dashed line) with fixing r = 0.9.

presented in Appendix D, which is qualitatively different from
DXL(p(6, 0)[1pF(0, 0)), Siys(6, 0), and Q(8, 0).

We have confirmed that the work W (§) introduced in
Eq. (22) becomes negative except for the small parameter
region around § = 7 (i.e., 2.824 < § < 3.569), as shown in
Fig. 10(a). This indicates that we can extract the work by
cyclic modulations of the parameters in the Anderson model
without fine-tuning in a wide range of parameters. The change
of the energy in the first cycle AE(§) is shown in Fig. 10(b).
We have verified the relationship |AE ()| < |[W ()|, and
thus, we have |[W(§)| >~ |Q(8)| in this set of parameters.
The heat absorbed during a modulation cycle is shown in
Fig. 10(c). Figure 10(d) shows the efficiency 7(6), defined
in Eq. (33), for one modulation cycle. The efficiency is not
defined for 2.824 < § < 3.569 because the work becomes
positive in this region. The negative work and efficiency are
the result of AS(§) < 0. Thus, our engine is suitable for call-
ing the geometric demon.

V. CONCLUDING REMARKS

We have implemented a geometric demon by modulating
the electrochemical potentials in the two reservoirs and the
repulsive U(0) in the system Hamiltonian under isothermal
conditions. We found that the state tends to relax toward the
geometric state instead of the steady state when the parameter
is kept modulated. The discrepancy between the steady state
and the geometric state under a nonadiabatic modulation leads
to the negative production of relative entropy. We can auto-
matically extract the work from this engine with an increase
in relative entropy if we start from the NESS.

0 1 2 3 4 5 6

FIG. 9. Plot of S,(6,0) as a function of 6 for BU, = 0.1 and
r=20.9.
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FIG. 10. Plots of the work, the change of the internal energy,
the absorbing heat, and the efficiency against § for fUy = 0.1 and
r = 0.9. (a) Plot of BW against § (solid line). The region where the
geometric demon is not achieved is shown as the dashed line. (b) Plot
of BAE(S) against § (solid line). (c) Plot of Q. against § (solid
line). (d) Plot of 1 against & (solid line). The region 2.824 < § <
3.569 is kept blank since the work becomes positive in the region.

We have verified that the work becomes negative in the
wide range of the parameters for the Anderson model, and
thus, the geometric demon can be implemented. Our geomet-
ric demon does not require any observation of states to reduce
entropy. In this sense, our geometric demon can be easily
implemented in realistic situations; therefore, we expect wide
applications of this demon. Note that efficiency is unchanged
even if we consider the second cycle. Indeed, we can stop the
modulation after the first cycle and wait for the realization of
the steady state, and we restart the modulation.

Our future tasks are as follows. (i) Since the present method
of the argument is restricted to the case of € < 1, we will need
to extend the analysis to the regime of larger €, as done in
Ref. [36]. (ii) Although we have analyzed a pure quantum sys-
tem to clarify entanglement or coherence effects [41,57,58],
our treatment remains quasiclassical.
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APPENDIX A: TIME EVOLUTION OF THE
DENSITY MATRIX

This section consists of two subsections. In the first part,
Appendix A 1, we derive the time evolution of p(6, §) from
the general initial condition to demonstrate the universality of
Egs. (5) and (6) for & > €. In the second part, Appendix A 2,
we present the detailed derivations of the BSN connection and
BSN curvature.

1. Derivation of the time-dependent expression of the density
matrix starting from the general initial condition

a. Time evolution and geometrical state

The purpose of this section is to derive Egs. (5) and (6). Al-
though we assume in the main text that the initial state is given
by p35(0 = 0, 8), we can still derive these equations even if
we start with the generalized initial condition:

|pni) = Y ailri(0, 8)), (A1)

where a; is given by

a; == (£;|Dini)- (A2)

The normalization of the density matrix leads to the condition:

Trpini = (ColPini) = Y _ ai{lolri(0,8)) =ag=1.  (A3)

The time evolution of |p(#,§)) under Eq. (4) is given
formally as

(4
1p(0,8)) =T exp (/0 d¢K (9, 5)>|i)im)~ (A4)

As shown in the main text, the formal expression Eq. (A4)
quickly approaches the geometric state |[p%5(6, 8)). Although
the geometric state is defined in the limit & — oo in the strict
sense, the difference between Eq. (A4) and the geometric state
|p95(8, 8)) decreases exponentially as @ increases. We note
that Eq. (A4) satisfies the normalization condition:

Trp (8, 8) = (€ol (0, 8)) = (Lol pini) = 1,

because (£o| is the left zero eigenstate of K (¢, 8). Before
entering the detailed calculation, we briefly explain the late
time behavior of Eq. (A4). As we will see below, except for
i = 0, the term in Eq. (A1) is exponentially damped, and since
ap = 1, the late time behavior hardly depends on the choice of
the initial state.

(AS5)

b. Path-integral representation of the state

Let us use the pass-integral-like expression for [p(6, §)) as

A0 + A6, 8)) = exp(e ' K()A0)[p(0, 8))

= eXp(Elf(G)AG)[Z i (0, 8)) (€m (0, 5)I:| 100, 8))

A )
= Z [rm(8, 8)) exp <8m(0)T><Zm(6a NIp©, 3)).

(A6)
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Repeating Eq. (A6), we can rewrite |p(6 + A6, §)) as

A AB
1p(0 + 26, 8)) = > [rn(0, 8)) exp <8m(9)?)(5m(9, 8)|rm(@ — AB, 5))

X exp (8,,(9 - AH)A?G> (£,(0 — AD, 8)|p(O — NG, 8)). (A7)

Thus, the recursive calculation yields

[p(6 + AB, 8))

i,jk, 1

Z |ri(0, 8)) exp <8i(9, 8)%)(&(9, 8)|rj(60 — AB, 8)) exp (8_]-(9 — AG, 8)—)

AB
€

x (£;(0 — AO, 8)|r (0 —2A0,8)) - --exp (sl(AO)A?e)(ZI(AG, 8)1p(0, 8))

i,j,k,-l,m

A6 A6
Z a|ri(0, 8)) exp (8,(9, 8)T> (£:(0, 8)|r;(60 — AB, 8)) exp (e,-(@ — A0, 8)T>

x (£;(0 — AD, 8)|r (0 —2A0,8)) ---exp (81(A0)A?9>(£1(A9, 8)|r(0, 8)), (A8)

where we have adopted the general initial condition [9(0, 8)) = [Pini) = D, anlra(0, 8)).
Next, we evaluate the connection (transfer matrix) (£;(8, §)|r;(6 — A6, §)) that connects the states in the different 6°s. The
connection can be calculated as follows up to the first order of Af:

d
(€i(0,8)|rj(0 — AB, 8)) = (£i(0, 8)||:|Vj(97 8)) = AG o1 (0, 5))]

d
=4 —AH(ZI-(Q,SN%VJ-(@,S)). (A9)

The two terms in the last expression of Eq. (A9) have a natural
interpretation, the first describing the second free propagation
and the second describing the jump process from the state j to
the state i. If we substitute Eq. (A9) into Eq. (A8), we obtain
the expression:

1p(8,8)) = 1p(0,8))o+ 10(6,8))1 + (0, 8)2+--- .
(A10)
The first term on the RHS of Eq. (A10) is the free relaxation:

150, 8))o =Y _ anlra(6, ))K, (6, 0), (ALD)

where we have introduced K,,(b, a) as

b
K, (b, a) := exp </ en(®, S)d?(p)- (Al12)

The second term on the RHS of Eq. (A10) contains a jump
process:

20, )1 =Y Cun(0, 8)anlrn(®, 8)),

m,n

(A13)

where the coefficient C,,, is given by
6
Cun(0,8) == / doKn (0, $)mn(9)Ku (6, 0), (Al4)
0
with the jump operator

d
I (@) = = (¢, 8)'%"}1((157 8)). (AL5)

(

The first and second terms on the RHS of Eq. (A10) can
be understood by the diagrams shown in Figs. 11(a)(I) and
11(a)(II), where the straight line represents the free relaxation
and the cross mark represents the jump process. The first term
on the RHS of Eq. (A10) represents the free relaxation without
any jump process. The second term on the RHS of Eq. (A10),
the initial state ), a,|r,(0)) evolves with 6 by K, (¢, 0), then
the state |r,) jumps to the state |r,,) at ¢, and then it evolves
with 8 by K,,(0, ¢). Using Fig. 11(a)(Ill), we can write the
third term on the RHS of Eq. (A10):

190, 8))2 =Y Clmn(@)an|ri(6, 8)),

m,n,k

(A16)

@ @ i (b)

g ———0

d—<—0 =K,(¢.0)

(In) d
+ 0 —’b{ﬁd— 0 +¢ == {Eu )55 1)

(1) .
TP SVLNVE
¢ ¢

FIG. 11. Diagrammatic expressions of the Born-type expansion.
(a) shows the (I) zeroth-order, (II) first-order, and (III) second-order
processes. The state evolves with 6 by the free relaxation process
(straight line) until the scattering process (represented by the cross
mark) takes place in (b).
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where

0 (4
Ckmn(9,5)=/0 d¢>/¢ d¢'Ki (0, ¢ )i (@)K (@', ) un(9)K, (¢, 0). (AL7)

¢. Born-like approximation and further simplification
In the following, we assume that the modulation speed is slow enough to ignore higher-order jump processes. Thus, we
consider only the first and second terms on the RHS of Eq. (A10). This approximation is analogous to the Born approximation in
the scattering theory. As emphasized in the main text, the state vector quickly approaches the geometric state with the Born-like
approximation which is independent of the initial condition but depends on the BSN connection term.
In the Born-like approximation, the resulting state is
5 5 ’ d¢
PO, 80 + 170, )1 =D Sanexp | | en(@, )= |Irn(®, 8) + 3 Contalrin(®, 8)). (A18)
m 0 m,n
The phase factor in the first term on the RHS of Eq. (A18) is the dynamical phase, while the second term on the RHS is the term

generated by the geometric phase.
Since ap = 1 and gy = 0, we can write Eq. (A18) as

0 d
(0, 8))o + (0, &)1 = [ro(6,8)) + Y _ amexp (f em(¢,a>—¢>|rm<9,6>>+Zcmo|rm<9,a>>+ > Conttalrm(®. )
m#0 0 € m m#£0,n0
+ ) Conttalrn(0, 8)). (A19)

The coefficient in the last term on the RHS of Eq. (A19) is zero, as

0 ¢ d¢ d
C0n=—/ d¢ exp / (8, 8)— | {Lo(d, )| ——Iru(¢h, 8))
0 0 € do

¢ d¢ o d ¢ d¢
—exp / ea(g,8)— [<£0|rn(078)>_<€0|rn(0s6)>]+/ d¢— 1 exp / ea(8, 8)— | {Lol { Ira(®, 8))
0 € 0 do 0 €

o d ¢ dc
= 50n/ d¢d— exp / en(8,8)— ] =0, (A20)
0 0] 0 €

where we have used that (£((¢, §)| is independent of ¢ and §, and thus, %(50@’, 8)| = 0. We have also used the orthonormal

relation (£,,|r,) = 8,.,. The last equality in Eq. (A25) holds since &y, = 0 for n # 0, and %{exp(/f &L, 8)“;—5)} =0forn=0.
Thus, Eq. (A19) becomes

0 d
|ﬁ>(9,5))o+|i)(9,8))1=|ro(9,8)>+E {amexp</ 8m(¢,8)—¢>+Cmo}|rm(9,8)>+ E Conan|rn(0,8)). (A21)
0 €

m=#0 m##0,n#0
Note that the coefficient G, is equivalent to C,, in the main text. We also note that we can directly obtain the relation
(£olp (6, 8))n>1 = O from trace preservation.

d. Late time behavior

Now let us consider the behavior for 6/¢ >> 1. It is obvious that the second term on the RHS of Eq. (A21) is negligible
because of the exponential damping factor that appears for m # 0. We also note that the sum of the first and third terms on the
RHS is equivalent to |p(8, 6)) used in Eq. (5). Thus, Eq. (A21) is reduced to

12O, 8)o + 150, )1 =120, 8)) + Y Cun(8, 8)anlrn(6, 8)), (A22)

m,n

for 8 /e > 1. It is straightforward to evaluate C,,,(6, 8) for n #£ 0 as

0 o gk ¢ dr d
/ d¢ exp / em(§)— | exp f ()= | (P == (9))
0 P € 0 € d¢
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0 0 dg ¢ dc d
< f d¢ exp / em(§)— | exp / en(8)— ‘(em(qb)l_lrn(‘f’»‘
0 ¢ € 0 € do

0 0 d d
</O d¢exp<f0 max(em,en>(s>ﬁ>‘wm<¢>)|—|rn<¢>>’,

€ do
where we have omitted the § dependence in Eq. (A23). Thus, C,,, with n # 0 is much smaller than C,,y because of the existence
of the exponential factor in Eq. (A23). It can be shown that this late time behavior does not depend on the initial state since the
coefficient C,,0(6, ) depends only on the steady state |ro(¢, 6)) and the states |r,,,(¢, §)) for |¢p — 0| <K 6y, where 6 is the largest
relaxation time of the states |r,,,(¢, §)). It is easy to show that the higher Born corrections are also independent of the initial state.

(A23)

Thus, the geometric state can be approximated as

12950, 8)) = 1%5(6,8)) + Y _ Cuo(6, 8)lrn(8, 8)),

0 > 6), (A24)

where the equality holds up to the negligibly small deviation as in the case of Eq. (8). Here, we note that Eq. (A24) hardly

depends on the choice of the initial state since

CmO

12

2] o d d
—/ d¢ exp /em@,&—; (. - [r0(. 8))
0 ® € do

6 6 dé— d
—/ d¢ exp / em(§,8)— | (ln(@, )| ——Iro(e, 8)),
N & € d¢

(A25)

where the difference between the RHS of the first line and that of the second line is negligibly small due to the exponential

damping factor.

2. Derivation of BSN connection and BSN curvature

For the cyclic modulation |r;(27, §)) = |r;(0, §)), the time
evolution from the general initial state becomes

AIA)—X: { </2ﬂ i( 5)d—¢>—1}| (0, 6))
p) = a;§ exp A i@, c ri(V,

i£0
+3 Caje /zne(qs 22 )10, )
ijajex i ) - ri ) )
- jaj exp A c
(A26)
where
(P, 6
Cj = s,.,.?§ dpS® )_?§ dA, AL (A27)
“Joag € Q
with the introduction of the BSN connection Ai;:
_ 9
Af = (L, 5)|8T|rj(¢, 3)), (A28)

w

where we have introduced the gauged vectors:

¢
(Li(¢, 8)| := (Li(, 8)| exp (—61/0 8;-(95)%;), (A29)

3 ¢ dc\ .
|7i($, 8)) := exp /0 en(s, )= |IFj($, 8)). (A30)

Here, the sum of the first term on the RHS of Eq. (A26)
is taken except for i = 0 because g¢(¢, §) = 0 always gives
exp(fog go(o, 8)d€—¢) = 1. Using the Stokes theorem, we can
rewrite Eq. (A27) as

(@, 6 .
c,»jza,-jf dp5® )—fdstl.;‘,
I Q

€

(A31)

(

where € is the area enclosed by the closed trajectory 9€2,
S = %dA w ANdA,, and Fl’]‘ " represents the BSN curvatures
defined as '

W _ 3 (i 317;)
YA, AN,

@l I
IA, dA,

(A32)

It is also possible to rewrite Eq. (A31) as

f1o) € 2 Ja

APPENDIX B: DIFFERENCES BETWEEN THIS PAPER
AND THE PREVIOUS STUDIES

This section is devoted to explaining the difference be-
tween this paper and the previous studies. In the first part,
we show the consistency between the results in Ref. [36]
and those in this paper. In the second part, we present the
difference between the setup in this paper and the previous
study [44].

1. The relationship of this paper with Ref. [36]

Here, we briefly comment on the superficial differences
between this paper and Ref. [36]. In the present analysis,
we have fixed the gauge degrees of freedom to fix the over-
all scale of states. It is known that {|r,,(0)), (£,,(8)|} and
{eXP(— fu(O)]7n(8)), exp(fn(6)) (£, (6]} yield the same re-
sults. The gauge freedom can be fixed if we choose the
scaling, e.g., (£o| = (1, 1, 1, 1) for the Anderson model. We
also note that the zeroth-order Born approximation in this
paper is called the adiabatic approximation in Ref. [36].
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In Ref. [36], the gauge degrees of freedom for the left
eigenstates ((¢,|) and the right eigenstates (|¢,,)) are fixed by
[59]

~ o d

|m(0)) = exp (—/0 dn(¢,1z(77)|d—n|¢m(n))>|¢m(9)>, (BI)
~ o d

(Pm ()] = exp </0 dn<¢m(ﬂ)|ﬂ|¢m(n)>><¢m(9)|- (B2)

Since both states |¢,,), (¢n| and |ry,), (£,,] are left and right
eigenstates of K with eigenvalue ¢,,, those are identical up to
the scaling factor as

1 (0)) = €5 |r,u(0)), (B3)

(@m(©)] = e 5(L,,(0)]. (B4)

Substituting Egs. (B3) and (B4) into Eqs. (B1) and (B2), we
obtain the relation between {|¢,,(0)), (¢,,(6)} in Ref. [36] and
{lrm(8)), (€,,(0)} in this paper as

~ 0 d
|pm(0)) = exp (g(O) +/0 dn(&n(n)lﬂlrm(n)))Irm(9)>,

(BS)

- 0 d
(dm(0)] = exp (—g(O) —/ (Em(n)ld—lrm(n»)(ﬂm(G)l.
0 n

(B6)

Sy dnteoml 1ro(m) = [Lo(mlra(m)1 -
f00 %}I”)‘ |ro(n)) = 0, one can show that the lowest eigenstate
in Ref. [36] is identical to |ry), (£o].

We note that, if we ignore the last term on the RHS of
Eq. (A21), our expression is reduced to eq. (5) in Ref. [36],
where they assume that the time evolution does not make
transitions to different eigenstates, which corresponds to the
Born-type approximation in our approach. The other assump-
tion is made in Ref. [36] which corresponds to setting C,,,, = 0
with n # 0 in Eq. (A21). This approximation is also justified
in our approach and will be explained in the next subsec-
tion. With these approximations, we can directly show the
consistency between our results and those in Ref. [36] by
substituting Eqs. (B5) and (B6) into Eq. (A21). In the main
part of this paper, since we start from the steady state (ap =
1, ap+0), Cnn With n # 0 does not appear, and thus, the latter
assumption is not necessary,

By using

2. Difference between Ref. [44] and this paper

A major difference between this paper and Ref. [44] is the
setup. We mainly discuss the relaxation process from NESS
in this paper, but Ref. [44] discussed the behavior after the
system reaches a quasiperiodic state, in which the geometric
term can be ignored. Thus, the authors of the previous study
did not consider the initial relaxation and treated the steady
state pSS.

It is obvious that p%5(6, 8) is different from p%5(6, §) due
to the existence of the BSN connection term, as shown in
Egs. (5) and (6). Moreover, as shown in the main text, the
mismatch between p33(0, 8) and pUS(8, §) for small @ plays

a significant role. Thus, if we are interested in the initial
relaxation process from p35(8) to pO5(6, §), we cannot use
the e perturbation around ,?)SS (0, 8) used in Ref. [44].

APPENDIX C: PROPERTIES OF THE ANDERSON MODEL

This section summarizes the properties of the Anderson
model in more detail, which consists of three subsections.
The first subsection summarizes the evolution matrix. In the
second subsection, we provide the explicit forms of the BSN
connection and BSN curvature as well as the expansion co-
efficients. In the third subsection, we present some detailed
calculations for the Anderson model. For simplicity, we do
not write the § dependence of the variables explicitly in this
section.

1. Evolution matrix and eigenstates in the Anderson model

In this subsection, we summarize the evolution matrix and
eigenstates in the Anderson model. A similar discussion can
be found in Ref. [44].

Since p is a diagonal matrix, |p) also has only four compo-
nents, and the transition matrix K in Eq. (4) in the wideband
approximation is given by the 4 x 4 matrix:

Zfﬁl) _fJ(rl) _ j_l) 0
o —fil) f£0)+f4(rl) 0 _ J(FO) o
= () 0 () 1 _ 0| €D
f- A R
0 —r O 2®
where we have introduced
Do ) DD g D), €2)

with the Fermi distribution

. 1
) o (2] s U(@)] :=
1o e (8), U0)] 1 + exp(Bleo + jU(Q)—Ma(Q)%zB)

in the lead a(= L or R) for the single occupancy j = 0 and
double occupancy j = 1. The eigenvalues and eigenvectors
corresponding to the evolution matrix K (8, 8) in Eq. (C1) are
presented in Ref. [44].

2. BSN connection for Anderson model

In this subsection, we present an explicit form of the BSN
connection for the Anderson model. Note that the calculation
presented here is derived directly from the detailed expres-
sions of the eigenfunctions and eigenvalues of Eq. (4) (see
Ref. [44] for details).

For the explicit calculation of the BSN connection, we use
Egs. (5) and (6) with 6 = 2x. Integrating by parts, we get

27 27 dé d
/ exp (/ 82(&)—) (€2(P)l——1ro(¢))
0 ¢ € d¢

2 2 d‘f;‘ d
_ /0 exp(/¢ 82(&)?)[%(52@)“’0((}5))

d(t
- Mh’o((l’))} =0,

9 ()
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where (£,(¢)| is independent of ¢. Thus, the summation of i in Eq. (5) is reduced to the summation with i = 1 and 3. The
differentiation of |ry(¢)) with respect to ¢ becomes

FOFO FOFO
d 1 fio)fil) 1 d f(O)f(l)
%I ro(@)) = H%W} ff”ff” 20fO 1 fD) dé FOFO
FOr® rore
FO O
|
= a(A)|ro) + 2[in) + M do in)fil) €5
O

where «(A) is an unimportant factor because we are only interested in (£;(¢)| %m((ﬁ)) when i # 0 and (€;(¢)|ro(¢p)) = 0 for
i#0.
Substituting Eq. (C5) into Eq. (5) with & = 27 results in

p27)) 2 |r2m)) + Y Cilri2)), (C6)
a f(O)f(l)
= /2” 1o L@ d | £ ©n
! 0 Z[f_f_o) +f£l)] dd) f_f_O)fil)
O
By using 4 LD 4 f91 = 0, C becomes
b >
a=- oA a0 [ SR (0o N i ()
’ o 2AfO+ D1 dg | D 210 + f) dop | —f©

—f0 _fO
Substituting the expression of (¢;| [44] into Eq. (C8), we obtain

27 27 d%- f(l) df(o) 27 27 d%' 2f(0) df(l)
cl=—/0 d¢exp</¢ N )f<0> R /0 d¢exp<f¢ al<s>?>f(0) g ©

Similarly, we obtain

2 2 S f(l)f(l) f(o) 2 2 E f(o)f(o) f(l)
C3 = /0 d¢exp <./¢ 83(&:) > ) +f(1) d¢ /(; d¢exp </,; 83(‘5) >f(0) —}—f(l) d¢

FOFO df“” FOFO df“)
FOL D dg O D dg

As shown by Eq. (C10), the factor exp(4e ' (¢ — 27)) in the integrand plays an important role. Because of this factor, it is
not necessary to consider long-term memory in the dynamics. In the case of Cs, the scaling factor does not depend on the choice
of the trajectory but only depends on 6. Thus, one can estimate the BSN curvature at ¢.

For € « 1, the exponential factor exp(4e’1(¢ — 21r)) behaves as a cutoff function, and thus,

2 2
= / do exp(de™ (¢p — 2m))—"—— / do exp(4e™(¢p — 2m)) = (C10)
0 0

c %‘/271 d¢ f_f_l)fil) df(O) f(O)f(O) f(l) f(l)f(l) df(o) f_f_o)fio) df_f_l) (Cll)
UL O e T 00 g | fO T de T f0 0 dg
Similarly, we can write
2exp(e,(27)) df % df“>
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FIG. 12. Plots of (a) C; and (b) C3 vs § for r = 0.5, 0.7, 0.9 with
BU, =0.1.

From the above estimates, the leading-order contribution of
the geometric phase is the order O(e).

Let us show that C; reduces to zero in the noninteracting
case BUy = 0. In this case, fj(to) = f) =grand gy +g_ =

2; thus, C3 becomes

sum (C13)
0—>

In the opposite limit fUy — oo with £ =0, % =2¢;
also becomes zero because

(C14)

-1
x10°3

0 1 2 3 4 5 6

FIG. 13. Plots of (a) C, and (b) C3 vs § for U, = 0.3, 0.5, 0.7
with r = 0.9.
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0.22

FIG. 14. Plots of the time evolution of the density matrix element
based on the Born-like approximation (red dashed line) and the
numerical solutions of the master equation (black solid line). The
parameters are set to be Si = 0.1, BUy = 0.1, and B¢y = 0.1.

3. Some detailed results for the Anderson model

In this subsection, we present some detailed results beyond
the main text as well as a figure showing the control parame-
ters in the parameter space.

In Fig. 12, we plot C;(8) (left figure) and C3(8) (right
figure) vs § for various r and BUy = 0.1. As shown, the
coefficients increase with increasing r. The coefficients C; and
C5 become zero at § = 7.

Figure 13 shows the coefficients C;(8) (left figure) and
C3(8) (right figure) vs § for various BUy and r = 0.9. As
shown in Fig. 13, |C;| with i = 1 and 3 increases with BUj.

APPENDIX D: SOME DETAILED PROPERTIES OF THE
DENSITY MATRIX, VON NEUMANN ENTROPY, AND
HEAT FLOW

In this section, we present the detailed results on the den-
sity matrix, the von Neumann entropy, and the heat flow.

First, we verify the validity of the Born-like approximation
by comparing its solution with that obtained by the numerical
solution of Eq. (4). In Fig. 14, we plot the time dependence
of the diagonal elements of the density matrix computed by
the Born-like approximation and the numerical solutions. This
shows that the Born-like approximation gives us sufficiently
accurate expressions since the deviation between the numer-
ical solutions and the expressions based on the Born-like
approximation is invisible.

~ 1386
< 1385
1384
S 1383
Z 1382
“2 381

FIG. 15. Plot of von Neumann entropy as a function of 6. The
results obtained by the Born-like approximation (red dashed line) and
the numerical calculation of the master equation (black solid line) are
plotted.
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FIG. 16. Plot of the heat Q(6, 0) vs 6 for BUy = 0.1 and r = 0.9.

Next, we plot SYN(@,0) against 6 in Fig. 15. This fig-
ure contains the comparison of SYN(6,0) obtained by the
Born-like approximation as in Egs. (5) and (6) with that
obtained by the numerical integration of Eq. (4). As can be
seen, the difference between the two results is invisible. The
behavior of S*N(@, 0) is neither nonmonotonic nor quasiperi-
odic.

Third, we also compute the heat flow Q(0, §). In Fig. 16,
we plot Q(8, 0) as a function of 6. Since the left-hand side of
Eq. (27) is much smaller than S,(0, §) and Q(0, §), O(8, 0)
is almost the same as Sgy(6, 0) shown in Fig. 9. The deviation
between the solution of Eq. (4) and the result of the Born-like
approximation is invisible.
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