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Dynamics of a buffer-gas-loaded, deep optical trap for molecules
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We describe an approach to optically trapping small, chemically stable molecules at cryogenic temperatures
by buffer-gas loading a deep optical dipole trap. The ∼10 K trap depth will be produced by a tightly focused,
1064-nm cavity capable of reaching intensities of hundreds of GW/cm2. Molecules will be directly buffer-gas
loaded into the trap using a helium buffer gas at 1.5 K. The very far-off-resonant, quasielectrostatic trapping
mechanism is insensitive to a molecule’s internal state, energy level structure, and its electric and magnetic
dipole moment. Here, we theoretically investigate the trapping and loading dynamics, as well as the heating and
loss rates, and conclude that 104–106 molecules are likely to be trapped. Our trap would open new possibilities
in molecular spectroscopy, studies of cold chemical reactions, and precision measurement, amongst other fields
of physics.
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I. INTRODUCTION

A. Background

Cooling and trapping of atoms and ions has enabled unpar-
alleled quantum control of both internal and external degrees
of freedom [1]. It has led to advances in quantum information
processing [2], quantum simulation [3], studies of cold phases
of matter [4], spectroscopy and atomic clocks [5], and tests
of the Standard model [6], amongst other areas of physics.
Molecules possess a rich internal energy level structure not
seen in atoms, consisting of rotational and vibrational tran-
sitions in addition to electronic transitions. This complexity
has generated great interest in cooling and trapping molecules
[7,8]. Trapped polar molecules have been proposed as poten-
tial qubits for quantum information processing [9], with the
possibility of using their rotational states for quantum error
correction [10]. Cold, trapped molecules can exhibit unique
phases of matter [11–13], and large polar molecules have
applications in tests of Standard Model physics [14–16]. Fur-
thermore, there is much interest in studying the cold chemistry
of trapped molecules [11,17–19]. For this reason, it is a goal
of atomic, molecular and optical physics to develop a trap for
arbitrary chemical species.

In recent decades, significant progress has been made
towards this ambitious goal. Crossed or merged molecular
beams have become established techniques used to inter-
rogate cold collisions over short interaction times [20–22].
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Buffer-gas cooling has enabled the production of a broad
spectrum of molecular samples at temperatures of order 1 K
[23], which has allowed for cold spectroscopic experiments
[24,25], as well as trapping low-field-seeking paramagnetic
molecules in magnetic traps [26–28] and molecular ions in ion
traps [29,30]. Polar molecules like ND3 [31], OH [32], CH3F
[32], and CH2O [33] have been loaded from low-field-seeking
states in buffer-gas beams into low-density electrostatic traps.
It has been proposed that polar molecules in their true, high-
field seeking ground state could be deeply trapped in an
intense microwave trap addressing rotational transitions in
the molecules [34], and progress has been made on trapping
ultracold atoms in this kind of trap [35]. Other molecules,
particularly bialkalis, have been trapped through photoassoci-
ation of ultracold atoms in optical traps [36–38]. For a limited
number of molecules, with a bivalent metal connected to a lig-
and to produce an “alkali-like” energy structure [39–47], laser
cooling has been achieved, albeit requiring multiple repump
lasers addressing loss channels into other rovibrational states
[48].

Unfortunately, none of these techniques is universally
applicable, and access to cold molecules remains limited.
Magnetic and electrostatic traps are limited to molecules with
a large magnetic or electric dipole moment, respectively, and
only trap molecules in excited, low-field-seeking states, which
leads to loss through state-changing collisions. Optical dipole
traps (ODTs), based on the attractive force of an infrared laser
beam, are now widely used. Still, even with hundreds of watts
of laser power, they are limited to mK trap depths, and thus to
the few species of molecules that have been laser-cooled.

B. Buffer-gas-loaded dipole trap

Here, we consider trapping neutral molecules in their
ground state with a deep optical dipole trap, taking an ad-
ditional step towards the ultimate goal of a universal trap.
Our proposed design is shown in Fig. 1. This trap, originally
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FIG. 1. Schematic design of the buffer-gas-loaded, deep optical
trap for molecules. The optical trap is formed by 1064-nm light
(red beam) inside a 100-mm-long, near-concentric build-up cavity,
whose mirrors are held at room temperature. Helium buffer gas (He;
shown in green) at 1.5 K and molecules (black and purple) at a higher
temperature flow through fill lines into two opposing cryogenic cells,
held at 1.5 K. The molecules thermalize with the buffer gas and flow,
along with the buffer gas, through conical apertures into the loading
region. Here, the molecules are loaded through buffer-gas collisions
into, and subsequently trapped in, the distinct lattice sites formed by
the antinodes of the standing wave of the cavity (inset on top right).
Shutters in front of the cells can quickly interrupt the flow out of the
cells to create an isolated sample of trapped molecules. Resonance-
enhanced multiphoton ionization (REMPI) with a second laser beam
(blue beam) ionizes the molecules, which are then detected with
a microchannel plate (MCP). Also shown are radiation shields at
50 and 4 K (with attached charcoal sorbs used for cryopumping of
He), and nonreflective (NR) material to absorb scattered light. The
drawing is to scale.

envisioned decades ago [49], is made possible by the devel-
opment of high-intensity cavities able to generate continuous-
wave (CW) laser intensities over 400 GW/cm2 with 1064-nm
light [50–52]. At such high intensities, a very far-off-resonant,
quasielectrostatic dipole trap has a trap depth of order 10 K
for most molecules. Buffer-gas cooling with 4He in the trap
volume is therefore sufficient to load molecules into the
trap. After equilibration, the buffer gas is pumped out of the
chamber, leaving a trapped sample in the laser beam. These
methods rely only on a molecule’s DC polarizability, which is
nonzero for any species, and do not require a particular energy
level structure or magnetic or polar molecules. This not only
allows a large number of species that cannot be trapped by
existing methods to be loaded into our dipole trap, but also for
two or more different species to be trapped at the same time.

Although our methods should be applicable to molecules
of any symmetry, we will limit ourselves to discussing
linear molecules for simplicity. Table I summarizes our re-
sults. Molecules with typical mean DC polarizabilities (αs �
2 Å3, averaged over all orientations), high ionization ener-

gies (I0 ∼ 12 eV), few atoms (�3), and low DC polarizability
anisotropies (�αs � 1 Å3) are good candidates for our trap,
but other molecules could be trapped with small modifications
to the trap design. With so many molecules to consider, for
clarity we will frequently refer to a hypothetical molecule
Q as a representative of molecules we wish to trap. Q is a
small, chemically stable (SCS) molecule with characteristics
similar to many of the molecules in Table I. We choose the
polarizability and ionization energy of Q to be αs = 2 Å3 and
I0 = 12 eV, respectively, based on the species listed in Table I.
Furthermore, we assume Q’s polarizability to be isotropic
(i.e., zero �αs), and take Q to have a boiling point of TB =
200 K and a molecular mass of mQ = 30 u. These are typical
values for SCS molecules, and we note that the trapping is not
sensitive to the exact values.

C. Outline

The experimental design, including the cavity and the
buffer-gas cells, is discussed in Sec. II. Section III treats
the very far-off-resonant, quasielectrostatic dipole trapping
of molecules. Section IV considers the effects of the high-
intensity light on the molecules in the trap. The dynamics of
buffer-gas cooling and loading into the trap are the subject of
Sec. V. Finally, the ionization-based detection of molecules is
reviewed in Sec. VI, and a summary and outlook are given in
Sec. VII.

II. EXPERIMENTAL DESIGN

A. Near-concentric build-up cavity for 1064-nm light

The high-intensity, 1064-nm trap light is produced by a
near-concentric build-up cavity, modeled on a demonstrated
cavity designed by our group [50]. The demonstrated cav-
ity has a finesse of F ≈ 37000 and a power enhancement
factor Pcirc/Pin ≈ 9000 (accounting for coupling inefficien-
cies and technical losses). By coupling input powers Pin ≈
15 W into the fundamental TEM00 mode of the cavity, cir-
culating powers of Pcirc � 125 kW have been achieved. With
the 20-mm-long, symmetric cavity operating 10 µm from
concentricity, the mode has been focused to a waist of
w0 ≈ 8.7 µm (1/e2 intensity radius), resulting in an intensity
� 400 GW/cm2 at the antinodes of the cavity’s standing in-
tensity wave [50].

Compared to Ref. [50], we require a five-fold increase
in the cavity length to 100 mm, which creates space for the
cryogenic system surrounding the cavity focus. To achieve
the same mode waist, the longer cavity needs to be aligned
closer to concentricity, which makes it more sensitive to mis-
alignments. In particular, thermal mirror deformation from
laser-induced, local heating has a tendency to increase the
mode waist and hence decrease the intensity in the cavity.
While a detailed analysis is beyond the scope of this work,
using mirrors made from ultralow expansion glass (ULE),
coated with an ultralow-absorption reflective coating [with an
absorption as low as 0.4 ppm at 1064 nm (unpublished mea-
surement by our group)], will allow us to achieve an intensity
of I = 300 GW/cm2 with a mode waist of w0 = 8 µm, based
on extrapolating the data of [50,72].
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TABLE I. Candidate small, chemically stable (SCS) molecules, including our hypothetical molecule Q. All molecules listed are linear
symmetric tops. Entries are calculated assuming a laser intensity of I = 300 GW/cm2 at a wavelength of λ = 1064 nm. The mean value αs and
the anisotropy �αs of the DC polarizability determine the trap depth Ttrap, with �Ttrap being the contribution to Ttrap from molecular alignment
by the intense trap light (see Appendix A). The Rayleigh and rotational Raman scattering rates, WR and WRR, are proportional to the square
of αs and �αs, respectively (see Secs. IV A and IV B). The ionization energy I0 is used to estimate the ionization rate Wi (see Sec. IV C).
Additionally, the mass m and boiling point TB are given. Resonance-enhanced multiphoton ionization (REMPI) schemes for detection of each
molecule are shown (see Sec. VI), where n + l refers to a scheme absorbing a total of n + l photons at the given wavelength(s). Entries and
relevant spectra are taken from a variety of public databases and individual publications [53–58].

αs �αs Ttrap �Ttrap I0 WR WRR Wi m TB

Species (Å3) (Å3) (K) (K) (eV) (s−1) (s−1) (s−1) (u) (K) REMPI scheme

Suitable for cooling, trapping, and REMPI detection with the experimental parameters proposed here

N2 1.7 0.7 7.8 0.1 15.6 479 17 1.6 × 10−18 28 77 2+2, 283 nm [59]c

CO 2.0 0.5 8.9 0.0 14.0 624 10 3.7 × 10−15 28 82 2+1, 230 nm [60]
O2 1.6 1.1 7.3 0.2 12.1 399 43 2.5 × 10−9 32 90 2+1, 215–240 nm [61]
HCl 2.5 0.3 11.5 0.0 12.7 1035 4 3.3 × 10−10 36 188 2+1, 208–260 nm [62]
Xea 4.0 0.0 18.2 0.0 12.1 2626 0 2.2 × 10−9 131 165 2+1, 224 nm [63]

Lower mean DC polarizability αs, requiring higher intensity I

H 0.7 0.0 3.0 0.0 13.6 73 0 1.1 × 10−12 1 21 2+1, 243 nm [64]
H2 0.8 0.3 3.6 0.0 15.4 101 4 2.0 × 10−18 2 20 2+1, 202 nm [65]
4Heb 0.2 0.0 0.9 0.0 24.6 7 0 7.8 × 10−44 4 4 –

Might require longer wavelength because of larger rotational Raman scattering rate WRR and/or ionization rate Wi

CO2 2.5 2.1 13.8 2.4 13.8 1029 160 6.8 × 10−13 44 195 3+1, 280–330 nm [66]
N2O 3.0 3.0 17.6 3.9 12.9 1471 319 4.1 × 10−12 44 185 1+2+1, 204 nm [67]d

Cl2 4.6 2.6 25.2 4.2 11.5 3479 246 6.4 × 10−7 70 239 2+1, 220–260 nm [68]
CS2 8.7 9.5 63.5 23.7 10.1 12529 3255 1.2 × 10−3 76 319 1+1, 208–217 nm [69]
NO 1.7 0.8 7.8 0.1 9.3 472 26 2.0 × 10−1 30 121 1+1, 226 nm [70]

Hypothetical molecule Q (see text)

Q 2.0 0.0 9.1 0.0 12.0 655 0 2.8 × 10−9 30 200 –

aAtomic Xe is included as its properties make it a good test species for experimental designs.
bIncluded for reference.
cAlso: 2+1, 202 nm [71].
dPhotodissociation of N2O into N2 and O, followed by 2+1 REMPI of N2, using the same laser beam at 204 nm.

Our cavity mirrors will be kept outside the cryogenic sys-
tem to prevent buildup of frozen molecules on their surfaces.
The high intensity and high finesse of the cavity limits the use
of optical elements like windows in the cavity’s optical path.
Therefore, as shown in Fig. 1, our cryogenic system will have
apertures that let in the cavity light. To prevent diffraction
losses, the diameter of these apertures is here chosen to be
four times the 1/e2 intensity beam diameter.

B. Buffer-gas cells

A 1.5-K buffer gas is used to both cool and load the
molecules into the trap. Many aspects of the design of buffer-
gas cells benefit from the extensive work done in other
experiments [26,27,73–75]. However, as opposed to creating
a buffer-gas beam [74,75] or loading our trap within a buffer-
gas cell [26,27], we here opt to populate a millimeter-scale
loading region between two cells, centered on the dipole
trap, with buffer gas and cold molecules. This minimizes the
amount of gas pumpout required and allows for optical access.
Furthermore, since our experiment is critically dependent on
highly reflective cavity mirrors whose sensitivity to ablation

byproducts is unknown, we will not source molecules in the
cells using laser ablation, and instead will flow molecules into
the buffer-gas cells through heated fill lines. The resulting
dual-buffer-gas-cell geometry is depicted in Fig. 1, and uses
two closely spaced, cylindrically symmetric, opposing 1.5-
K cells of ∼30-mm dimensions and conical apertures with
a diameter of 5 mm. This design was validated to achieve
the required densities and sufficient thermalization using the
direct simulation Monte Carlo (DSMC) method [76]. Vac-
uum is maintained outside the loading region by differential
pumping with activated charcoal sorbs on the 4-K shield at
6 L/s/cm2 [77]. Pumping out the loading region is done by
shutting off flow from the buffer-gas cells using rapidly actu-
ating, cryogenic shutters. Based on the demonstrated shutter
of [25], we assume a shutter can actuate in 1 ms, which
sets the pumpout timescale from the loading region in our
experiment.

C. Heat load on cryogenic system

The cells will be maintained at 1.5 K by thermal contact
to a 4He-filled 1-K pot, which is pre-cooled and radiation-
shielded by 4-K and 50-K stages of a pulse-tube cryocooler.
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Commercially available cryocoolers are able to provide
100 mW of cooling power at 1.5 K, which sets the heat-load
budget for the experiment.

The conductive heat load from the heated molecule fill
lines has been shown to be manageable by previous experi-
ments, including one using a fill line for water held at 280 K
connected to a similar buffer-gas cell [78]. Convective heat
loads will be managed by differential pumping with activated
charcoal. Radiative heat loads on the buffer-gas cells through
the apertures in the radiation shields are estimated to be less
than 10 mW.

Another major heat load is scattering of the high-intensity
cavity light off the mirrors through the apertures onto the
buffer-gas cells. Polishing the cells to enhance their reflec-
tivity, and carefully designing the radiation shields, including
adding nonreflective (NR) material to the 50-K shields (see
Fig. 1), manages this heat load (see Appendix B).

III. DIPOLE TRAPPING OF MOLECULES

A. Trap depth

Most small, chemically stable (SCS) molecules have lim-
ited activity in the optical and near-infrared (NIR) spectrum.
Therefore a dipole trap using light at a wavelength of λ =
1064 nm is red-detuned by several harmonics from the first
electronic transition of a typical SCS molecule. In this regime,
the commonly used rotating wave approximation does not ap-
ply, and the light produces a quasielectrostatic trap by creating
a dipole potential [79–82]

U ≈ −αs

2
〈|E|2〉 = −αs

4
E2

0 = − αsI

2ε0c
, (1)

where αs is the mean DC polarizability [83] and 〈·〉 de-
notes a time average over the optical period 2π/ω = λ/c
(ω: optical angular frequency, c: speed of light). The os-
cillating electric field is given by E = E0 cos(ωt )Ê, with Ê
the normalized polarization vector and E0 the electric field
amplitude. The intensity is I = ε0c〈|E|2〉 = ε0cE2

0 /2 (ε0: per-
mittivity of free space). From Eq. (1), the intensity required
for a 10 K trap depth depends simply on αs as I|Ttrap=10 K ≈
(659 GW/cm2)/(αs [Å3]).

The trap depth of several K is comparable to the rotational
energy level spacing of many SCS molecules. The trap may
therefore significantly hybridize the rotational levels and align
the molecules’ most polarizable axis with the optical polar-
ization, leading to an increase in the trap depth that is not
accounted for in Eq. (1) [49,84,85]. The trap depth Ttrap =
max(|U |/kB) (kB Boltzmann’s constant) as listed in Table I
therefore includes a correction to Eq. (1) of �Ttrap, which
depends on the polarizability anisotropy �αs and is discussed
in Appendix A. This correction is usually only a few percent
of Ttrap, but for highly anisotropic molecules like CS2 it can be
substantial.

As seen in Table I, most molecules have Ttrap � 10 K at our
intensity I = 300 GW/cm2, more than six times the buffer gas
temperature. Species with particularly low polarizabilities,
like H and H2, may still be trapped deeply if much higher
intensities can be generated. Helium buffer gas atoms are also
attracted to the trap center, but with a smaller trap depth of

Ttrap = 0.95 K due to their low polarizability. We ignore this
small effect in the rest of this publication.

Molecules typically have a rich spectrum of pure rovibra-
tional transitions. Although the trap light is blue-detuned from
all pure rovibrational transitions, these transitions do not con-
tribute significantly to the dynamic polarizability at 1064 nm
[86–88], and hence do not lead to antitrapping. Typical SCS
molecules are in their electronic ground state and predomi-
nantly in their rovibrational ground state at our chosen buffer
gas temperature of T = 1.5 K.

B. Optical potential

The trap itself is characterised firstly by the trap depth
Ttrap = max |U |/kB. Since our trap light is the Gaussian
TEM00 mode of an optical cavity, the spatial dependence of
the trapping potential, in cylindrical coordinates measured
relative to the focus of the cavity (placed at the origin), is

U (r, z) = − kBTtrap
e−2r2/w2(z)

1 + z2/z2
R

× cos2

(
kz + tan−1

(
z

zR

)
+ kr2

2R(z)

)

≈ − kBTtrap
w2

0

w2(z)
e−2r2/w2(z) cos2(kz), (2)

where the approximation is valid near the focus of the trap.

Here, k = 2π/λ, w(z) = w0

√
1 + z2/z2

R, R(z) = z + z2
R/z,

and zR = kw2
0/2 is the Rayleigh range.

Appreciable molecule loading will only occur in the re-
gion where the trap potential is large compared to the buffer
gas temperature. The trap volume is therefore characterized
approximately by the volume within which U (r, z) � 3kBT ,
which is sensitive to the dimensionless trap depth parameter
η0 = Ttrap/T :

V ≈ 2πw2
0zR

9

[√
η0

3
− 1

(
η0

3
+ 5

)
− 6 tan−1

(√
η0

3
− 1

)]
.

(3)
We note that V thus scales as w4

0. This volume is split nonuni-

formly into 4
√

η0

3 − 1zR/λ distinct lattice sites, spaced axially

by λ/2.
We propose Q be loaded from a buffer gas at 1.5 K into our

1064-nm dipole trap with a peak intensity of 300 GW/cm2

and an 8 µm waist. The resulting trap depth is 9.4 K, and
η0 = 6.3. The corresponding approximate trap volume is V =
1.8w2

0zR = 2.2 × 10−8 cm−3, and there are 743 distinct lattice
sites with a site depth greater than 3kBT .

IV. EFFECTS OF HIGH-INTENSITY LIGHT
ON TRAPPED MOLECULES

In this section, we review Rayleigh and Raman scattering,
photoionization, and photodissociation of molecules, and de-
termine the class of molecules which is unaffected by these
processes.
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A. Rayleigh scattering

In a quasielectrostatic trap, photon scattering is domi-
nated by Rayleigh scattering [79], with a cross section of
σR = 8π3α2

s /(3ε2
0λ

4) [89]. Even at the high intensity of
I = 300 GW/cm2, the Rayleigh scattering rate WR = IσR/h̄ω

is only ∼103 s−1 for the molecules in Table I.
The maximum amount by which the Rayleigh scattering

can be enhanced by the cavity is given by the Purcell factor
FP = 6λ2F/(π3w2

0 ) [90], which is 119 for our cavity. Taking
this into account, the heating rate from photon scattering is
<0.1 K/s for all molecules in Table I [82], which is negligible
in our experiment. Similarly, the low scattering rate means the
maximum density limit from reabsorption of scattered light
is >1035 cm−3, which can be ignored [91]. In reality, FP =
119 overestimates the cavity enhancement of the Rayleigh
scattering, as effects such as the recoil shift and collisional
broadening will shift the scattered photons off resonance with
the cavity.

B. Raman scattering

A small fraction of photon scattering events are inelastic.
These spontaneous Raman scattering events lead to rotational
or vibrational excitation of trapped molecules. Rotational Ra-
man scattering (RRS) occurs in molecules with a nonzero
polarizability anisotropy �αs. The molecule absorbs a cavity
photon and emits a photon of a different energy, the energy
difference accounting for a change in rotational state of the
molecule. In linear molecules with zero electronic angular
momentum about the symmetry axis, the Raman selection rule
is �J = 0,±2, where J is the rotational angular momentum
of the molecule [92]. RRS from the J = 0 ground state of
molecules occurs at a rate [57,93]

WRR = σRR
I

h̄ω
= 512π5

135
(1 + 2ρ)

1

(λ′)4

(
�αs

4πε0

)2 I

h̄ω
, (4)

where λ′ ≈ λ is the wavelength of the scattered photon, ω =
2πc/λ is the incident angular frequency, and ρ = 3/4 is the
depolarization ratio of the Raman transition [94] (h̄ = h/2π :
reduced Planck constant). In rare cases, e.g., for NO, the
molecular ground state has nonzero electronic angular mo-
mentum about the symmetry axis, in which case Eq. (4) is
modified by different selection rules and Placzek-Teller coef-
ficients [95].

Molecules with WRR � 70 s−1, such as N2, CO, O2 and
HCl, are ideal first candidates for our proposed experiment,
as they can be isolated from the buffer gas, and potentially
evaporatively cooled, faster than they are rotationally heated
(see Sec. V B 5). The RRS cross section scales with �α2

s and
λ−4, so molecules with higher polarizability anisotropies can
still be trapped and isolated as described in this work using a
trap with λ > 1064 nm (see Table I).

Vibrational Raman scattering rates in molecules are typi-
cally less than ∼1 s−1 at 300 GW/cm2 of 1064-nm light, and
can be ignored [96–98].

C. Ionization

The molecules suitable for trapping in Table I have ion-
ization energies I0 > 12 eV and no transitions at any low

FIG. 2. Ionization rate at 10 K trap depth, Wi,10 K, against ion-
ization energy I0 and mean DC polarizability αs. The molecules of
Table I (except CS2, which is outside the shown region) are marked
with red crosses on the plot. Evidently, Wi,10 K is much more sensitive
to the ionization energy than the polarizability.

harmonics of the 1064-nm trap light. Under these conditions,
we can approximately estimate the ionization rate Wi of iso-
lated molecules in the trap. A Q molecule with I0 = 12 eV
trapped with I = 300 GW/cm2 has a Keldysh parameter of
14, meaning nonresonance-enhanced ionization occurs via
multiphoton ionization (MPI) [99]. The ionization rate Wi

scales as Wi = σnIn, where n = 11 is the number of photons
needed to reach the continuum and σn is the MPI cross section.

It is difficult to estimate σn ab initio. As a starting point,
we use Popruzhenko’s formula [100] for hydrogenlike atoms,
which is a Perelomov-Popov-Terent’ev (PPT) ionization for-
mula [101]. The formula matches (within two orders of
magnitude) experimental results for ionization rates of noble
gases [102,103] and air [104]. PPT formulas also match ab
initio estimates of ionization rates for polyatomic molecules
[105]. Popruzhenko’s formula predicts Wi = 2.8 × 10−9 s−1

for Q. Wi scales down superexponentially with increasing I0,
meaning molecules with slightly higher ionization energies
have substantially smaller ionization rates, as seen in Table I.

The ionization rate can be minimized by either using a
molecule with a high ionization energy, or a molecule with
a high polarizability which requires less laser intensity for
trapping. To compare these approaches, we compute the ion-
ization rate at an intensity for which the trap depth is 10 K,
Wi,10 K = Wi(I|Ttrap=10 K ). This is plotted for different values
of the mean DC polarizability αs and ionization energy I0

in Fig. 2, ignoring the correction to the trap depth �Ttrap

discussed in Appendix A. The near-vertical contours roughly
represent lines where the ionization energy corresponds to an
integer multiple of the photon energy, so the absorption of
an extra photon becomes necessary to ionize the molecule,
thereby greatly decreasing the ionization rate. By comparison,
the higher intensity necessary for lower polarizabilities has a
much smaller influence on the ionization rate. Thus ionization
energy is a far more important quantity than polarizability in
the selection of suitable molecules, granted that a sufficiently
high laser intensity can be achieved.
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An alternate way to reduce ionization rates is to trap
molecules at a longer wavelength. The ionization rate de-
pends primarily on the number of photons needed to reach the
ionization continuum, so molecules with low ionization ener-
gies may be suitable for trapping with light at λ > 1064 nm.

Popruzhenko’s formula provides a first estimate of the ion-
ization rate, but can be inaccurate in general. There are many
examples where multiphoton ionization occurs through an
intermediate multiphoton resonance, which can enhance the
ionization rate by several orders of magnitude when compared
to Popruzhenko’s formula [106–108]. Resonance-enhanced
multiphoton ionization (REMPI) is now a routine experimen-
tal technique for ionization of different molecules, as will be
discussed in Sec. VI. It is challenging to estimate REMPI
cross sections a priori, particularly due to the lack of de-
tailed spectra of general molecules that are free of spectral
broadening. For this reason, we seek molecules with an ab
initio ionization rate estimate of �10−9 s−1 (I0 � 12 eV) in
Popruzhenko’s formula as first candidates for our trap, so that
even if we ignore the contribution of electronic resonances
to the ionization rate, we are still unlikely to see ionization
in the trap. We note that limits on the ionization rate can be
placed with a room-temperature experiment using our trap
light, which is especially helpful for determining the suitabil-
ity of molecules with higher ab initio ionization rates such as
NO or CS2 (see Table I).

In a high-density gas, laser-induced breakdown becomes
the dominant mechanism for ionization in the beam. We
have studied breakdown in high-intensity, CW laser beams in
detail, and the results are shown in Appendix G. We have de-
termined that the buffer gas is too low-density for breakdown
to be a concern during trap loading.

D. Dissociation

Photodissociation of molecules can occur by two distinc-
tively different mechanisms depending on the character of the
light that drives it. The first mechanism is direct electronic
excitation to a dissociative state. In principle, any molec-
ular state located above any bond’s dissociation threshold
is dissociative. In practice, though, excited states above the
dissociation continuum can be long-lived, as the probability
of direct tunneling out of a quasibound excited state into
the dissociation continuum is extremely small due to the
Franck-Condon principle [92]. Only certain electronic excita-
tions lead to dissociation. In SCS molecules, the dissociative
states are either highly excited quasibound states, which have
been probed through absorption of single vacuum-ultraviolet
photons [109,110], or excited states above the ionization
continuum, as has been seen in multiphoton dissociation ex-
periments using NIR and visible pulsed lasers [108,111–113].
In particular, Ref. [108] finds that dissociation using NIR
lasers scales highly nonlinearly with the peak intensity, as
expected for multiphoton absorption. Thus, following the ar-
guments on ionization in Sec. IV C showing that simultaneous
absorption of enough photons to reach these highly excited
states is unlikely and provided Q’s electronic transitions are
far from resonant with the low harmonics of the 1064-nm
light, we expect not to be limited by this form of dissociation.

The second mechanism, infrared multiphoton dissociation
(IRMPD), is usually observed in polyatomic molecules or ions
using mid- to long-wavelength infrared light, such as from a
CO2 laser at 10 µm [114], resonant with pure rovibrational
transitions. IRMPD is a heating mechanism, so the dissoci-
ation probability depends on the total energy absorbed rather
than peak intensity, provided the light is near a resonance and
above a relatively low threshold intensity [115]. As the latter
is easily exceeded with our trap light, we must ensure that the
IRMPD will not occur at 1064 nm for our molecules of choice.

The three-step mechanism of IRMPD is explained in de-
tail in [116–118]. Firstly, light tuned to a pure rovibrational
transition of a molecule repeatedly excites a vibrational mode,
until the anharmonicity of the internuclear potential shifts
the transition frequency off resonance with the light. This
step is impossible in homonuclear diatomic molecules, which
do not admit dipole-allowed, pure rovibrational transitions.
Secondly, once excited to a high vibrational energy, in a poly-
atomic molecule, the different molecular vibrational modes
are split into a number of closely spaced energy levels, and a
“quasicontinuum” of energy levels forms. In the quasicontin-
uum, heating and ergodic mixing of vibrational quanta occur.
The quasicontinuum cannot form in any diatomic molecules,
and is unlikely to form in triatomic molecules, because there
are not enough different vibrational modes to form a closely
spaced structure [117,119]. Finally, once the molecule’s to-
tal vibrational energy is higher than the dissociation energy,
the molecule soon dissociates through accumulation of ex-
citations in a particular dissociative bond. The molecules in
Table I all have �3 atoms, and therefore are not susceptible to
IRMPD.

For molecules with many atoms, IRMPD may still be sup-
pressed because 1064-nm light is several times more energetic
than a single vibrational quantum in any molecule. In the
dipole and harmonic approximations, rovibrational selection
rules only allow molecules to absorb one vibrational quantum
of energy at a time [120], so absorption in high harmon-
ics of rovibrational transitions is unlikely, and the IRMPD
mechanism cannot begin. In polyatomic molecules that do not
contain H atoms, absorption at optical frequencies appears to
be much smaller than Rayleigh scattering [88], so it is likely
that the trap light is far enough off-resonant from the funda-
mental vibrational modes to suppress IRMPD. For molecules
containing H atoms, NIR frequencies correspond roughly to
the third harmonic of a fundamental vibrational mode, and
absorption has been seen in room-temperature experiments
[121,122]. However, we are not aware of any corresponding
data at cold temperatures. Thus, for molecules with more than
three atoms the overall likelihood of IRMPD in our trap is
unclear, and we therefore do not include them as candidate
molecules in Table I.

V. BUFFER GAS DYNAMICS

A. Buffer-gas cooling

The first step toward loading the optical trap is cooling
the molecules to cryogenic temperatures through buffer-gas
cooling [23]. Molecules of all masses and initial temperatures
appear to be amenable to buffer-gas cooling [23,123]. As seen
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(a) (b)

FIG. 3. (a) 2D (xz) projection of trajectories of 50 Q molecules through a cold buffer gas. Each point shows a location of a collision, with
the color axis representing the effective temperature TQ = mQv2

Q/3kB of the molecule at that point. Trajectories continue until the effective
temperature reaches the 1.5-K buffer gas temperature. The green ellipse has semi-minor and -major axes equal to the x and z standard deviations
respectively, showing the 1-σ spread of the positions of molecules when thermalization occurs. (b) Mean z distance traveled, z, by 1000
simulated Q molecules into the cold buffer gas as a function of their initial temperature Ti and mass mQ. Not shown are the x and z standard
deviations, which are both less than 10 mm at all Ti, mQ points. The coordinates corresponding to all molecules of Table I (except H2, which is
outside the shown region) are marked with a red x.

in Table I, we focus on molecules with a boiling point TB

around 300 K or lower, so they can be loaded into the cold
buffer gas in gas phase through a heated fill line without
significant thermal load on the cryogenic system. In the design
shown in Fig. 1, buffer-gas cooling occurs in two opposing
1.5-K cells to thermalize the molecules to T = 1.5 K before
buffer-gas loading the trap. This section focuses only on the
cooling in the cells, and the loading dynamics are left to
Sec. V B.

A cold gas of helium at temperature T = 1.5 K is pumped
into cells, also at T , at a moderate to low density which we
set to be nHe = 1015 cm−3. Q is pumped into the cells through
heated fill lines to make up a small fraction of the number
density, which we set to be 1/100. Through collisions with He
atoms, Q comes from a warm temperature Ti to T , however it
does not solidify as long as it does not collide with the cell
walls. To produce a cold gas of Q, we therefore need the mean
free path l of Q in the buffer gas to be short compared to the
cell dimensions. l is given by [124]

l = vQ

ν
= 1

nHeσ

vQ

vrel

eq= 1

nHeσ
√

1 + mQ/mHe
, (5)

where ν is the Q–He collision frequency, nHe is the buffer gas
number density, σ the Q–He collision cross section, and vQ

and vrel the Q and mean Q–He relative velocities, respectively.
The last equality, labeled with “eq”, holds in thermal equilib-
rium.

Based on [125–127], we estimate that SCS molecules
have collision cross sections with He of order 10−14 cm2 at
T = 1.5 K, and we take the Q–He collision cross section to
therefore be 10−14 cm2. With nHe = 1015 cm−3, l is 0.34 mm
at 1.5 K.

We simulate the thermalization dynamics, using the meth-
ods described in Appendix of [76]. Q molecules are drawn by
rejection sampling from an effusive initial speed distribution
at Ti, directed out of a heated fill line at the origin in the

ẑ direction. Each molecule undergoes billiard-ball collisions
with He atoms in the buffer gas until it cools to the buffer gas
temperature T .

A 2-D projection of 50 molecular trajectories from a fully
3-D simulation is shown in Fig. 3(a). Each point marks a col-
lision, and the color axis represents the effective temperature
TQ = mQv2

Q/3kBT of Q after the collision. The green ellipse
shows the 1-σ spread of positions where the molecules come
to the buffer gas temperature of 1.5 K. The z coordinates of
the centers of the green ellipses z for different values of mQ

and Ti are shown in Fig. 3(b). Based on this figure, many SCS
molecules will thermalize in a 30-mm-tall cell.

B. Buffer-gas loading

With the molecules thermalized to 1.5 K, we next discuss
loading them into the optical trap. Since the dipole force is
conservative, some supplementary dissipation in the trap vol-
ume is required for trapping [1]. Since here Q–He collisions
are the only universal source of dissipation, buffer-gas cooling
must occur inside the trap volume to achieve loading.

1. Loss-free, equilibrium trapped molecule number

The energy-level splittings associated with the trap fre-
quencies are three orders of magnitude smaller than the buffer
gas temperature, so the loading dynamics are semiclassical.
Molecules arrive at the loading region after passing through
one of the buffer-gas cells, so are already thermalized to
1.5 K. In our closely spaced, opposing cell geometry (Fig. 1),
the molecule and He number densities in the loading region
are approximately the same as in the cells during loading,
with nQ,LR = 1013 cm−3, and nHe = 1015 cm−3, respectively.
If trap losses are negligible, the number density of trapped
molecules n(x) during trap loading must eventually follow a
Boltzmann distribution [128]:

n(x) = nQ,LReη(x)P(x), (6)
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FIG. 4. Number N ( j) of trapped molecules per lattice site j
during buffer-gas loading for different molecular species, based on
Eq. (6), assuming no losses. Solid curves indicate molecules trapped
in sites with site depth parameter η( j) = η0w

2
0/w

2(z( j)) > 3, dashed
curves indicate molecules bound in the trap in weak lattice sites with
η( j) � 3. The legend gives the total number of trapped molecules N ,
given by N = ∑

j N ( j), with the sum over all j such that η( j) > 3.

where η(x) = |U (r, z)|/kBT , and P(x) = [erf (
√

η(x)) −
(2/

√
π )

√
η(x)e−η(x)] accounts for the truncation of the dis-

tribution at the trap depth.
We now integrate Eq. (6) over space to determine the

trapped molecule number. We will index distinct lattice sites
with j, refer to their positions as z( j) = jλ/2, and describe
the trap depth of each lattice site by the site depth parameter
η( j) = η0w

2
0/w

2(z( j)) (η(0) = η0 = Ttrap/T ). By integrating
Eq. (6) one site at a time, we can determine the total number
of trapped molecules NQ( j) in each lattice site, as well as the
total number of trapped molecules NQ = ∑

j NQ( j). The sum
to j = ±∞ diverges logarithmically, so we truncate the sum
beyond sites where η( j) = η0w

2
0/w

2(z( j)) � 3. The results
are shown in Fig. 4, with N ( j) plotted on the y axis and
the sum N shown in the legend. The Boltzmann distribution
predicts that several millions of molecules will be trapped
for each species shown, at peak trapped densities of order
1015–1016 cm−3.

Equation (6) does not, however, indicate the timescale of
equilibration. This makes it hard to determine the effect of
losses on the number of trapped molecules per site, and it fails
to estimate the number of trapped molecules remaining in the
trap after the buffer gas and untrapped molecules are pumped
out (nQ,LR → 0). We therefore consider a microscopic ap-
proach to trap loading.

2. Microscopic, ergodic loading model

In our trap, the trap dimensions (set by w0 = 8 µm and
λ = 1064 nm) are much smaller than the mean free path l =
340 µm, so our loading model will differ from models used in
buffer-gas-loaded magnetic trapping experiments, where l is
small compared to the trap dimensions [23].

Starting with an empty trap, any free molecule passing
through the trap potential can only be loaded if a collision with

a He atom reduces its energy to below the local trap depth. Of
the free molecules that collide with a He atom in the trap,
a substantial fraction f0 will not lose enough energy in the
collision to become bound. Since l 
 w0, no other collision
will occur in the trap volume for these molecules, so they are
lost. The remaining molecules do lose enough energy to ini-
tially be bound in the trap, however not all of these molecules
will go on to thermalize at the bottom of the trap potential.
A fraction f1 of molecules will be initially bound, but never
fall to a total energy consistent with a truncated Boltzmann
distribution that would indicate thermalization. Meanwhile,
a fraction f2 (with f0 + f1 + f2 = 1) will be initially bound
and also go on to thermalize. Molecules which thermalize will
live in the trap until they eventually are ejected after a mean
number of collisions kQ-He with the buffer gas.

The Q–He collision time from Eq. (5) is 10 µs, but in the
harmonic approximation the radial and axial orbital periods
for a trapped molecule are 600 ns and 18 ns, respectively.
Since the true trap potential Eq. (2) is highly nonlinear outside
the harmonic approximation, the ergodic approximation can
be taken for the motion of Q in the trap. Hence, approximating
collisions as equally likely to occur at each time interval, Q’s
trajectory need not be integrated to determine its initial con-
ditions for each collision, which are instead drawn randomly
from the energy hypersurface. It then becomes computation-
ally simple to track the energy of Q after a number of hard-ball
collisions with He atoms drawn from a Maxwell distribution
at T = 1.5 K. The details of these simulations are discussed
in Appendix C.

The results of the ergodic loading simulations are shown
in Fig. 5 as a function of the site depth parameter η in one
particular lattice site. The simulation results do not noticeably
depend on the chosen site j except through the site depth
parameter η( j), so to show their generality, we omit the index
j and write the site’s depth as η. The loading fractions fi vary
slowly with η. The number of Q–He collisions needed for a
thermalized molecule to be ejected from the trap, kQ-He (right
axis), however, grows exponentially with η.

3. Time-dependent, loss-inclusive loading model

Applying these results across all lattice sites, we can esti-
mate the number of trapped molecules NQ( j) in a lattice site
j as well as its time dependence. The approximate model we
develop will be limited mostly by three approximations.

(1) The loading fractions fi( j) and collision rates are com-
puted assuming the trap is empty, which ignores the fact that
the number density and energy distribution of molecules in the
trap volume is affected by molecules in the trap and molecules
recently ejected from the trap. Our approximate model will
therefore only strictly be valid in the limit of high trap losses,
and this effect leads to an underestimation of NQ( j) in thermal
equilibrium with the buffer gas in the low-loss limit by a factor
of about 3.

(2) The simulations are carried out in a truncated harmonic
trap with total volume Ve( j) = w2(z( j))λ/3 as opposed to the
true nonlinear trap potential (see Appendix C). This leads to
an underestimation of NQ( j) by a factor of 1.5–2.

(3) The model will compute NQ( j) without explicitly de-
termining the local density distribution in the trap, and will

033008-8



DYNAMICS OF A BUFFER-GAS-LOADED, DEEP OPTICAL … PHYSICAL REVIEW RESEARCH 5, 033008 (2023)

FIG. 5. Ergodic loading simulations in a single lattice site. As a
function of the site depth parameter η, we show the loading fractions
of an unbound molecule undergoing a collision in the trap volume on
the left axis. The fractions are the following: f0 (solid blue curve):
molecule undergoes a collision in the trap but does not lose enough
energy and immediately escapes the trap; f1 (dashed blue curve):
molecule does lose enough energy to not immediately escape the
trap, but in subsequent collisions never loses enough energy to fall to
a thermal Boltzmann distribution; f2 (dotted blue curve): molecule
does lose enough energy to not immediately escape the trap, and in
subsequent collisions loses enough energy to eventually fall below a
Boltzmann distributed energy. For a molecule that thermalizes, the
number of Q–He collisions needed for it to be ejected from the trap,
kQ-He (red curve), is shown on the right axis.

therefore not completely account for out-of-equilibrium loss
rates.

With these approximations in mind, we can write down
an equation for dNQ( j)/dt . Molecules will be loaded into
an empty trap at a rate nQ,LR(t )Ve( j)ν(nHe(t )) f2( j), depen-
dent on the number of free molecules in the trap volume
nQ,LR(t )Ve( j), the Q–He collision frequency ν(nHe(t )), and
the fraction of collisions in Ve( j) that lead to loading f2( j).
Molecules will be collisionally ejected from the trap at a
rate [ν(nHe(t ))/kQ-He( j)]NQ( j), and two-body collisions be-
tween trapped molecules lead to an additional loss term
[βQ-Q/Ve( j)]N2

Q( j), where βQ-Q is the Q–Q two-body loss
coefficient. Rotational Raman scattering (RRS) leads to an
additional loss term 
RR dependent on the RRS rate WRR.
We neglect a noncollisional one-body loss term −�NQ( j),
because ionization, dissociation, and recoil heating are small
(see Sec. IV). Other sources of trap heating are also small, as
discussed in Sec. D. Overall,

dNQ( j)

dt
= nQ,LR(t )Ve( j)ν(nHe(t )) f2( j))

− ν(nHe(t ))

kQ-He( j)
NQ( j) − βQ-Q

Ve( j)
N2

Q( j) − 
RR. (7)

Note that in the two-body loss term, the effective volume
is the full simulation volume Ve( j), as opposed to a com-
monly used Veff = √

π
2 w2

0λ/η3/2 [129]. This effective volume
Veff is only appropriate when the density distribution in the
trap is close to a Boltzmann distribution. Our approximate
loading model, on the other hand, is only strictly valid when
losses are high (βQ-Q � 10−11 cm3/s), in which case the trap

density distribution is pinned near a constant value nQ( j) ≈√
ν(nHe(t )) f2( j)nQ,LR(t )/βQ-Q. The molecules are therefore

evenly distributed over the volume Ve( j) in the high-loss limit.
In the low-loss limit, on the other hand, the choice of the
effective two-body loss volume is not critical.

Equation (7) can be integrated once βQ-Q and 
RR are spec-
ified. In magnetic traps, two-body loss is usually caused by
spin-changing inelastic collisions between trapped particles,
and typical values of βQ-Q range from 4 × 10−11 cm3/s [28]
to 9 × 10−13 cm3/s and lower [130]. Our trap, however, is
insensitive to the molecules’ internal state, so we are likely
not limited by this kind of loss. In Appendix E 2, we show
that collision-induced absorption, seen in O2 gases, also does
not cause significant two-body loss when trapping O2 at
the densities expected in our experiment. In optical trapping
experiments on molecules, particularly bialkali molecules, a
high two-body loss rate is observed. In this so-called “uni-
versal loss,” a close to unity fraction of collisions between
molecules in the trap are lossy. The mechanism is discussed
in Sec. E 1, but in short, we believe universal loss is unlikely
in our experiment due to the weak interactions between, and
the high excitation energies of, SCS molecules, and consider
universal loss only as a possible “worst case scenario”. It is
more likely that β is small enough to be ignored, and the loss
is dominated by the other loss terms in Eq. (7).

The loss due to RRS, 
RR, has a complicated form, which
is detailed in Appendix F. Nevertheless, the effect of 
RR

is simple. During buffer-gas loading, rotational cooling is
efficient [123], and RRS does not lead to substantial loss.
Once the buffer gas is removed, rotational heating causes
exponential decay of the ground state trapped population at
a rate WRR.

4. Loading simulation results

Integrating Eq. (7) to find approximate values for NQ(t ) is
done in four stages, and the results are shown in Fig. 6. We
start in Fig. 6(a) with the simplest case of negligible two-body
loss, and show the evolution of trapped Q as a function of
time for various optical intensities. We begin the simulation by
turning on the trap at t = −50 ms with nHe = 1015 cm−3 and
nQ,LR = 1013 cm−3. The figure shows the trapped molecule
numbers coming to equilibrium within a few ms.

The pumpout begins at t = 0 ms, when the cryogenic shut-
ter actuates in 1 ms to stop flow into the loading region. We
conservatively assume molecules will cryopump to the surface
of the shutter, rather than bounce off it, to underestimate
the trap loading during the pumpout, and conservatively as-
sume the He buffer gas will take longer to evacuate the loading
region to overestimate the trap losses during pumpout. To
this end, we set the He and molecule pumpout timescales
from the loading region to be 2 ms and 0.5 ms, respectively.
After t = 0 ms, nHe and nQ,LR decay exponentially with these
pumpout timescales. To model the effect of He film formation
on the outside of the buffer-gas cells, we let nHe saturate at
1011 cm−3 for the remainder of the simulation [131,132]. The
trapped densities all rapidly re-equilibrate to the new loading
region densities, until after about 10 ms, when the loading
region densities are so small that the trap is isolated and the
trapped molecule number is constant.
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FIG. 6. Number of trapped molecules NQ(t ) from Eq. (7) for different scenarios. Loading occurs at negative t , with He density nHe =
1015 cm−3 and Q density nQ,LR = 1013 cm−3. Pumpout to produce an isolated sample begins at t = 0, after which nHe and nQ,LR exponentially
decay with a timescale of 2 and 0.5 ms, respectively. nHe saturates at 1011 cm−3 to model He film desorption dynamics. In (a), Q is treated
assuming no two-body loss for various optical intensities I . Inset shows the distribution of molecules across lattice sites at t = 0 ms (solid
curve) and t = 50 ms (dashed curve). The t = 0 ms curve can be compared to the analytic result from Eq. (6) (dotted curve), which shows
that the approximate model Eq. (7) underestimates NQ( j) during loading in the low-loss limit by a factor of 6. In (b), Q is treated with fixed
intensity I = 300 GW/cm2, but varying two-body loss coefficients βQ-Q. The highest value of βQ-Q = 1010 cm3/s corresponds to the “worst
case” of universal loss, which we believe to be unlikely in our trap (Appendix E 1). Inset shows the distribution of molecules across lattice
sites at different times for the case of universal loss. In (c), we integrate Eq. (7) for N2, CO, O2, and HCl with I = 300 GW/cm2, ignoring
rotational Raman scattering (RRS). For each molecule, we consider the case of no two-body loss (solid curves), as well as the unlikely “worst
case” of universal loss (dashed curves). βQ-Q coefficients for universal loss are computed as in Appendix E 1. For the case of no two-body loss,
the peak trapped densities at t = 100 ms (averaged over the central lattice site volume Ve(0)) are 1.7 × 1012 cm−3 (O2), 3.1 × 1012 cm−3 (N2),
1.4 × 1013 cm−3 (CO), and 2.3 × 1014 cm−3 (HCl). In (d), we integrate Eq. (7) for N2, comparing the cases of including and excluding RRS to
exemplify its effect. The effect of RRS is modeled in Appendix F.

With increasing intensity, the number of molecules trapped
during the loading phase increases, and also the fraction of
these molecules retained in the trap after pumpout increases.
Our proposed experiment, with I = 300 GW/cm2, appears
to trap about 105 Q molecules in our approximate model.
The inset in Fig. 6(a) shows the evolution of the number of
molecules over time in each site for I = 300 GW/cm2. Just
before pumpout, at t = 0 ms, the trapped molecule numbers
predicted by Eq. (7) (solid curve) resemble a Boltzmann
distribution (dotted curve), except that the approximations
involved in Eq. (7) lead to an underestimation of the trapped
molecule number by a factor of 6. After 50 ms, when the
trap is isolated from background-gas collisions, we see that
molecules near the focus of the trap are retained more than

molecules far from the focus, since the trap depth η( j) is
higher.

In Fig. 6(b), we consider the effect of two-body losses. The
details of the pumpout are the same as in Fig. 6(a), but the
integration time is increased so that the long-time behavior is
visible. The blue curve, with βQ-Q = 10−10 cm3/s, represents
universal loss, while the red curve, with βQ-Q = 0 cm3/s, rep-
resents no two-body loss. We see that two-body loss leads to
a reduction in the trapped molecule number during loading,
the fraction of molecules that survive the pumpout, and the
number of molecules in the long-time limit. Roughly speak-
ing, in the high-βQ-Q limit, each order-of-magnitude reduction
in βQ-Q leads to an order-of-magnitude increase in the trapped
molecules 200 ms after pumpout.
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The inset of Fig. 6(b) shows how molecules are dis-
tributed among lattice sites in the universal loss limit (βQ-Q =
10−10 cm3/s). Pinning of the trapped molecule number near
the trap focus is clearly visible, which retroactively justifies
the use of Ve as the effective two-body loss volume instead
of Veff . With universal loss, only a few molecules per lattice
site survive after the buffer gas is pumped out, but because the
molecules are spread over many lattice sites, the total num-
ber of trapped molecules remains large enough for sensitive
detection schemes to detect them (see Sec. VI).

Third, we consider some real molecules (N2, CO, O2,
HCl) in Fig. 6(c). We ignore RRS in this figure for clarity,
and treat it separately. For each molecule, we recompute the
parameters f2(η( j)) and kQ-He(η( j)), which change with the
molecular mass and η0, and then separately integrate the case
of no two-body loss (solid curves) and universal loss (dashed
curves) to demonstrate a best and worst case scenario for
the number of each molecule we can expect to trap. Even
our worst case estimates based on universal loss suggest
thousands of molecules will be trapped at peak densities of
1011 cm−3 (at 100 ms, averaged over the center lattice site
volume Ve(0)), which will be enough to demonstrate trapping.
In the case of no universal loss, on the other hand, about
104 O2 and N2 molecules, 105 CO molecules, and 106 HCl
molecules can be trapped. These correspond to peak trapped
densities (at 100 ms, averaged over the central lattice site vol-
ume Ve(0)) of 1.7 × 1012 cm−3 (O2), 3.1 × 1012 cm−3 (N2),
1.4 × 1013 cm−3 (CO), and 2.3 × 1014 cm−3 (HCl).

Finally, we exemplify the effect of RRS in Fig. 6(d) by
studying its impact on N2 (see Appendix F). During buffer-gas
loading, the curves for the case without RRS (blue) and with
RRS (orange) are indistinguishable, owing to efficient rota-
tional cooling by the buffer gas. After the buffer-gas pumpout,
exponential decay of the rotational-ground-state, trapped pop-
ulation is observed at the rate WRR.

5. Evaporative cooling and other considerations

In our models, for the case when βQ-Q and WRR are small,
we have so far ignored the evaporative effect of Q–Q elastic
collisions after the buffer-gas pumpout. They will lead to ad-
ditional Q loss, but also decrease the sample temperature and
thus increase η0 through evaporative cooling, making them
fundamentally different in nature to the losses included in
Eq. (7) [133]. We compute the initial evaporation timescale
at constant η0 [134,135] to be NQ(0)/ṄQ(0) = τev = 15 ms
for the central lattice site of our trap, 1.5 times less than
[134]. Therefore, for species with WRR < 70 s−1, at least some
amount of evaporation can be achieved initially, allowing for
a reduction of the trap depth which in turn proportionally
reduces the RRS rates.

For molecules with low losses, we expect similar evapora-
tive cooling dynamics to [134], where 800 optically trapped
Rb atoms are evaporated to 40 atoms with η ∼ 5, resulting in
a 1000-fold reduction in temperature and increase in phase-
space density. At the now reduced optical intensity required
to maintain trapping of tens of molecules per lattice site at
∼1.5 mK (phase-space density ∼10−4), the sites could be
combined using a bichromatic light field [136]. The resulting

sample of thousands of molecules at mK temperatures could
be evaporated further towards the ultracold regime.

We have also thus far ignored the effect of trapped He
atoms. Although a small amount of sympathetic evaporative
cooling can be expected from the rapid evaporation of trapped
He [137], the number of He atoms that will survive the
buffer-gas pumpout is negligible due to their low trap depth
of η0 = 0.6.

One final consideration during He pumpout is the buffer-
gas “wind” dragging molecules out of the trap, as observed in
buffer-gas-loaded magnetic traps [132]. In our trap, the Q–He
collision frequency is slow compared to the trap frequencies,
so the Q position and velocity in the trap is randomized
between collisions. The wind therefore does not provide a
unidirectional drag force on trapped molecules, so need not
be considered in our trap.

VI. DETECTION

To detect the molecules in the trap both during and after
loading, a sensitive and background-free scheme is required.
Absorption or fluorescence detection techniques, commonly
used for cold and ultracold atoms, are challenging to im-
plement for most SCS molecules due to the lack of optical
cycling transitions.

Resonance-enhanced multiphoton ionization (REMPI) of
molecules with an intense UV laser pulse, in combination
with the detection of the charged products, is both sensitive
and background-free [138]. The UV laser pulses can be de-
rived from a frequency-converted, tunable dye laser, and a
microchannel plate (MCP) can serve as a detector. Due to its
resonant nature, REMPI only ionizes a given species, but not
any other species in the background gas. It can also resolve
internal states, allowing a measurement of the rovibrational
temperature of the molecules. Furthermore, differential AC
Stark shifts from the trap light will likely lead to the resonant
frequencies for trapped and untrapped molecules to be differ-
ent on the order of the trap depth of ∼200 GHz (∼10 K).
Thus, given a narrow enough resonance, REMPI can distin-
guish between trapped and untrapped molecules. For example,
[139] has used REMPI to resolve different rotational levels
in N2 at 15 K, corresponding to a resolution of better than
120 GHz. This also opens up the intriguing possibility to se-
lectively remove molecules with a certain kinetic energy from
the trap, which could be of use in forced evaporative cooling
schemes, or to forcibly remove rotationally excited molecules
from the trap.

Although REMPI is only applicable to molecules which
have selection-rule-allowed multiphoton transitions [140], the
technique is widely applicable. In addition to all of the
molecules listed in Table I, REMPI has been demonstrated
on other symmetric tops like NH3 [141] and benzene [142],
asymmetric tops like SO2 [143], H2O [144], methanol and
ethanol [145], radicals like NH [140], SF2 [146] and OH
[147], aromatics and organic compounds [148], and a wide
variety of other atomic and molecular species [149].

An alternative scheme is nonresonant ionization of
molecules in a tightly focused, ultrashort laser pulse, and sub-
sequent characterization of the products using time-of-flight
mass spectrometry (TOFMS) [102,107,108]. This allows for
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the simultaneous detection of arbitrary molecular species in
the trap and thus the monitoring of chemical populations as
a function of time during cold chemical reactions. However,
trapped and untrapped molecules cannot be easily distin-
guished with this technique, leading to a large background
signal especially during the loading phase. Moreover, the long
TOFMS path and ion optics required to distinguish different
mass products will make the technique challenging in our
experiment. We note that, in principle, an electron beam could
be used for nonresonant ionization, but this will lead to a
larger background signal compared to a laser beam as gas
outside the focal volume will also be ionized.

Finally, the trap light scattered off the molecules could
be used for detection. However, even for the high intensities
assumed here, the Rayleigh scattering rate is only ∼103 s−1

(see Sec. IV A), which will be difficult to distinguish from
other sources of scattered light in a realistic apparatus. This
could in principle be overcome by using a second resonant,
but otherwise empty, cavity to enhance the Rayleigh scattering
rate [90].

VII. SUMMARY AND OUTLOOK

In this work, we have studied trapping small, chemi-
cally stable (SCS) molecules in a deep, very far-off-resonant,
quasielectrostatic dipole trap formed by a tightly focused,
high-intensity optical cavity. We have analyzed the trapping
and buffer-gas loading dynamics, and the potentially harmful
effects of the high-intensity laser light on the molecules. For
the examples of N2, CO, O2, and HCl, we conclude that on
the order of a million molecules can be loaded into the trap,
and a large fraction can be retained after removing the buffer
gas to produce an isolated sample. Evaporative cooling can be
used to further reduce the temperature of the trapped sample,
possibly deep into the mK regime. Other molecules shown
in Table I, such as CO2 and N2O, may be similarly trapped,
but might require a longer wavelength than the 1064-nm light
proposed here to reduce their rotational Raman scattering or
ionization rates. Likewise, H or H2 could be trapped if the
intensity can be further increased by a factor of two over the
demonstrated value, or if the temperature of the buffer gas
can be further reduced, e.g., with additional buffer-gas cells
cooled below 1 K with a 3He pot.

Although this work has focused on a sub-class of linear
molecules, we see no obvious reasons why our proposed
trap cannot be used on other classes of SCS molecules.
For example, SO2 (αs = 3.8 Å3, I0 = 12.3 eV [53]) and H2O
(αs = 1.5 Å3, I0 = 12.6 eV [53]) are small but nonlinear at-
mospheric gases which may be trapped without significant
modification to the trap design presented here. We have also
focused on molecules which can be loaded into the buffer-gas
cells from a heated fill line. Future renditions of our experi-
ment could instead use laser ablation to seed molecules into
the buffer gas, opening up the possibility of trapping heavy
molecules and radicals that are of interest in atmospheric and
interstellar chemistry [18], and in tests of the Standard model
[15,150].

Moreover, the literature on high-intensity, continuous-
wave laser–molecule interactions is sparse, so although we
have determined that molecules with �3 atoms and I0 �

12 eV are unlikely to be destroyed by the trap light, this does
not necessarily imply that other molecules will be destroyed.
We believe that many molecules outside these constraints
will still be suitable for trapping. In the case of ionization,
because of the approximations made in Popruzhenko’s for-
mula used here to estimate the ionization rate Wi, we here
have placed a rather conservative constraint of Wi < 10−9 s−1.
By measuring the ionization rates of molecules in our high-
intensity cavity, without even the need for buffer-gas cooling,
the robustness of molecules against ionization can be di-
rectly determined. As for dissociation, the arguments made
above do not obviously rule out molecules like the planar
BF3 (αs = 2.4 Å3, I0 = 15.7 eV [53]) or the spherical top SF6

(αs = 4.5 Å3, I0 = 15.3 eV [53]) as potential trap candidates.
Although they have more than three atoms, initial excitation
of vibrational modes may be suppressed because the 1064-nm
trap light is so far from the fundamental vibrational modes
in these molecules. Similarly, although room-temperature
data for hydrogen-containing molecules with more than three
atoms, like CH4 (αs = 2.5 Å3, I0 = 12.6 eV [53]) and CH3OH
(αs = 3.2 Å3, I0 = 10.8 eV [53]), indicate some absorption
at near-infrared frequencies [121,122], it is unclear that this
will lead to infrared multiphoton dissociation (IRMPD) at
cold temperatures. Deuteration and halogenation of these
molecules may also reduce the risk of IRMPD by lower-
ing their fundamental vibrational frequencies. Measurements
of molecular ionization and dissociation rates in our cavity
provide valuable information about the kinds of molecules
we can trap in our proposed experiment, but also fill a gap
in the literature surrounding the interaction of high-intensity,
continuous-wave lasers with molecules.

Nevertheless, even the cold chemical reactions of very
simple molecules such as those in Table I are difficult to
simulate, and therefore interesting to study [17,18]. At cold
and ultracold temperatures, accurate descriptions of chemi-
cal reactions require a fully quantum mechanical treatment
[17,18,151,152]. Despite this, state-of-the-art calculations,
including that of the predissociative state lifetime of cold
collisional complexes of diatomic bialkali molecules [153],
still rely on semiclassical approximations, which are not valid
for SCS molecules (see Ref. [152] and Appendix E 1). Our
proposed trap is insensitive to most molecular properties and
could be loaded with multiple different molecular species
simultaneously, allowing for the study of a diverse range of
cold chemical reactions. Our trap will therefore provide valu-
able information about the transition between classical and
quantum mechanical descriptions of chemical reactions, and
help benchmark new theoretical and numerical techniques to
compute the dynamics of cold chemical reactions.

Spectroscopy on cold and ultracold, trapped molecules
is another promising application of our trap. For example,
radio searches for interstellar organic molecules are partly
limited by a lack of available experimental data to compare
to observed spectra [19,154]. In many cases, computational
models are being used to augment experimental observations
of molecular spectra, leading to their more frequent use in
molecule searches [155]. Laboratory measurements of cold
molecular spectra in our trap will therefore not only directly
assist interstellar molecule searches, but also provide valuable
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data to calibrate computational models and prove their gen-
eral accuracy. Likewise, astrophysical studies of the variation
of the proton-to-electron mass ratio μ from the observation
of molecular spectra, such as of CH3OH, would bene-
fit from improved laboratory measurements of the relevant
transitions [14]. Atomic- or molecular-beam-based precision
measurements [15,156,157] could be improved upon by
trapping the atoms or molecules at 1.5 K instead, thereby
increasing the interaction time and averaging some systematic
effects related to the particles’ motion such as Doppler shifts.
The light shift from the trap light can be removed by releasing
the cold molecules from the trap during measurements. Al-
ternatively, a magic wavelength for the trap light [158–161]
can be chosen such that the differential light shift of a given
transition is reduced (see Appendix A).
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APPENDIX A: ROTATIONAL STATE HYBRIDIZATION
AND EXTRA TRAP DEPTH

Equation (1) is an approximate expression for the trap
depth. Here, two corrections are discussed: firstly, the mean
dynamic polarizability αs(λ) at λ = 1064 nm is usually
slightly larger than the mean DC polarizability αs used in
Eq. (1). A correction of order (λ1/λ)2 ∼ 5%, where λ1 is the
wavelength of first electronic excitation of the given molecule,
may be warranted for many of the molecules in Table I [79].

The correction is difficult to estimate accurately for most
molecules, but is in any case of little consequence to the
experiment.

The second correction to Eq. (1) is a result of the hybridiza-
tion of the rotational states of the molecule, and can have
large consequences for the trapping of molecules with large
polarizability anisotropies �αs. In general, symmetric top
molecules have a different polarizability along their symmetry
axis (α‖) and perpendicular to this axis (α⊥: �αs = α‖ − α⊥,
αs = (α‖ + 2α⊥)/3). In this analysis, these polarizabilities are
assumed to be constant within any given rotational band. In
a field-free setting, the rotational eigenstates of a molecule
will be thermally populated such that there is no molecular
alignment. However, optical fields of sufficient intensity will
dress these rotational states and align molecules so that their
maximally polarizable axis aligns with the optical polarization
[49,162]. Linear molecules are described by the Hamiltonian
[49,84]

H = BJ2 − E2
0

4
(α‖ cos2 θ + α⊥ sin2 θ ). (A1)

Here, θ is the angle between the molecule’s symmetry axis
and the electric field with amplitude E0 in a molecule-fixed
frame, J is the rotational angular momentum of the molecule,
and B is the rotational constant. The time-independent
Schrödinger equation takes the form of an oblate spheroidal
wave equation [49,84][

− d

dz

[
(1 − z2)

d

dz

]
+ m2

1 − z2
− �αsE2

0

4B
z2

]
ψJ̃,m

=
(

uJ̃,m

B
+ α⊥E2

0

4B

)
ψJ̃,m, (A2)

where z = cos θ , m is the projection of the angular momentum
onto the optical polarization axis, J̃ is the quantum number
which adiabatically turns into J in the limit of zero electric
field, and ψJ̃,meimφ and uJ̃,m are the eigenfunction and en-
ergy of the state with quantum numbers J̃, m, respectively,
where φ is the azimuthal angle about the optical polariza-
tion axis. The solutions for ψJ̃,m in Eq. (A2) are the angular
oblate spheroidal functions S|m|J̃ as defined in section 21.6.4
of [163]. The eigenvalues of Eq. (A2), and hence the ener-
gies uJ̃,m, are readily computed using standard libraries (e.g.,
scipy.special.obl_cv of Ref. [164]). For �αE2

0 /4B 
 1,
we can write a power series expansion for uJ̃,m (see Sec. 21.8.1
in [163]), from which the trap potential UJ̃,m is given by

UJ̃,m = uJ̃,m − BJ̃ (J̃ + 1) (A3)

= −αsE2
0

4
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For the special case of J̃ = 0 and m = 0, we have

U0,0 = − αsI

2ε0c
− �α2

s I2

270Bε2
0 c2

+ B

(
O

(
�αsI

2Bε0c

)3
)

, (A5)
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where I = ε0cE2
0 /2 is the optical intensity. In the main text,

we use U0,0 for the trap potential U , and define the trap depth
as Ttrap = max|U0,0|/kB, and the extra trap depth resulting
from molecular alignment as �Ttrap = Ttrap − αsI/2ε0ckB.

For some of the molecules in Table I, including those
treated in the detail in the main text, �Ttrap is much smaller
than 1 K, and the degree of alignment (computed using the
Hellmann-Feynman theorem as described in Ref. [49]) is
small. These molecules are trapped in barely hybridized ro-
tational ground states. However, some of the molecules on
the list, such as CO2, N2O, Cl2, and CS2, see a substantial
increase in the trap depth due to rotational alignment, which
scales nonlinearly with the intensity around 300 GW/cm2. For
these molecules, the character of the rotational ground state
is highly aligned with the optical polarization (note that this
effect is here ignored in the calculation of rotational Raman
scattering rates).

The buffer gas collision frequencies (∼105 s−1) and trap
frequencies (<100 MHz) are small compared to the rota-
tional constants of the molecules in Table I (>3 GHz). Thus
trapped molecules adiabatically follow the dressed rotational
ground state as they traverse the trap. We note in passing that
this is unlike a previously proposed experiment to trap polar
molecules in microwave fields [34]. In particular, the polar-
izability at 1064 nm is independent of the rotational state, so
avoided crossings do not open up avenues for rotational state
changes during trap traversal in our experiment, as opposed to
[34].

In precision spectroscopy of atoms, magic wavelength
schemes [158] are used to cancel differential light shifts be-
tween two given states by making the dynamic polarizability
αs(λ), and thus UJ̃,m, of the states equal by choice of a suitable
(“magic”) trap light wavelength. To first order in intensity, a
magic wavelength can still be found for molecules, although
the wavelength must be tuned to not simply cancel the dif-
ference in each state’s αs(λ) (except in the special case of
J̃ = 0 [159,160]), but rather, to cancel the first-order term
in Eq. (A3) [161]. In general, more magic parameters are
required to cancel higher-order terms in Eq. (A3). Rotational
state hybridization can represent a large additional contri-
bution �Ttrap to Ttrap at I = 300 GW/cm2 (up to 37 % of
Ttrap in the case of CS2) when compared to other corrections
[162], such as: nonlinear corrections due to electronic and
vibrational contributions to molecular hyperpolarizabilities,
which typically contribute a few mK in additional trap depth
at I = 300 GW/cm2 [165–169], and; linear corrections due to
higher order multipoles in the multipole expansion [160,161],
which typically are orders of magnitude smaller than the lead-
ing linear term [170]. Small differences in the polarizability
components αs(λ) and �αs(λ) within each rotational band
[161] additionally modify the analysis starting with Eq. (A1).

APPENDIX B: HEAT LOAD FROM SCATTERED
TRAP LIGHT

A major heat load on the cryogenic system in our
experiment is scattering of the high-intensity cavity light.
Our mirrors will be superpolished to ∼1 Å RMS (root-mean-

square) surface roughness, and the resultant scattered light
will be a few hundred mW. From white light interferometry
measurements of our previous mirrors’ surface profiles, we
have determined the angular distribution of scattered light
[171–173]. About half of the scattered light is diffusely scat-
tered, and is managed by placing the mirrors more than 10 mm
from the apertures in the 50-K shields. The other half is
scattered into a small cone around the cavity mode. From ray-
tracing this scattered light through the near-concentric cavity,
we know this light will be incident on either a buffer-gas cell,
or the inside of one of the cryocooler’s radiation shields, rather
than the outside of the radiation shields. The buffer-gas cells
will be polished and highly reflective, so light incident on
them will be reflected towards the radiation shields (mostly
the 4-K shield). We aim to absorb the scattered light that
misses the buffer-gas cells on the 50-K shields rather than
the 4-K shields, due to their larger cooling capacity. This is
achieved by designing the 50-K shields with a smaller angular
size than the 4-K shield apertures when viewed from the
opposite mirror, so the scattered light will be absorbed on
the nonreflective (NR) material on the 50-K shields shown
in Fig. 1.

An alternative approach to handle the scattered light is to
conically indent the radiation shields around the cavity mode,
allowing the apertures to be closer to the cavity focus, and
therefore smaller, so that almost no scattered light enters the
cryogenic system in the first place. This approach has small
consequences for the pumpout timescale, and has not been
investigated thoroughly.

All other heat loads from scattering of the high-intensity
light, including Rayleigh scattering from the buffer gas and
trapped molecules (nW) and scattering of transmitted input
light not matched into the cavity mode (<1 mW), are negligi-
ble for our experiment.

APPENDIX C: DETAILS OF ERGODIC LOADING
SIMULATIONS

At their core, the ergodic loading simulations work by
storing the energy E of Q molecules, and assigning initial
conditions for Q–He collisions stochastically based on this
energy within the ergodic approximation, before enacting a
billiard-ball elastic collision and tracking the change to the
energy after the collision, which is again stored, and so on.
This is numerically efficient, since no trajectories need to
be integrated to simulate the dynamics. The simulations rely
on the ergodic approximation, valid when the orbits in the
trap are fast compared to the mean Q–He collision time. The
simulations also assume the Q density is small compared to
the He density, so Q–He collisions need to be considered but
Q–Q collisions can be mostly ignored. In all collisions, the
small effect of the trap light on the buffer gas atoms is ignored.
We also approximate all collisions as equally likely to occur
at all times so that the ergodic theorem is relevant for drawing
initial conditions, even though, as in Sec. V A, collisions are
technically more likely to occur at times of Q’s motion where
its speed is higher.
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In our simulations, we approximate the trap potential of a
single lattice site j as a truncated harmonic potential,

U (x; j) ≈ min

[(
−η( j)kBT +

3∑
i=1

1

2
mQω2

i ( j)x2
i

)
, 0

]
,

(C1)
in order to efficiently sample initial conditions for collisions
from the energy hypersurfaces. Here, the ωi represent the
trap angular frequencies ωx = ωy = √

4η( j)kBT/mQw( j)2 =
ωr and ωz = √

8π2η( j)kBT/mQλ2. We also ignore the
constraint that orbits in the trap conserve the z component
of angular momentum. We stress that we are still making the
ergodic approximation, we are simply taking initial conditions
for collisions from a simpler physical system than the fully
nonlinear trapping potential. The simulation volume for lattice
site j, centered on the antinode at z j , is defined as the region
where the approximate trap potential in Eq. (C1) is nonzero,
and consists of an ellipsoid with volume Ve(z j ) = w2(z j )λ/3,
assuming the lattice site is near the trap center where wave-
front curvature can be ignored.

In action-angle coordinates, sampling from the energy
hypersurface amounts to drawing three random angle vari-
ables and three random actions Ji under the constraint that
E + ηkBT = ∑3

i=1 ωiJi. This is efficiently done by drawing
two random numbers between 0 and 1 and using them as
a partition of the interval into three randomly drawn pieces.
These are translated back to regular phase-space coordinates
to draw initial conditions for bound Q molecules in collisions.

There are two forms of the ergodic loading simulations,
namely, that which computes the loading fractions fi, and
that which computes the mean number of Q–He collisions
needed to eject a trapped molecule, kQ-He, which are discussed
in Sec. V B 2. The results of both are required to construct
the loading model in Sec. V B 3. For the simulation of the
loading fractions fi, an untrapped Q molecule is first spawned
randomly in the simulation volume. Its velocity is drawn
from a Maxwell distribution at the buffer gas temperature
T = 1.5 K and its position x is drawn uniformly within the
simulation volume, before its kinetic energy is increased due
to the local trap potential U (x). Its speed is computed as
v = √

2(E − U )/mQ, and its direction is randomized. The
initial condition for a first billiard-ball collision is now set by
drawing a buffer gas atom from a Maxwell distribution at T . If
the molecule is bound by the collision, only its energy needs to
be retained, since before every subsequent collision new initial
conditions are drawn by randomly sampling the energy hyper-
surface within the ergodic approximation. There is no need to
integrate the Q trajectory. The simulation continues until Q’s
energy either becomes positive and the molecule escapes, or it
stays negative and falls below the energy of a molecule drawn
from a Boltzmann distribution in the trap at T .

For the simulation of the number of Q–He collisions
needed to eject a trapped molecule, kQ-He, a molecule is
initially drawn with an energy from a Boltzmann distri-
bution within the trap, and with phase-space coordinates
drawn ergodically from the corresponding energy hypersur-
face. Billiard-ball collisions are repeatedly enacted with buffer
gas atoms until the molecule is eventually ejected from the
trap (E > 0), giving kQ-He.

APPENDIX D: TRAP HEATING CAUSED BY LASER NOISE

Laser noise can cause trap heating in two ways [174,175].
Firstly, laser intensity noise (RIN) at twice the trap angular
frequencies ωr = 2π × 2 MHz and ωz = 2π × 68 MHz lead
to parametric driving of trapped molecules, resulting in a
heating rate 
RIN at which energy grows exponentially in the
trap:


RIN
i = 1

4ω2
i Sε (2ωi), (D1)

where Sε (ω) is the one-sided power spectrum (in units of
dBc/Hz) of the relative intensity noise �I/I at an angular
frequency ω [174].

We have measured the RIN of our laser oscillator (NKT
Koheras Adjustik Y10) to be −147 dBc/Hz (−154 dBc/Hz)
at 4 MHz (136 MHz), which corresponds to 
RIN

r = 8 ×
10−2 s−1 (
RIN

z = 18 s−1). However, the cavity acts as a
frequency filter with, for perfect spatial mode matching,
the normalized transfer function |G(ω)|2 = (π2/2F2)/(1 −
cos (2π f /FSR)) (for F 
 1 and | f − N FSR| 
 �ν, N =
0, 1, . . . ), where f is the frequency offset from the frequency
resonant with the cavity, F is the cavity’s finesse, and L is its
length, and FSR = c/2L and �ν = FSR/F are the cavity’s
resulting free spectral range and linewidth, respectively. RIN
at frequency f , which corresponds to amplitude modulation at
f , is thus further suppressed. At f = 2ωr/2π ( f = 2ωz/2π ),
this results in a suppression by 46 dB (76 dB), and a resulting

RIN

r =∼ 2 × 10−6 s−1 (
RIN
z =∼ 5 × 10−7 s−1), assuming

the measured RIN values outside the cavity. We note that
the value of 
RIN

z is within a factor of two of the shot-noise
of the circulating power inside the cavity. We also note that
imperfect spatial mode matching will reduce the cavity’s sup-
pression. In particular, 2ωr = 2π × 4 MHz is close to the
difference in resonance frequencies of � f10 = 3.6 MHz be-
tween the TEM01/TEM10 modes and the fundamental TEM00

mode. Finally, we do not expect that the high-power fiber
amplifier to be used in the experiment adds substantial RIN
at the frequencies of interest.

Secondly, movement of the trap center by an amount x(t )
results in a linear growth in average energy,

〈Ė〉i = π

2
mQω4

i Sx(ωi), (D2)

which now could lead to significant heating due to the quartic
dependence on the trap frequency. Here, Sx is the one-sided
power spectrum of position fluctuations in the trap center
[174]. However, we expect acoustic noise at MHz frequencies
to be sufficiently small.

APPENDIX E: TWO-BODY LOSS MODELS

1. Universal loss

In optical trapping experiments on bialkali molecules, two-
body loss is a result of so-called “universal loss”, in which a
large fraction of collisions between trapped molecules lead to
loss. One argument suggests that our trap will not experience
universal loss. In this argument, the loss mechanism involves
strong perturbation of molecular energy levels by a partner,
which leads to an excited state of the two-body complex
located one photon energy of the trap light above the ground
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state [176]. For long enough lifetimes of the complex, the
probability to reach this excited state, causing subsequent loss
of the molecules, then approaches unity. However, the inter-
actions between SCS molecules are often of order 20 meV
[177,178], which is two orders of magnitude too small to
perturb the excited states by several eV and unlock a single-
photon excitation of the complex. Moreover, the complex
lifetimes of SCS molecules (based on a semiclassical model
presented in Ref. [153]) are only of order picoseconds, so the
notion of “sticky molecular collisions” seems inapplicable to
our trap. Hence, one expects not to see universal loss for Q.

However, recent literature has cast some doubt over this ex-
planation [129]. Therefore we consider a worst-case scenario
in which universal loss occurs for all Q–Q collisions in the
trap. This worst-case scenario provides an upper bound for the
two-body loss rates expected from general two-body loss pro-
cesses that are difficult to estimate in the cold, high-intensity
conditions of our trap. We do not, however, treat Q–He colli-
sions as lossy, as the interactions are only O(5 meV) [126].

In universal loss, the functional form of the two-body
loss coefficient βQ-Q depends on whether or not an s-wave
two-body interaction is allowed, which in turn depends on
whether the molecules can be regarded as indistinguishable
and Bosonic. Since the s-wave loss rates are higher than the
p-wave loss rates, we must assume in a worst-case estimate
that we will be limited by s-wave scattering, in which [179]

βQ-Q = 4π
h̄

μ
a, (E1)

where the Van der Waals length a is here defined by the C6

coefficient through a = 0.4778(2μC6/h̄2)1/4 [180], and μ is
the reduced mass of the two bodies.

For many small molecules, a typical value of C6 is a few
tens to hundreds of atomic units (Eha6

0), and the C1/4
6 depen-

dence of βQ-Q means a good estimate is not critical. Using C6

coefficients from an approximate formula in [181], we obtain,
including an extra factor of two as noted in [179], values of
βQ-Q slightly less than 1 × 10−10 cm3/s for many molecules,
and assign βQ-Q = 10−10 cm3/s for Q, which is consistent
with typical values in [179]. In the main text, we keep in mind
the strong likelihood that universal loss does not occur for
Q, in which case two-body losses may not limit the trapped
density. By experimentally observing the two-body loss rate
for molecules in our trap, we will be able to provide useful
insight into the nature of cold collisions and the mechanism
of universal loss.

2. Collision-induced absorption

In high-density gases, optical transitions that are forbidden
for single molecules can become allowed through collision-
induced absorption (CIA) [182]. To our knowledge, of the
molecules in Table I, only O2 exhibits CIA at 1064 nm. From
Fig. 1(b) of Ref. [183], the absorption of this feature is
αCIA = 10−6 cm−1am−2 = 1.39 × 10−45 cm5/molecule2. As-
suming every CIA event leads to loss, the resulting two-body
loss coefficient is β = αCIAI/h̄ω = 2.2 × 10−15 cm3/s, which
is small compared to other two-body loss coefficients consid-
ered in Fig. 6. It therefore appears that even in the worst case
of CIA features centered at 1064 nm, the densities required to
induce absorption are high compared to those we expect to see

in our experiment. CIA effects can therefore be ignored in our
experiment.

APPENDIX F: TRAP HEATING AND LOSS FROM
ROTATIONAL RAMAN SCATTERING

Here, we compute the rotational Raman scattering (RSS)
loss term 
RR of Eq. (7). RRS from the J = 0 rotational
ground state to the J = 2 excited state increases a molecule’s
internal energy by �ERR = 6B, which is ∼15 K, and hence
greater than Ttrap, for many molecules in Table I. Rotationally
inelastic collisions typically occur once per ∼10 elastic colli-
sions [123], which is 104 s−1, much faster than RRS rates in
Table I. We therefore assume molecules are only rotationally
excited once before being immediately rotationally cooled to
the ground state, whereby their rotational energy is converted
to translational kinetic energy.

In Q(J = 2)–Q(J = 0) inelastic collisions, which occur at
a rate νQ-Q,i, on average �ERR is split evenly between the
molecules, so most likely a molecule will be ejected from the
trap. On the other hand, in Q(J = 2)–He inelastic collisions,
which occur at a rate νQ-He,i, only μ/mQ = 1/8.5 of �ERR

goes to the molecule’s translational energy, the rest being
carried away by the much lighter He atom. Therefore, while
the fraction νQ-Q,i/(νQ-He,i + νQ-Q,i ) of RRS events simply
lead to loss, the remaining fraction νQ-He,i/(νQ-He,i + νQ-Q,i )
do not. They instead lead to heating of the sample of N
trapped molecules, increasing the total kinetic and potential
energy of the trapped sample at a rate Ėh = μ

mQ
�ERRWRRN .

This heating will lead to some molecule loss, which we can
bound above by assuming, conservatively, that the buffer-gas
cooling does not compensate for Ėh at all, and the heat is
instead balanced exclusively by molecule loss. Every time
a thermalized molecule is lost from the trapped sample, it
carries away on average (η + κ − 3)kBT of energy (κ = (1 −

(5, η))/(η
(3, η) − 4
(4, η)), where 
 is the incomplete
Gamma function [134]). Balancing Ėh with this loss and com-
bining with the Q(J = 2)–Q(J = 0) case, an upper bound for
the overall loss rate due to RRS is


RR = − νQ-He,i

νQ-He,i + νQ-Q,i

(μ/mQ)�ERRWRR

(η + κ − 3)kBT
N

− νQ-Q,i

νQ-He,i + νQ-Q,i
WRRN. (F1)

This loss term has a nonlinear dependence on N as νQ-Q,i

depends on the trapped density.
To evaluate Eq. (F1), inelastic collision cross sections are

required. For N2 [Fig. 6(d)], we approximate He–N2 inelastic
collision cross sections using the elastic cross section from
[125] and the inelastic-to-elastic collision ratio from [184],
and we take the N2–N2 inelastic collision cross sections from
[185,186]. We estimate the inelastic N2–N2 and N2–He cross
sections at 1.5 K to be 100 and 40 Å2, respectively.

APPENDIX G: LASER-INDUCED BREAKDOWN

Laser-induced breakdown occurs when an electron created
in the laser beam, for instance by multiphoton ionization
(MPI), is heated by inverse bremsstrahlung in collisions with
neighboring molecules to above the ionization energy of a
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FIG. 7. Laser-induced breakdown simulations. Simulations de-
termine when one electron spawned in the beam creates more than
one electron in the laser beam before it diffuses out. The solid
curve includes electrons created independently through multiphoton
ionization (MPI) before the electron diffusion out of the beam. The
dashed curve ignores these electrons and purely counts electrons
formed by impact ionization. The red-filled region is that bounded
below by the solid curve, indicating the region where breakdown
occurs. Inset are the CH4 densities used in the simulation, which are
taken from the steady state of Eq. (7), despite the fact that the model
is not strictly valid at the comparatively high densities used in this
simulation. Here, we fix nCH4,LR/nHe = 1/100 and assume universal
loss in Eq. (7). Our conclusions on breakdown are not sensitive to
these choices.

molecule, so it can free new electrons by impact ionization.
This can lead to exponential growth in the electron number.
The process is well understood in high-intensity, pulsed lasers
and at high gas densities [104,187–191]. However, the treat-
ment of breakdown in continuous-wave (CW) laser beams is
often left as an afterthought, because CW intensities are rarely
high enough to induce breakdown.

Fortunately, the theory of breakdown in CW laser beams
is straightforward. In this case, breakdown can be treated
as an electron diffusion problem: breakdown occurs when
an electron spawns in the beam and causes more than one
ionization event before it leaves. Once outside the beam, the
electrons will cool down rather than be collisionally heated,
and eventually recombine with ions, and so will no longer
contribute to further ionization events. We do not consider
the ion motion as contributing to breakdown, because the
collisional heating rate of the ions is suppressed by their much
higher mass.

At the relatively low buffer gas densities we are inter-
ested in, macroscopic treatments of breakdown [189] are not
required, and it is instead numerically tractable to simulate
entire electron trajectories through the laser beam. Electrons
are spawned at the center of the beam in the radial direction,
and within a Rayleigh range of the focus in the axial direction.
Based on Ref. [187], their initial energies are drawn from a
Boltzmann distribution with mean energy I0/3, I0 being the He
ionization energy. For self-consistency, we have confirmed in
our simulations that electrons formed from impact ionization
events at intensities of order 100 GW/cm2 have roughly this
energy. The electron motion is modeled stepwise, with step

sizes drawn from an exponential distribution of mean size le,
where le is the electron mean free path, computed as

1

le
=

∑
gas i

∑
process j

niσi j, (G1)

where i indexes between Q and He, ni represent the gas num-
ber densities, and σi j is the cross section for electron collisions
with gas i that lead to process j. The gas densities are taken
to be consistent with Eq. (7) during the loading phase, and
we assume there is no ion density, as electron multiplication
begins before there is a large number of ions in the beam.
The processes we consider are elastic collisions, electronically
exciting collisions, and ionizing collisions. Exciting collisions
are counted as ionizing collisions as the trap light would likely
ionize any electronically excited molecule. In each case, we
treat the gas particles as stationary targets due to their much
lower velocity, and model the cross sections as spherically
symmetric for simplicity.

In each collision, a number of photons may be absorbed
due to inverse bremsstrahlung, which modifies the cross sec-
tions. For an exciting or elastic process with a laser-free cross
section σ

(0)
E1→E2

(E1), the cross section is modified to [192–195]

σ
(0)
E1→E2

(E1) →
∞∑

n=−∞
σ

(n)
E1→E2

=
∞∑

n=−∞
σ

(0)
E1+nh̄ω→E2

(E1 + nh̄ω)

×
√

1 + nh̄ω

E1
J2

n

(
eE0

meω2
|�kx|

)∣∣∣∣
E2=E1+nh̄ω>0

, (G2)

where n represents the number of photons absorbed in the
process, e the electron charge, E0 the electric field amplitude,
me the electron mass, ω the optical angular frequency, Jn the
nth-order Bessel function of the first kind, and �kx the change
(along the axis of optical polarization, here the x axis) in the
electron’s k vector in the collision. We do not modify cross
sections in which a third body is created in this way.

In our simulations, we use a particular target, CH4, to
represent Q, because electron-impact cross section data is
difficult to choose for Q. The energy-dependent, laser-free
cross sections for helium are compiled from Refs. [196]
(elastic), [197] (exciting), and [198] (ionizing). CH4 cross
sections are taken from Song [199], except for dissociation
cross sections (which we take to be inelastic but not ionizing)
which are found in Ref. [200] and multiplied by 2 to fit with
Song’s sparsely populated but likely more accurate data. The
binary encounter dipole model (Ref. [201] for helium and
Ref. [202] for methane) is used to draw electron velocities
after impact ionization events to continue their trajectories.
Other molecules, like N2 and O2, have similar orders of mag-
nitude for their electron-impact cross sections [203,204], so
we believe that our conclusions for breakdown in a mostly
helium He–CH4 mixture will generalize to other species we
would like to trap.

One challenge with using these cross sections is that le de-
pends on the local light intensity and gas density. One would
need to update le depending on where the electron moves
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in one step, which is itself determined by le. We overcome
this using a “feedforward” method, in which le is determined
by the local intensity and densities at the previous step. We
expect this to only cause small errors, and this approximation
is needed to make the problem tractable.

Armed with the relevant cross sections, at each step
of mean distance le and random direction, we stochasti-
cally decide which process occurs and how many photons
are absorbed with relative weights niσ

(n)
i j . From the chosen

process, we update the electron energy, and count whether an
ionization event has occurred. We also update the electron
energy by the ponderomotive potential, which causes minimal
change to the simulation results. We stop an electron’s simu-
lation when it has moved three waists from the beam’s central
axis. We also track the total time taken for the electron to
diffuse, and we can add electrons spawned from multiphoton
ionization (MPI) during this time to compute the breakdown
condition when MPI is included. We count how many elec-
trons are created from each electron we spawned, and if this

number is greater than one, we decide that breakdown has
occurred.

The results are shown in Fig. 7. It is known that in the dif-
fusive breakdown regime, the intensity threshold Ith depends
on the gas pressure p as [190]

Ith ∼ p−2/m′
, (G3)

where m′ is a constant near 1. For breakdown dominated
by MPI instead of electron diffusion, this constant m′ be-
comes quite large, and the pressure dependence becomes
small. We can see both of these regimes in Fig. 7. When
MPI electrons are ignored, there is a strong dependence
on pressure, but when they are added, Ith becomes a slow-
varying function of pressure at high enough intensities.
Breakdown appears to occur at densities and intensities
much higher than we will require, so it will not limit our
experiment.
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