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Experimental critical dynamics of 3-methyl pyridine/D2O mixtures
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We observed criticality in the structure and dynamics of a three-dimensional (3D) and two-dimensional (2D)
Ising system consisting of 3-methyl pyridine (3MP)/D2O without and with antagonistic salt. We could describe
both dynamic criticalities by the Kawasaki crossover function. The dynamic critical exponent was z = 0.063 ±
0.020 and 0.005 ± 0.019 for three and two dimensions, which confirms earlier observations in the 3D case
and confirms expectations in the 2D case. The amplitudes of the critical dynamics are governed by the bare
viscosities experimentally, and by the coefficient R theoretically [the latter is proportional to (4 − d )−1 with the
dimensionality d]. This finding is in accordance with the lubrication effect [N. Gov, A. G. Zilman, and S. Safran,
Phys. Rev. E 70, 011104 (2004)], which is also connected to lamellar systems of the Brazovskii criticality [M.
Gvaramia et al., Colloid Polym. Sci. 297, 1507 (2019)]. This lubrication effect is tightly connected to a laminar
flow enforced by the domain structure, and it also holds for our 2D Ising system. The experimental techniques
employed were small-angle neutron and x-rays scattering for the static criticality, and dynamic light scattering
and neutron spin echo spectroscopy for the critical dynamics. Furthermore, the criticality of the viscosities was
measured.
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I. INTRODUCTION

It is a general, highly interesting question as to what
impact confinement has on fluid mobility. The latest devel-
opments of electrolytes are based on water with polymers
and lithium salts, which may display electrochemical changes
[the solid electrolyte interphase (SEI)] close to the electrode
[1]. Apart from chemical modifications, the physical transport
properties, i.e., the electrolyte mobility, and the ion transport
properties at the interface are responsible for the maximum
current at which the batteries can be charged or discharged
[2]. Also in fuel cells and electrolyzers, the proton mobility in
the porous membrane is important for the performance of the
whole cell [3].

The confinement can be exerted by a single-sided wall or
nanopores. For polymers, we find higher and lower mobility in
nanopores [4]. Ionic liquids display a higher mobility in mild
confinement of nanopores [5]. Single-sided confinement may
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increase or decrease the mobility [6]. Due to the charges and
hydrophobic moieties, the exact structure of the pore surface
is of minor interest [7]. Confinement on the single molecule
scale is possible in carbon nanotubes [8], but it is beyond the
scope of the current manuscript.

For the classification of mobility changes under con-
finement, the fluid type also has an important impact. The
Brazovskii class of fluids [9–11]—to which microemulsions
are also counted—display a lubrication effect [12] when
exposed to single-sided planar walls. Here, the otherwise
random orientation of alternating domains is oriented in a
lamellar arrangement of domains close to the walls [13]. The
lamellae allow a sliding of the domains against each other and
all flow fields stay laminar, which means a higher mobility of
the fluid due to a single-sided planar confinement. A detailed
study about microemulsions and crude oils exposed to planar
surfaces from clay particles can be found in the literature [14].
Also diblock copolymer blends display facilitated flow in a
shear field between parallel plates [15]. To our knowledge,
the critical dynamics of the Brazovskii type of fluids has only
been studied to a small extent.

A complementary type of fluid is the binary Ising fluid
[16,17]. It lacks amphiphilic materials, and so domains are
only an issue of critical composition fluctuations close to the
phase boundary. So the size of domains is directly influenced
by the criticality. One example is the mixture of 3-methyl-
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FIG. 1. The experimental phase diagram from Sadakane [18] of
the 3MP/D2O system without (black) and with (red) antagonistic salt
sodium tetraphenylborate (5 mmol/L). The system is one-phase at
lower temperatures. The reentrant phase diagram describes demixing
at intermediate temperatures, and the one-phase range at elevated
temperatures is omitted in our study. The blue line indicates the 3MP
concentration of this paper, where we only vary the temperature. The
orange line indicates the Lifshitz line of the system with antagonistic
salt: At low temperatures, an additional lengthscale appears from the
charge density waves, which then is lost in the narrow temperature
range close to the phase boundary of demixing.

pyridine (3MP, or 3-picolin) and heavy water (D2O) among
others [18,19]. But also single-component supercritical gases
are well-studied examples [20]. They all fall in the case of
three-dimensional Ising criticality, which is usually confirmed
by the critical exponents of the susceptibility or the correlation
length. A recent study of the Widom line [21] focuses on
special properties of supercritical CO2 that is not the focus
of the current study.

A rather complicated system is obtained from the
3MP/D2O system when adding antagonistic salt (or also ionic
surfactants). In Fig. 1 we display the experimental phase dia-
gram of 3MP/D2O without and with antagonistic salt sodium
tetraphenylborate. The phase boundary is lifted by the addi-
tion of antagonistic salt by about 6 K (this seems to be a
general impact of salt additives [22]). The 3MP concentra-
tion of this paper is highlighted by the vertical blue line. A
Lifshitz phase diagram is found experimentally when adding
antagonistic salt [18], because now an Ising system meets
the amphiphilicity from the additive, and so, in principle,
a Brazovskii Hamiltonian applies [23,24]. This criticality is
found at lower temperatures and is indicated by a very weak
peak in the SANS patterns. At a narrow temperature range
close to the critical temperature, the system loses the addi-
tional lengthscale of the Lifshitz criticality, and experiments
display a two-dimensional Ising criticality for the compo-
sition fluctuations [18] that seems to persist even at lower
temperatures. This is due to the very low concentrations of
additive: The charge-density waves happen on much larger
lengthscales [23–25] (i.e., the additional lengthscale of the
Lifshitz criticality) and so it must be the wave-fronts that
propagate through the material and impinge a 2D confinement
to the dominating composition fluctuations. A sketch for this
situation is depicted in Fig. 2. Most of the ions are aligned

FIG. 2. A sketch for the charge density waves in the 3MP/D2O
mixture with antagonistic salt. The domains are colored orange for
3MP and blue for D2O. The respective ions are indicated by circles,
and their charge is inside the circles.

in planes between the domains of 3MP and D2O. The charge
density waves lead to breathing modes of the different encap-
sulated domains. They propagate perpendicular to the planes,
and their typical wavelengths are much larger than the domain
sizes themselves. When the system becomes more critical, the
domain sizes grow and the concentration of charges at the
domain surfaces becomes higher. But the exact mechanisms
are still under debate. At high salt concentrations, this splitting
of lengthscales does not occur anymore [19,26–28].

The aspect of dynamic asymmetry was raised for mainly
polymer/solvent systems by Tanaka [29,30]. However, the
viscosities of 3MP and D2O are very similar [31] and so
dynamic asymmetry can be safely neglected. This is also
reflected by a strong coupling of motions between the two
components as found by quasielastic neutron scattering ex-
periments [32]. For the sake of curiosity, we would like to add
that 2D and 3D Ising criticality can also be found in magnetic
systems [33], however long-range dipolar interactions cause
complications and so these systems are not really comparable
to our work.

In this manuscript, we describe the criticality of a 3D and
2D Ising system formed by 3MP and D2O without and with
antagonistic salt. We describe the static criticality, i.e., the
susceptibility and the correlation length, and then we con-
tinue with the critical dynamics measured by spectroscopic
scattering experiments. The results are discussed in the con-
text of current literature, and a conclusion is drawn.

II. THEORY

We briefly describe the static criticality of 3D and 2D
Ising systems for the forward scattering I (Q → 0) and the
correlation length ξ of a small-angle scattering experiment.
Here, the scattering intensity I (Q) is observed as a function of
the scattering vector Q, which is proportional to the scattering
angle θ at small angles according to Q = (4π/λ) sin(θ/2). It
carries the reciprocal unit of a length from the wavelength λ.
So, an intensity peak at Q∗ can be directly related to a real
space length � = 2π/Q∗, which is also known as the Bragg
relation. For small Q the scattering intensity of an Ising system
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TABLE I. The universal critical exponents of the 2D and 3D
Ising behavior in the one-phase system.

Exponent 2D Ising 3D Ising

γ 7/4 1.239
ν 1 0.627

is described by the Ornstein-Zernicke law [34]:

I (Q) = I (Q → 0)

1 + ξ 2Q2
. (1)

The forward scattering I (Q → 0) also plays the role of
susceptibility. Its criticality close to the critical point (in the
one-phase region) takes the following temperature depen-
dence:

I (Q → 0) = I0τ
−γ . (2)

I0 is the critical amplitude, and τ is the reduced tempera-
ture, i.e., τ = |T − TC|/TC. The critical exponent γ describes
how quickly the scattering intensity diverges at the critical
temperature TC. For compositions that are slightly different
from the critical composition, the spinodal temperature TS

takes the role of the critical temperature in a temperature scan
experiment. For the correlation length ξ , a similar behavior is
found:

ξ = ξ0τ
−ν . (3)

The critical amplitude is ξ0 and the critical exponent is
called ν. For 2D and 3D Ising systems, the critical exponents
are universal and are listed in Table I.

While the static criticality, i.e., the susceptibility and the
correlation length, is well reported for the 3MP/D2O system
with/without additive, the criticality of the transport proper-
ties, i.e., the viscosity and the diffusion constant, has not been
reported so far. In classical 3D Ising systems, this has been
analyzed experimentally [35,36] and theoretically [37,38]. So,
for instance, the long-range diffusion constant scales as

D = kBT

6πηξ
= kBT

6πηbQz
0ξ

1+z
. (4)

Here, the criticality of the viscosity is split off by the
term (Q0ξ )z = τ−x from the bare viscosity ηb that displays
an Arrhenius or Vogel-Fulcher temperature behavior (see the
discussion below). The critical amplitude Q0 is determined
by the critical amplitude of the temperature dependence of
the correlation length according to Q0 = ξ−1

0 . The exponent
z = x/ν can be split in the critical temperature dependence of
the viscosity and the correlation length. Experimentally and
theoretically [36,39], it was confirmed that x = 0.042 and so
z = 0.067.

The 2D Ising criticality of the transport phenomena
becomes obscure because of the Pomeau logarithmic diver-
gence. At short times, the diffusion describes a random walk
still, while at longer times the diffusion crosses over to a
different power law [38]. So strictly speaking, the transport
of the 2D Ising case would be governed by different physics.
However, we could measure the classical diffusion of the
3MP/D2O system with additive. From earlier estimations

[40], the exponent z would be governed by criticality of the
heat capacity and the correlation length, i.e., z = α/ν, and so
in the 2D Ising case this exponent would change to z = 0
due to the logarithmic divergence of the heat capacity in
two dimensions with α = 0. More details will be given in
the discussion below. An alternative argument was given by
Hohenberg and Halperin [41]. They derived for the diffusion
constant D = λ/χ ∼ ξ 2−d [Eq. (2.22)], with λ being the ther-
mal conductivity and χ the susceptibility.

Using scattering experiments, the diffusion can be mea-
sured on long and shorter lengthscales. The diffusion then
displays a crossover behavior from the classic hydrodynamic
diffusion [as Eq. (1)] to the critical diffusion where the critical
fluctuations dominate the behavior. The diffusion constant
now reads [37]

D = kBT

6πηξ
R(Qξ ). (5)

The lengthscale dependence (X = Qξ ) is now included in the
crossover function:

(X ) = K(X )(1 + b2X 2)z/2, (6)

where the Kawasaki crossover function reads [42]

k(X ) = 3

4X 2
[1 + X 2 + (X 3 − X −1) arctan(X )]. (7)

In the 3D Ising case, the coefficients read R = 1.02 and b =
0.55.

III. MATERIALS

The chemicals 3-methyl-pyridine (3MP, 99.5% pu-
rity) and the antagonistic salt sodium tetraphenylborate
(NaBPh4, 99.5% purity) were purchased from Sigma Aldrich,
Taufkirchen and used as received. Heavy water (D2O, 99.8%
purity) was purchased from Armar Chemicals, Döttingen and
used as received. The 3MP/D2O mixtures were mixed by
volume (35%vol 3MP). Using a balance and pipettes, the mo-
larity of 6 mmol/L of the antagonistic salt was adjusted. The
critical temperatures of 311.5 and 315.8 K of the 3D and 2D
Ising systems could vary slightly with different experimental
setups (±1.5 K) due to differing temperature gradients while
the statistical precision was much better than the worst case
of ±10 K. The systems are lower critical solution temperature
(LCST) systems.

IV. EXPERIMENTS

SANS experiments have been performed at the instrument
18M-SANS at the research reactor HANARO, Republic of
Korea. The neutron wavelength was λ = 5 Å, and 10 Å de-
tector distances of 3.1 and 9.1 m were used. The neutron
velocity selector had a wavelength spread of ±15% (FWHM).
The intensities were calibrated using the secondary standard
of porous silica. All data were corrected for background scat-
tering and radially averaged to obtain intensities as a function
of the scattering vector Q = (4π/λ) sin(θ/2) for isotropic
scattering, and θ being the geometric scattering angle.

SAXS experiments were performed by a laboratory
based SAXS/WAXS/USAXS beamline KWS-X (XENOCS
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FIG. 3. (a) Zimm plot of the 3D Ising system obtained from SANS. The lower density of data points at higher Q results from the second,
shorter detector distance. The temperatures were (from top to bottom) 293.2, 296.2, 299.2, 302.2, 304.2, 305.2, 306.2, 307.2, 308.2, and
309.2 K. (b) Zimm plot of the 2D Ising system obtained from SANS. To cover the two different slopes of the measurement, the considered
Q-range was extended. The temperatures were (from top to bottom) 293.2, 296.2, 299.2, 302.2, 305.2, 307.2, 311.2, 313.2, 314.2, and 315.2 K.

XUESS 3.0 XL Garching) at JCNS MLZ. The x-ray source is
a D2+ MetalJet (Excillum) with a liquid metal anode operat-
ing at 70 kV and 3.57 mA with Ga Kα radiation (wavelength
λ = 1.314 Å). Solution samples were measured in a glass
capillary (1.5 mm ID) that was kept from 20 and 45 ◦C in a
temperature-controlled Peltier stage. The sample to detector
distances (SD) were 0.65 and 1.691 m, which cover the scat-
tering vector q range from 0.005 to 0.35 Å−1. The scattering
patterns were obtained with a short exposure time 600 s and
repeated six times. The SAXS patterns were normalized to
an absolute scale, corrected for background, and azimuthally
averaged to obtain the intensity profiles. Details about the
instrument can be found on the producer’s web page.

DLS measurements have been performed at an LS Spec-
trometer from LS Instruments [43]. The wavelength was λ =
660 nm with a negligible wavelength spread. Samples were
measured in cylindrical quartz cuvettes with a diameter of
5 mm and a wall thickness of 0.4 mm. Rectangular cuvettes
were used for reducing the laser path length with the thickness
of 1.25 mm and an optical path of 10 mm (by measuring
close to the corner at a scattering angle of 90◦). During the
measurements, the cuvettes were immersed in a temperature-
controlled bath of the index matching solvent decalin. The
scattering angles were rendered from 30◦ to 135◦ in 5◦ steps.
Each collected spectrum was repeated three times in order
to determine statistical errors and spikes from dust particles.
Data with larger statistical errors than 10% were neglected in
the following.

NSE measurements have been performed at the Neu-
tron Spin Echo Spectrometer NSE at the Spallation Neutron
Source SNS in Oak Ridge, USA [44]. Neutron wavelength
bands of λ = 3–6 and 6–9 Å have been used. For resolution
reference, elastic scatterers (Al2O3 and grafoil) were mea-
sured. The reduction of the data was performed by the new
software DrSpine [45], and so correlation functions were ob-
tained in a Fourier time space from 0.1 to 50 ns and Q-space
from 0.04 to 0.27 Å−1. All samples were measured in Hellma
quartz cells with a thickness of 2 mm in the standard sample
environment with temperature control by a thermalized air

stream via the Thermojet ES (SP Scientific, Warminster, PA,
USA). Intermediate scattering functions were measured be-
tween 20 and 36 ◦C for the 3D Ising system in 10 temperature
steps and 20 and 40 ◦C for the 2D Ising system in eight
temperature steps.

Viscosity measurements have been performed on a Lo-
vis 2000 M/ME rolling-ball viscometer from Anton Paar,
Graz, Austria following Höppler’s falling ball principle. This
method is highly accurate for viscosities being not very dif-
ferent from water as in our case. Apart from viscosities, the
instrument also determines the density with the DMA M
density meter option using the U-tube technology based on
the Pulsed Excitation Method. Details can be found on the
producer’s webpage.

V. RESULTS

We present the SANS data of the 3D Ising system as
Zimm plots [Fig. 3(a)], where the forward scattering I (0)
and the correlation length ξ can be obtained from the linear
regression as I−1(Q) = I−1(0)(1 + ξ 2Q2). One can see that
the system becomes critical with increasing temperature as
the forward scattering I (0) increases. The correlation length
behaves similarly, as the slope in the Zimm plot only varies
slightly. The same measurements have been performed as
SAXS experiments, which we summarize in the Supplemental
Material [46].

We also present the SANS data of the 2D Ising sys-
tem as Zimm plots [Fig. 3(b)] because the influence of
the amphiphilic additive is relatively small. The scatter-
ing function proposed by Onuki and Kitamura [23] reads
I−1(Q) = I−1(0)[1 + {1 − κ2/(1 + λ2

DQ2)}ξ 2Q2], with κ de-
viating slightly from 1, and the Debye length λD = 39.25 Å.
The theory is based on a Ginzburg-Landau approach that de-
scribes preferential solvation around the charges of NaBPh4.
Close to the critical point, strong electrostriction is described.
Within the Born approximation, the Ornstein-Zernicke scat-
tering diverges, and multiple scattering effects renormalize the
scattering function. All reciprocal scattering curves display
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FIG. 4. (a) The criticality of the correlation length ξ as a function
of the reduced temperature τ of the 3D Ising system determined by
SANS and SAXS. Due to temperature gradients and possibly not
complete background subtraction, the SAXS data display deviations
in terms of the critical temperature and absolute values of ξ . The crit-
ical exponent was set to 0.629. (b) The criticality of the correlation
length ξ as a function of the reduced temperature τ of the 2D Ising
system determined by SANS. For the solid line, the critical exponent
was set to 1.00. For all plots, the error bars are of the symbol size
as one can see from the error bars in the open symbols of the SAXS
measurements.

a smaller slope at smaller Q compared to larger Q. This is
an effect of the nonzero value κ . The correlation length is
represented by the slope at higher Q in the range of the
presented Zimm plot, while the low-Q end originates from the
charge density waves. The detailed results from our analysis
are presented below. Again, SAXS results are summarized in
the Supplemental Material [46].

We present the criticality of the the correlation length of
the 3D Ising system from SANS and SAXS data in Fig. 4(a),
and we refer the reader to the Supplemental Material [46]
for the extrapolated forward scattering (S2a). The measured
data comply with fixed critical exponents of γ = 1.239 and
ν = 0.629. Details for the fitting parameters are found in
Table II. As the forward scattering and the correlation length
take quite large values close to the critical temperature, we
can state that the system is quite close to the critical point and
the phase transition is quasi-second-order. It is evident that the
SAXS data do not agree with the SANS data. The reasons for
the deviations are the incomplete background subtraction and
temperature gradients of the sample holder for the capillaries
in vacuum. The construction of the SANS sample holder is
much more closed around the banjo cuvettes, so the temper-
ature gradients are to a large extent avoided. The background
in SANS experiments can also be well determined. So in the

TABLE II. The parameters of the static criticality measured by
SANS for the 3D Ising and the 2D Ising systems.

Parameter 3D Ising 2D Ising

I0 (cm−1) 0.0878 ± 0.0026 0.0398 ± 0.0024
TC (K) 309.96 ± 0.25 315.78 ± 0.62
γ 1.239 fixed 1.75 fixed
ξ0 (Å) 11.54 ± 0.34 1.300 ± 0.040
TC (K) 310.06 ± 0.24 316.40 ± 0.47
ν 0.629 fixed 1.00 fixed

FIG. 5. The measured viscosities of the 3D Ising (black) and
2D Ising (red) system with model fits according to Eq. (8) (blue
and green). The solid lines (black and red) below indicate the bare
viscosities ηb.

following, we will only discuss the static criticality measured
by SANS.

We also present the criticality of the correlation length of
the 2D Ising system from SANS and SAXS data in Fig. 4(b)
(the forward scattering can be found in the Supplemental
Material [46], Fig. S2b). The measured data comply with fixed
critical exponents of γ = 1.75 and ν = 1.00. Details for the
fitting parameters are found in Table II. It is evident that the
SAXS data do not agree with the SANS data for the same rea-
sons as mentioned before. The charge density wave influences
the forward scattering I (Q = 0) at low temperatures, i.e., far
away from the critical temperature. Here, also the κ-values of
the SAXS measurements are considerably larger than 1 (see
the Supplemental Material [46], Fig. S3). The temperature
shift of the 2D Ising systems with respect to the 3D Ising
system can be explained by the ionic nature of the salt [22].
All the static criticality experiments serve to determine the
critical amplitude ξ0 of the correlation length. We preferred
the SANS experiments because we believe the systematic
experimental errors are much lower compared to SAXS.

The viscosities of the 3D and 2D Ising system are presented
in Fig. 5. Earlier published measurements did not describe
any criticality [31]. At higher temperatures, the Vogel-Fulcher
[47,48] dependence ηb dominates while the criticality dom-
inates towards lower temperatures. The data at the lowest
temperatures below the “divergence” of the viscosity are just
presented for reference. The solid lines present the fitted
curves to the theoretical expression as follows:

η = η0 exp

(
A

T − T0

)
︸ ︷︷ ︸

ηb

·
(

TC − T

TC

)−xη

. (8)

Both systems could be described successfully with this
theory. The resulting parameters are presented in Table III.
The bare viscosities are presented as solid lines in Fig. 5. For
the 3D Ising system, we use the full dependence of the vis-
cosity η = ηb(Q0ξ )y by just rewriting the criticality in terms
of the correlation length ξ with y = xη/ν and Q0 = ξ−1

0 . So
we stress that the original measured range of the viscosity
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TABLE III. The parameters to describe the viscosity of the 3D
and 2D Ising system.

Parameter 3D Ising 2D Ising

η0 (mPa s) 0.0231 ± 0.0113 0.0138 ± 0.0036
A (K) 643.9 ± 127.2 629.5 ± 61.0
T0 (K) 156.4 ± 12.6 166.3 ± 5.7
TC (K) 311.5 ± 0.3 320.8 ± 0.1
xη 0.040 ± 0.005 0.162 ± 0.006

is applied in terms of an interpolation, which means that
the statistical errors of 0.2% apply independent of the larger
statistical errors of the fit parameters. For the 2D Ising system,
we apply the same method, but—as we will see—the exponent
y from the spectroscopic scattering experiments is different
from the one derived from the viscosity measurements with
xη = 0.162. Other binary systems could possibly confirm this
exponent experimentally [49] that theoretically could be even
larger (xη = 0.33) [50]. The charge density waves impose a
lamellar structure on the 2D Ising system, which supposedly
is aligned in the shear field. So the criticality of the viscosity
has a different meaning from the one used for the scattering
experiments. The statistical error of the bare (Vogel-Fulcher)
viscosity ηb is only in the range of 0.5% for the 2D Ising
system when being used in the interpretation of the dynamic
scattering experiments. We also stress that the critical temper-
ature of the 2D Ising system is shifted to higher temperatures
by about 4 K (if compared to Table I). Thus, the shear field
seems to stabilize the one-phase region. The main point of this
observation is that the bare viscosity is unchanged by this little
temperature shift of the critical temperature and still can be
used for the analysis of the dynamic scattering experiments.
We also want to stress that critical viscosity measurements
have been conducted before [51].

The densities measured in parallel with the same instru-
ment displayed a first-order phase transition, but they are only
shown in the Supplemental Material [46] of this manuscript.
So the experimental system did not completely hit the critical
composition, but it came very close. The transition tempera-
tures of the density measurements completely agree with the
viscosity measurements.

The raw data of DLS measurements at 20 ◦C are depicted
in Figs. 6(a) and 6(b). We can see that the 3D Ising system
could be well described using a single exponential function.
The small shoulder at Q = 0.000 49 Å−1 was a rare event for
the lowest Q and lower temperatures. So we generally ignored
this very weak second process, which might be the second
slow mode being dominated by thermal diffusivity [52]. Only
hydrophobic impurities may amplify a small mode dramati-
cally [53,54] (and clathrates have also been found [55]). The
2D Ising system needed to be described by two exponential
functions. Since the faster times are similar in both measure-
ments, we addressed them for the composition fluctuations
of 3MP and D2O, while we connected the slower times to
the charge density waves, which are much stronger than the
thermal diffusivity modes of the 3D system. We omitted this
contribution only if the second process was insignificant in
the model fit. For the 2D Ising system, we observed clear
indications of multiple scattering (the laser power was reduced
by the instrument, and the last five temperatures displayed ele-
vated, Q-independent diffusion constants). So we remeasured
the sample in a rectangular cell with shorter light paths at 90◦
scattering angle. We obtained a general correction factor of
0.7 for all diffusion constants, and the last five temperatures
were adjusted to have a constant master curve (see Fig. 8) for
all DLS data. A general correction of DLS data with multiple
scattering by constant factors was motivated in Ref. [56].

With NSE, the intermediate scattering function is measured
similar to DLS, but on molecular lengthscales and timescales.
A review and the capabilities of NSE are, for example,
described in Ref. [57]. The raw relaxation curves of the NSE
measurements at 20 ◦C are displayed in Figs. 7(a) and 7(b).
All spectra were analyzed using a single (nonstretched) ex-
ponential to describe each relaxation curve. An amplitude
slightly smaller than 1 had to be used. Both the 3D Ising and
2D Ising system stayed in the same range of relaxation times,
indicating the small perturbation by the antagonistic salt.

VI. DISCUSSION

The summary of the spectroscopic scattering experiments
is displayed in Fig. 8. Here, all scaled diffusion constants are
collected for the 3D Ising and 2D Ising system. The data of

FIG. 6. (a) The DLS spectra of the 3D Ising system at 20 ◦C with Q = 0.000 49 Å−1 (black), 0.000 95 Å−1 (red), 0.001 35 Å−1 (green),
0.001 65 Å−1 (blue), and 0.001 76 Å−1 (cyan). All spectra were analyzed using a single exponential function. (b) the DLS spectra of the 2D
Ising system at 20 ◦C with the same Q and the same colors. All spectra were analyzed using two exponential functions, and only if the second
exponential was negligible was it omitted.
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FIG. 7. (a) The NSE spectra of the 3D Ising system at 20 ◦C with Q = 0.041 Å−1 (black), 0.051 Å−1 (red), 0.060 Å−1 (green), 0.070 Å−1

(blue), 0.080 Å−1 (cyan), 0.090 Å−1 (magenta), 0.104 Å−1 (dark yellow), 0.121 Å−1 (dark blue), 0.138 Å−1 (dark purple), 0.162 Å−1 (brown),
0.181 Å−1 (dark green), 0.203 Å−1 (blue-green), 0.230 Å−1 (dark-dark blue), 0.249 Å−1 (orange), and 0.268 Å−1 (purple). All spectra are
described with single exponential functions (solid lines, same color). (b) The NSE spectra of the 2D Ising system at 20 ◦C with the same Q and
the same colors.

each system could be described using the modified crossover
function of Kawasaki [Eqs. (5)–(7)] [42]. The fit parameters
are summarized in Table IV. We used a rather experimen-
tal amplitude A with the dimension Åz, which in theory
should be Ad = Rξ z

0/(8π ) (see Table II). The most impor-
tant dependence on the dimensionality lies in the amplitude
R [39], which theoretically is dominated by the dependence
R ∝ ε−1 = (4 − d )−1 (with d being the dimensionality). This
dependence is well covered by our expectations. The scaling
β shifts the upturn of the curve horizontally to higher Qξ

according to the argument X = βQξ in the crossover function
[Eqs. (6) and (7)]. First of all, this experimental correction is
within a limit of 2±1, and so the theory can be considered as
confirmed. Secondly, the NSE data also showed in previous
experiments that they cross the theoretical dependence at a
given fixed temperature with a different slope [58]. A different
slope can be of two origins: A background contribution to the
diffusion constant (which would need a negative amplitude
to describe the measurements) or a short-scale cutoff due to
the size of the 3MP molecules. The background contribution
with negative amplitude bears conflicts with the thermal sta-

FIG. 8. The summary of the dynamic scattering experiments: the
scaled diffusion constant as a function of the dimensionless length-
scale Qξ . The 3D Ising system is indicated by black symbols, the 2D
Ising system in red. The solid lines are fit functions of Eqs. (5)–(7).

bility of the system towards low temperatures [37,59]. The
short-scale cutoff correction should be rather small within the
measured Q-range. So, at present, we cannot conclude about
the physical origin of the shift factor β. The dynamic exponent
z agrees with expectations. Other 3D Ising systems confirmed
this exponent to a much higher precision [36], and we also
measured the critical exponent x = 0.042 of the viscosity con-
sistently. The 2D Ising exponent of approximately zero would
be motivated by an older argument [40,41] with the exponent
of the heat capacity α being also zero (and both exponents
should be proportional to each other).

The problem of the Pomeau divergence for two dimensions
is solved by the observation of the charge density waves by
DLS. We summarized the diffusion constant in Fig. 9. Here,
the amplitudes get extremely small when Qξ > 0.04, and then
the exact values cannot be obtained anymore. So we conclude
that the charge density waves have a diffusion constant of
DCDW = 0.1 Å2/ns. We compare these modes to osmotic
modes of lamellar surfactant or lipid systems. Here, the repeat
distance fluctuates, and enrichments of solvent can take place.
In our 2D Ising system, the antagonistic salt decorates the
enrichment domains of 3MP and D2O that evolve due to the
critical fluctuations. The charge density waves take place on
large distances, much larger than the correlation length ξ . So,
only the wave-fronts of the charge density waves are confining
the 2D Ising system to this dimensionality. This is a rather
weak confinement. So the solvent molecules of 3MP and D2O
start to diffuse with a random walk within the confinement.
However, they can enter the third dimension at a breakout
time τbr, which is connected to the diffusion constant DCDW

according to τbr = ξ 2D−1
CDW. For an observation at a scattering

vector Q, the corresponding time is τQ = Q−2D−1
DWQ. We can

TABLE IV. The fit parameters of the Kawasaki crossover func-
tion for the dynamics experiments.

Parameter 3D Ising 2D Ising

Ad (Åz) 0.080 ± 0.009 0.042 ± 0.004
β 0.59 ± 0.06 0.64 ± 0.06
z 0.063 ± 0.020 0.005 ± 0.019
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FIG. 9. The diffusion constant of the charge density waves ob-
served by DLS. At large Qξ > 0.04, the amplitude of this mode
is extremely small and so the separation of the two modes gets
computationally difficult. From this experiment, we would expect a
constant DCDW = 0.1 Å2/ns (red line).

see that these times are well above the experimental Fourier
times of the NSE experiments. No charge density waves
are observed in the NSE experiment due to their very low
amplitudes at these large Q. The Pomeau divergence results
from an integral with a kernel of t−d/2dt that describes the
macroscopic viscosity at large times. A pure two-dimensional
system would observe a logarithmic divergence. Computer
simulations describe a completely different diffusion behavior
at large times [38]. In our case, the integral kernel would
cross over between t−1 and t−3/2 at the characteristic time τbr.
A simple approximation would simply use τbr as a cutoff in
the integral. The result is a diffusion within the confinement
for short times, and a more free 3D diffusion at large times.
Thus, classical diffusion could be observed, and the Kawasaki
crossover function could be applied to the 2D Ising system
successfully.

VII. SUMMARY

After determining the static criticality of a 3D Ising and
2D Ising system made of 3MP/D2O and antagonistic salt in
the latter case, we observed the critical dynamics of these
systems using dynamic light scattering and neutron spin echo
spectroscopy. The first method focuses on the hydrodynamic
modes of diffusion, while the second method observes the
dynamics of the critical fluctuations. The whole experiment
could be described by the modified Kawasaki crossover func-
tion. We observed the critical exponent z = 0.06 and z ≈ 0,
respectively. The first value is in agreement with the viscosity
measurements with a critical exponent x = 0.042 [36]. The
second value is in agreement with arguments of the exponent
for the heat capacity being also zero [40,41]. The measured
amplitudes of the Kawasaki crossover function differ by a fac-
tor of approx. 2. The dominating term [39], i.e., the amplitude
R, is predicted to vary with the dimensionality d according
to R ∝ ε−1 = (4 − d )−1. Experimentally, we can connect this
to a difference of the bare viscosity ηb that is approximately
1.5 times lower in the 2D case. This observations promises
higher mobility of 2D confined critical fluids, which could
be highly interesting for electrolytes of batteries close to the
electrodes. So, after observing a higher mobility of fluids of
the Brazovskii criticality close to planar surfaces (the lubri-
cation effect [12]) [14], this observation of 2D Ising fluids
correspondingly promises higher mobility close to planar in-
terfaces.
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