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Multi-scale projection operator method and coarse-graining of covariant Fokker-Planck theory
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A multi-scale projection operator method is developed and applied to study coarse-graining of covariant
Fokker-Planck theory and the associated Ito-Langevin dynamics. Explicit expressions for the renormalized
kinetic coefficients are obtained. It is also proved that the property of detailed balance is preserved by coarse-
graining. These results demonstrate that covariant Fokker-Planck dynamics and covariant Ito-Langevin dynamics
emerge naturally as a consequence of coarse-graining of microscopic dynamics. We illustrate our theory using
several concrete examples.
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I. INTRODUCTION

One of the most important tasks of nonequilibrium statis-
tical physics is to derive macroscopic, irreversible dynamics
from microscopic, reversible dynamics, and thereby obtain
a first principle understanding of macroscopic irreversible
phenomena. For this purpose, one must integrate out a vast
number of fast variables whose dynamics is fast comparing
with experimentally relevant timescales, a procedure usually
called coarse-graining. As a result, one obtains an effec-
tive, low-dimensional dynamic theory for the slow variables.
The effective slow dynamics is parameterized by a set of
macroscopic transport coefficients, which are functions of pa-
rameters in the microscopic dynamics. Coarse-graining is also
frequently applied to stochastic models, which yields lower-
dimensional models that can be more efficiently studied. More
generally, classical thermodynamics may be understood as a
coarse-graining of statistical mechanics, where all variables,
except a few thermodynamic variables, are integrated out.
Renormalization group transformation may also be under-
stood as a special case of coarse-graining, where the theories
before and after coarse-graining are related to each other by a
scaling transformation.

One popular coarse-graining method, known as the pro-
jection operator method, was developed by Nakajima [1],
Mori [2], Zwanzig [3–6], and many others [7–11]. Whilst the
method was initially developed for classical systems, it has
also been generalized to quantum systems [12–17]. It yields
integrodifferential equations for slow variables with colored
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noises, which are called generalized Langevin equations. With
a further Markov approximation, generalized Langevin equa-
tions can be reduced to usual Langevin equations with white
noises. Such an approximation is, however, justified only if
there is a wide separation of timescales between fast and slow
variables. Otherwise, one has to tackle much more challeng-
ing integro-differential equations. The situation was greatly
improved in the “time-convolutionless projection operator for-
malism” [18–20], where the probability density function (pdf)
of slow variables obeys differential equation even without
timescale separation. Whilst this formalism has been success-
fully adapted to the quantum systems [21,22], its application
to classical systems has been rather limited.

In recent decades, methods of stochastic processes have
been successfully applied to study basic problems in nonequi-
librium statistical mechanics. Many exact results such as
fluctuation theorems and work identities have been discov-
ered, and their relations with time-reversal symmetry have
been clarified [23–31]. These exact results, which capture im-
portant and universal features of nonequilibrium fluctuations,
have been derived using either Hamiltonian dynamics, or
stochastic dynamics at different levels, such as Fokker-Planck
dynamics, Langevin dynamics, or master equations. Study of
these important issues leads to the emergence of a new field
called stochastic thermodynamics [32–40]. More recently,
it was discovered that, in some situations [41–46], entropy
production is not invariant under coarse-graining. Whilst it
is generally believed that this is due to the nonequilibrium
nature of some hidden variables, which are not taken into
account in the theory, the precise mechanism is far from clear.
Entropy production is a key concept in nonequilibrium sta-
tistical physics, yet the above results seem to impose serious
challenge on the objectivity of this quantity in nonequilibrium
settings. Stochastic thermodynamics is a diversified field,
where different models and methods are often applied to the
same problem, resulting theories at different levels of coarse-
graining. Regardless of many recent studies [35,42,45–60],
it is not yet fully understood how thermodynamic quantities
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at different levels of description are related to each
other.

The preset paper is the fifth of a sequel dedicated to a
unified theory of thermodynamics and stochastic thermody-
namics for nonlinear Langevin systems. In the first paper
[61], Langevin equation was formulated in a covariant fashion
using Ito-calculus. The most salient feature of this theory is
that it is parameterized by a generalized potential and a kinetic
matrix, both behaving as tensors under nonlinear transform of
variables. The detailed balance conditions are also formulated
in a covariant fashion. In the second paper [62], stochastic
thermodynamics was formulated using covariant Ito-Langevin
equation for systems in contact with a single heat bath and
driven by conservative forces. All thermodynamic quanti-
ties are expressed in terms of the generalized potential, the
kinetic matrix, and the probability distribution of system vari-
ables. Using concrete examples, it was demonstrated that
for systems with multiplicative noises or with curvilinear
coordinates, this theory should be used in replacement of
the conventional theory of stochastic thermodynamics and
stochastic energetics. In the third paper [63], it was shown that
the theory remains applicable even if the system is strongly
coupled to the bath, and there is no need to revise definitions
of thermodynamic variables, as long as the Hamiltonian of
mean force is identified as the fluctuating internal energy of
the system. In the fourth paper [64], the theory was gen-
eralized to systems driven by nonconservative forces. This
results in a unified theory of thermodynamics and stochastic
thermodynamics for classical nonequilibrium systems, which
exhibit nonequilibrium steady states. The theory also provides
a statistical mechanical foundation of Glansdorff-Prigogine
stability theory of nonequilibrium steady state [65] as well as
the steady-state thermodynamics of Sasa and Tasaki [66].

In the present paper and another paper, which will follow
immediately [67], we will construct a systematic coarse-
graining method for stochastic thermodynamics of nonlinear
Langevin systems. Starting from a fine-grained theory with
both slow and fast variables, we integrate out fast variables
and obtain a coarse-grained theory, which is an effective
theory for slow dynamics. The task of the present paper is
to find the generalized potential and the kinetic matrix of the
coarse-grained theory in terms of the corresponding quanti-
ties of the fine-grained theory. Accomplishment of this task
automatically proves that the covariant Langevin dynamics
is the natural formulation of nonlinear-Langevin dynamics.
Whilst the generalized potential of the coarse-grained theory
can be obtained from the fine-grained theory using elementary
probability theory, calculation of the kinetic matrix of coarse-
grained theory is much more nontrivial, and should be deemed
an important and challenging problem in nonequilibrium sta-
tistical mechanics. In the next paper [67], we will apply these
results to derive relations between thermodynamic quantities,
in particular, entropy productions, in the fine-grained theory
and the coarse-grained theory.

Besides working out the effective dynamics of the slow
variables, we would also like to know how the probability
distribution of fast variables evolve over time in the middle
of nonequilibrium processes. The latter information is much
needed when we try to relate thermodynamic quantities at
different levels of coarse-graining. For this reason, we find

that the convolution-less projection operator theory [18–20] is
not directly applicable. Hence we will develop a systematic
multi-scale expansion method, which yields at every order
simultaneously the pdf of fast variables and the effective FPO
of the slow variables. Our multi-scale projection operator
method is a systematic generalization of the method devel-
oped in Ref. [68]. Multi-scale expansion methods have been
applied to study coarse-graining of Fokker-Planck dynamics
and Langevin dynamics, as well as some associated ques-
tions of stochastic thermodynamics [45,46,52,53], such as
overdamped limit, anomalous entropy production, and Mar-
tingale structure. These works do not use covariant theories of
Langevin dynamics and Fokker-Planck dynamics, and hence
do not yield results that we seek, i.e., the relation between the
kinetic coefficients of the fine-grained theory and those of the
coarse-grained theory.

The remaining of this paper is organized as follows. In
Sec. II, we combine projection operator theory with multi-
scale analysis to develop a systematic expansion for the
effective slow dynamics of a general Fokker-Planck theory,
with the ratio ε between fast and slow timescales treated as a
small parameter. At each order of ε, we obtain the probability
distribution of fast variables and the renormalized FPO of the
slow variables. These results show that, starting from the first
order in ε, fast variables are driven away from the steady
state due to their coupling with the slow variables, and it
is this deviation that causes renormalization of the FPO of
the effective slow dynamics. In Sec. III, we apply the result
to covariant Fokker-Planck theory, and obtain, with certain
assumption made on the kinetic matrix, explicit expression
for the first-order renormalized kinetic matrix of the effective
slow dynamics. We also show that the coarse-grained theory
inherits the detailed balance of the fine-grained theory.

In the latter part of this paper, we demonstrate the power
of our coarse-graining method using several examples. In
Sec. IV, we consider a Hamiltonian system interacting with
a large bath, which is also a Hamiltonian system. By integrat-
ing out the bath variables, we obtain underdamped Langevin
equations, which describe the Brownian motion of the system,
with friction coefficients expressed as integrated correlation
functions of collision force acting on the Brownian particle.
Unlike in the traditional projection operator formalism, there
is no need to take further Markov approximation. More im-
portantly, we show that the noises acting on the Brownian
particle are generically multiplicative if the bath lack transla-
tional symmetry. This happens, e.g., whenever the Brownian
particle is near an interface. In the presence of multiplicative
noises, our theory automatically yields the covariant form of
Ito-Langevin dynamics. In Sec. V, we specialize to the case
where the bath consists of a large number of harmonic oscil-
lators. Our coarse-graining method, whilst yielding identical
results as the classical projection operator method [5], demon-
strates clearly the connection between timescale separation
and Markov approximation. In Sec. VI, we study the over-
damped limit of Langevin equations for Brownian motion. For
the case of spatially varying friction coefficient, our analysis
yields the correct form of spurious drift, which was derived
previously using more complex method [69]. For the case of
spatially independent friction coefficient, we go to third order
in the multi-scale expansion, and also work out the short-scale
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details of the effective slow dynamics. In Sec. VII, we study
the Brownian motion of a rod-like particle in two dimension
in the limit where rotational dynamics is much faster than
translation dynamics. We show that at the first order in ε,
the renormalized FPO of translational motion is a fourth-
order differential operators. Finally, in Sec. VIII we draw
concluding remarks and project future research directions. In
the Appendix, we discuss the mathematical structure of co-
variant Fokker-Planck theory, which are useful for systematic
understanding of projection operator formalism.

II. MULTI-SCALE PROJECTION OPERATOR THEORY

A. Fokker-Planck dynamics of the joint system

We consider a set of slow variables x that is interacting
with a set of fast variables y. The fast variables are in contact
with a stochastic environment, which is modeled as a set of
independent Wiener noises. The slow variables may or not be
in contact with a stochastic environment. The timescales of
fast variables y and slow variables x are respectively τy and
τx, which satisfy the assumption of timescale separation,

ε = τy

τx
� 1. (2.1)

Note that we are not assuming that the environment is an equi-
librium system. Neither do we assume that the fluctuations of
fast variables are small.

The dynamics of the joint system consisting of slow and
fast variables, collectively denoted as z = (x, y), can be de-
scribed by Fokker-Planck equation. We consider the following
generalized Fokker-Planck type of dynamic equation for the
pdf p(z, t ):

∂t p(z, t ) = L p(z, t ) = (LS (t ) + ε−1LY)p(z, t ), (2.2)

where L is the Fokker-Planck operator (FPO) of the joint dy-
namics. Note here we assume that LY is a differential operator
of the fast variables y only, which may depend parametrically
on x. LS , with the subscript S meaning slow, is a differential
operator of both x and y. The factor ε−1 in front of LY is
introduced to make the timescale of y of order O(ε), whereas
the timescale of x is of order O(1), so that Eq. (2.1) holds
[76]. We shall further assume that LY is independent of time,
whilst LS may depend on time, due to the variation of some
external control parameter. For usual Fokker-Planck dynam-
ics, LS,LY are both of second order. Our theory developed
in this section, however, is applicable even if these operators
are of higher order.

It is useful to study the following reduced Fokker-Planck
dynamics of the fast variables:

∂t p = ε−1LY p, (2.3)

where the slow variables x serve only as fixed parameters.
ε−1LY may be understood as the FPO of the fast variables
conditioned on the slow variables. (Recall LY does not in-
volve derivative over x.) Equation (2.3) can be obtained from
Eq. (2.2) by neglecting LS . Hence it is a good approximation
of the joint dynamics in the short timescales �t � τx ∼ O(1),
since within this timescales, the slow variables barely change.

We shall assume that for any given x, Eq. (2.3) has a unique
steady state,

LY e−UY (y;x) = 0, (2.4)∫
y

e−UY = 1. (2.5)

This means that e−UY is the unique eigenfunction of LY with
eigenvalue zero. The operator LY is not invertible.

Fokker-Planck dynamics must preserve the total probabil-
ity, which means that if we integrate Eqs. (2.3) over y, we must
get zero for arbitrary p, ∫

y
LY = 0. (2.6)

Similarly, probability conservation of Eq. (2.2) implies∫
x,y

L = 0. (2.7)

The main goal of this section is to integrate out the fast
variables y and obtain the renormalized slow dynamics. The
main results are as follows. In the timescales much longer than
τy, the marginal pdf pX(x, t ) for the slow variable x satisfies a
renormalized Fokker-Planck equation,

d

dt
pX = L R

X pX, (2.8)

where L R
X is the renormalized FPO, expanded as

L R
X = L (0)

X + εL (1)
X + ε2L (2)

X + · · · . (2.9a)

L (0)
X ≡

∫
y
LS e−UY . (2.9b)

L (1)
X ≡ −

∫
y
LSL

−⊥
Y LSe−UY . (2.9c)

The operator L−⊥
Y is defined in Eq. (2.24), Sec. II C. The

third term in the expansion (2.9a) is presented in Sec. II D 4.
The renormalized dynamics of slow variables in the short
timescale t � τy is discussed in Sec. II E.

We note that Eq. (2.2) is not the most general form of
Fokker-Planck equation with separation of timescales. It is
possible to generalize our theory to the more general and
complicated case, where the FPO of the joint dynamics has
the following form:

L = LS,0 + ε−1/2LS,−1/2 + ε−1LY. (2.10)

This will be explored in a future publication.

B. Projection operators

Fokker-Planck theory studies the dynamic evolution of
probability density functions p(x, y). We first define the real
Hilbert space Hdist spanned by all probability density func-
tions p(x, y). An element ψ (x, y) in the space Hdist will be
called a distribution. The slow projection operator PS is
defined as

PSψ (x, y) ≡ e−UY (y;x)
∫

y′
ψ (x, y′), (2.11)
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which has two defining properties: (1) PS preserves the
marginal pdf of x,∫

y
PSψ (x, y) =

∫
y
ψ (x, y), (2.12)

and (2) the fast variables achieve steady state conditioned
on the slow variables x in the state PSψ (x, y). It is easy
to prove that PS is involutive, i.e., PSPS = PS, and is a
Hermitian operator according to the inner-product structure
defined in Sec. III B. Hence PS is a legitimate projection
operator. It projects the Hilbert space Hdist onto the slow
subspace H S

dist, where the fast variables achieve steady state
conditioned on slow variables. An distribution in H S

dist will be
called a slow distribution, and can always be written in the
form of f (x) e−UY (y;x) [c.f. Eq. (2.11)]. Hence we have

H S
dist ≡ PSHdist = { f (x) e−UY (y;x)}. (2.13)

The fast projection operator PF is defined as the orthogo-
nal complement of PS,

PF ≡ I − PS, (2.14)

where I is the identity operator. When acting on a generic
distribution ψ (x, y), it yields

PF ψ (x, y) = ψ (x, y) − e−UY (y;x)
∫

y′
ψ (x, y′), (2.15)

which can be understood as the fluctuations around the slow
distribution PSψ (x, y). Using Eq. (2.5) we easily see∫

y
PF ψ (x, y) = 0.

It then follows that PF projects the Hilbert space Hdist onto
the fast subspace H F

dist, defined as,

H F
dist ≡ PFHdist =

{
ψ (x, y)

∣∣∣∣
∫

y
ψ (x, y) = 0

}
. (2.16)

Any distribution ψ (x, y) can be decomposed into a slow com-
ponent ψS(x, y) and a fast component ψF(x, y),

ψ (x, y) = PSψ (x, y) + PFψ (x, y)

= ψS(x, y) + ψF(x, y). (2.17)

The Hilbert space of distribution Hdist is decomposed as

Hdist = H S
dist ⊕ H F

dist. (2.18)

Below we summarize the useful properties of PS,PF:

P2
S = PS, P2

F = PF, (2.19a)

PS + PF = I, (2.19b)

P†
S = PS, P†

F = PF, (2.19c)

PSPF = PFPS = 0. (2.19d)

For any function f (x) of slow variables, we have

PS( f (x) e−UY ) = f (x) e−UY , (2.20a)

PF( f (x) e−UY ) = 0. (2.20b)

C. Solubility condition

Because LY does not contain x derivative, it always returns
zero when acting on a slow distribution,

LY f (x)e−UY = f (x)LYe−UY = 0. (2.21)

Since the function f (x) is arbitrary, we have the operator
identity LYPS = 0. Reciprocally, if LYψ (x, y) = 0, then
ψ (x, y) must be a slow distribution, since by assumption LY
has no steady state other than e−UY . The slow subspace H S

dist
is therefore the kernel of the operator LY. Additionally, com-
bination of Eqs. (2.11) and (2.6) implies the operator identity
PSLY = 0. Summarizing we find

PSLY = LYPS = 0, (2.22)

Using Eqs. (2.19b) and (2.22), we have

LY = (PS + PF )LY(PS + PF )

= PF LYPF . (2.23)

The operator LY is not invertible, since it has a zero eigen-
value with eigenfunction e−UY . But we can define an operator
L −⊥

Y , which behaves as the inverse of LY when confined in
the fast subspace H F

dist,

L −⊥
Y ≡ PF L −1

Y PF , (2.24)

L −⊥
Y LY = LYL −⊥

Y = PF . (2.25)

When acting on a distribution ψ = ψS + ψF, L −⊥
Y returns a

fast distribution,

L −⊥
Y (ψS + ψF) = L −⊥

Y ψF ∈ H F
dist. (2.26)

Note that by definition (2.24) L −⊥
Y ψS = 0.

When carrying out multi-scale analysis, we will repeatedly
solve the following linear equation:

LY p(x, y) = ψ (x, y). (2.27)

Let pS = PS p and pF = PF p be the slow component and
fast component of p. Since LY pS = 0, we see that pS cannot
be determined from Eq. (2.27): it is arbitrary. Hence Eq. (2.27)
can be rewritten into

LY pF = ψ. (2.28)

We apply PS to Eq. (2.28) from the left. The left-hand side
(l.h.s.) vanishes because of Eq. (2.22). Hence we find

0 = PSψ = ψS, (2.29a)

or equivalently, ∫
y
ψ (x, y) = 0. (2.29b)

This imposes a necessary condition in order for Eq. (2.27)
to be solvable. Equations (2.29) shall be called the solubility
condition. Now taking the fast component of Eq. (2.28), we
find

LY pF = ψF, (2.30)

whose solution determines the fast component of p,

pF = L −⊥
Y ψF . (2.31)
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With the solubility condition (2.29) satisfied, the general so-
lution to Eq. (2.27) is

p(z) = φS + L −⊥
Y ψF , (2.32)

where φS is an arbitrary slow distribution. Two terms in the
right-hand side (r.h.s.) of Eq. (2.32) are, respectively, the ho-
mogeneous solution and the particular solution of Eq. (2.27).

In summary, the slow component of Eq. (2.27) gives the
solubility condition, whilst the fast component of the equa-
tion determines the fast component of p, finally the slow
component of p remains arbitrary.

D. Multi-scale expansion of effective slow dynamics

We aim to derive the effective dynamics of the slow vari-
ables from the Fokker-Planck dynamics for the joint system,
Eq. (2.2). We shall first carry out a multi-scale expansion
of the solution to Eq. (2.2), and obtain a hierarchy of equa-
tions for each terms in the expansion. We then project these
equations into the slow subspace and obtain effective Fokker-
Planck equations for the slow components of distributions at
each order.

Pedagogical discussion of multi-scale analysis can be
found in the classical monograph on asymptotic analysis by
Bender and Orszag [70]. Our method is generalization of
the method developed in Ref. [68], which studies the over-
damped limit of harmonic oscillator with friction and noise.
Multi-scale techniques have also been applied to more general
(but also more abstract) coarse-graining problems, both by
mathematicians [52,71–73] and by physicists [45,46,53].

We introduce a set of timescales t1 = εt, t2 = ε2t, · · · , and
treat the pdf as a function of x, y and all these timescales. We
consider the following multi-scale expansion:

p(x, y; t, t1, t2, · · · ) = p(0)(x, y; t, t1, t2, · · · )

+ ε p(1)(x, y; t, t1, t2, · · · )

+ ε2 p(2)(x, y; t, t1, t2, · · · )

+ · · · . (2.33)

The dependence of p(l )(z; t, t1, t2, · · · ) on t, t1, t2, · · · will be
constructed such that the expansion exists, i.e., the functions
p(k)(x, y; t, t1, t2, · · · ) can be found at each order. When writ-
ing down Eq. (2.33), we are already assuming that the joint
pdf does not depend on the fast-time variable t−1 = t/ε. This
may sound strange since the fast dynamics as determined
by Eq. (2.3) has a characteristic timescale of O(ε). Indeed,
assuming the dynamics starting from the initial time t0 with
generic initial conditions, if we can resolve the dynamical
details of for p(x, y, t ) in the short period t0 < t < t0 + O(ε),
we would see that p(x, y; t ) also depends on t−1. In longer
time, however, this fast dynamics quickly decay, and the long-
scale asymptotic dynamics of p(x, y; t ) only depends on the
slower-time variables t0 = t , t1 = εt, t2 = ε2t, · · · . Qualita-
tively speaking, in longer timescales, fast variables are slaved
by the slow variables, so that we do not need to explicitly
keep track of the fast variables. This point will be explained
in greater details in Sec. II E.

The time derivative in l.h.s. of Eq. (2.2) now should be
understood as the full-time derivative, which can be expressed
in terms of partial derivatives with respect to t, t1, t2, · · · via

the chain rule

∂

∂t
→ d

dt
= ∂

∂t
+ dt1

dt

∂

∂t1
+ dt2

dt

∂

∂t2
+ · · ·

= ∂t + ε ∂t1 + ε2∂t2 + · · · . (2.34)

Substituting Eqs. (2.33) and (2.34) into Eq. (2.2), expanding
both sides in terms of ε, and comparing coefficients at each
order of ε, we obtain

LY p(0) = 0, (2.35a)

LY p(1) = ∂t p(0) − LS p(0), (2.35b)

LY p(2) = ∂t1 p(0) + ∂t p(1) − LS p(1), (2.35c)
· · · · · · = · · · · · · · · · .

These equations have the same structure as Eq. (2.27). We
will solve them order by order using the method developed in
Sec. II C. As demonstrated in Sec. II C, the slow component
of every p(k) remains arbitrary. For convenience, we impose
the convention for all k � 1, p(k) has no slow component,

PS p(k) = p(k)
S = 0, p(k) = p(k)

F . (2.36)

Equivalently we have∫
y

p(k) = 0, ∀k � 1. (2.37)

This means that the slow component of p is exclusively con-
tained in p(0). As we will see, this convention will greatly
simplify the multi-scale analysis. The marginal pdf of x can
be obtained from Eq. (2.33) by integrating out y, or projecting
out the slow component,

pX(x; t, · · · ) =
∞∑

k=0

εk
∫

y
p(k)(x, y; t, · · · ). (2.38)

Only the first term in the r.h.s. survives since p(k) for k > 0
have no slow component. Hence we have

pX(x; t, · · · ) =
∫

y
p(0) = p(0)

S eUY , (2.39)

p(0)
S (x; t, · · · ) = pX(x; t, · · · ) e−UY . (2.40)

1. Zeroth order

At the zeroth order, the r.h.s. of Eq. (2.35a) vanishes, hence
the solubility condition is trivial. Hence the general solution
to Eq. (2.35a) is

p(0) = p(0)
S = pX e−UY , (2.41)

where pX = pX(x; t, t1, · · · ) remains an arbitrary function of
x, t, t1. Its dependence on various time-scales will be deter-
mined as we go to higher orders in perturbation analysis.

2. First order

The solubility condition of Eq. (2.35b) is

0 =
∫

y
(∂t p(0) − LS p(0) )

=
∫

y
∂t pXe−UY −

∫
y
LS e−UY pX. (2.42)
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where used was Eq. (2.41). The first term in r.h.s. of Eq. (2.42)
can be simplified as∫

y
∂t pX e−UY = ∂t pX

∫
y

e−UY = ∂t pX, (2.43)

where in the last equality we have used Eq. (2.5). Let us define
an operator L (0)

X of slow variables,

L (0)
X ≡

∫
y
LS e−UY . (2.44)

It acts only on x but not on y, since y are already integrated
out. We can then rewrite Eq. (2.42) into

∂t pX = L (0)
X pX, (2.45)

which determines the t dependence of pX.
Now take the fast component of Eq. (2.35b). Using

Eq. (2.41) and noticing that e−UY is independent of time, we
see that the fast component of ∂t p(0) vanishes, hence the fast
component of Eq. (2.35b) becomes

LY p(1)
F = −PF LS pXe−UY , (2.46)

whose solution is

p(1) = p(1)
F = L −⊥

Y (−PF LSe−UY pX),

= −L −⊥
Y LSe−UY pX, (2.47)

where we have used the convention that the slow component
of p(1) vanishes. Note that in the last step we have used
Eq. (2.24) as well as PF PF = PF . Hence p(1) is fully de-
termined by pX at the same instant.

3. Second order

Using Eq. (2.47) and p(1)
S = 0, we see

PS∂t p(1) = −PS∂tL
−⊥

Y LSe−UY pX

= −PSL
−⊥

Y ∂tLSe−UY pX

= 0, (2.48)

where in the last step we used PSL
−⊥

Y = 0. Further using
Eqs. (2.41) and (2.47), the solubility condition of Eq. (2.35c)
becomes

0 =
∫

y
∂t1 pX e−UY +

∫
y
LSL

−⊥
Y LSe−UY pX. (2.49)

Defining another operator

L (1)
X ≡ −

∫
y
LSL

−⊥
Y LSe−UY , (2.50)

we can rewrite Eq. (2.49) into

∂t1 pX = L (1)
X pX, (2.51)

which determines the t1 dependence of pX.
Let us now take the fast component of Eq. (2.35c). Again

we can easily see that ∂t1 p(0) has no fast component, and
hence we find

LY p(2)
F = ∂t p(1)

F − PF LS p(1)
F , (2.52)

whose solution is

p(2)
F = L −⊥

Y

[
∂t
(− L −⊥

Y LS e−UY pX
)

+PF LSL
−⊥

Y LS e−UY pX
]
.

= L −⊥
Y

[−L −⊥
Y (∂tLS ) e−UY − L −⊥

Y LSe−UYL (0)
X

+LSL
−⊥

Y LS e−UY
]
pX, (2.53)

which fully determines p(2)
F (t ) in terms of pX(t ).

Inspecting the structure of Eq. (2.51) we can now under-
stand why it is necessary to introduce the slow timescales
t1, t2, · · · in the multi-scale expansion Eq. (2.33). Without
these slow timescales, Eq. (2.51) would lead to 0 = L (1)

X pX,
an inconsistency.

4. Effective slow dynamics

This above process can be continued indefinitely. For ex-
ample, the solubility condition at the third order is

∂t2 pX = L (2)
X pX, (2.54)

where the operator L (2)
X is given by

L (2)
X ≡

∫
y
LSL

−⊥
Y LSL

−⊥
Y LSe−UY

−
∫

y
LSL

−⊥
Y L −⊥

Y LSL
(0)

X e−UY

−
∫

y
LSL

−⊥
Y L −⊥

Y (∂tLS )e−UY , (2.55)

which determines the t2 dependence of the marginal pdf pX.
Note that the time derivative of LS appears in the last term.
Taking the fast component of the third-order equation, we find
that the fast component p(3)

F is completely determined by pX at
the same instant. The results become more and more complex
as one go to higher and higher orders, so we stop here.

The sequence of equations (2.45), (2.51), and (2.54), as
well as their higher analogues, are mathematically equivalent
to the following renormalized Fokker-Planck equation of the
slow variable pdf pX:

d

dt
pX = L R

X pX, (2.56)

where d/dt is the full time derivative defined in Eq. (2.34),
and L R

X is the renormalized FPO, expanded as

L R
X = L (0)

X + εL (1)
X + ε2L (2)

X + · · · . (2.57)

=
∫

y
LS e−UY − ε

∫
y
LSL

−⊥
Y LSe−UY + · · · .

To see this, we insert Eqs. (2.34) and (2.57) into Eq. (2.56),
expand both sides of the equation in terms of ε, and compare
coefficients of each power, we obtain Eqs. (2.45), (2.51),
and (2.54), as well as all higher-order conditions. Hence by
carrying our the multi-scale expansion, we obtain the renor-
malized FPO of the effective slow dynamics. These results
have already been summarized in the end of Sec. II A.

L (1)
X and higher-order terms in Eq. (2.57) characterize

renormalization of the effective slow dynamics due to the de-
viation of fast variables from conditional equilibrium/steady
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state. As we have seen above, in the limit ε → 0, the fast
component of p vanishes, which means that the fast variables
remain strictly in conditional equilibrium/steady state. The
FPO of the effective slow dynamics is then precisely given
by L (0)

X , the zeroth-order term in Eq. (2.57).
In usual Fokker-Planck dynamics, LS is second-order dif-

ferential operator in slow variables x. As one can see from
Eqs. (2.9) and (2.55), higher-order terms in the expansion
(2.9a) involve more and more powers of LS . As a conse-
quence, if we truncate the expansion at a finite order, we
may get differential operators in x, which are of order higher
than two. Then according to the Pawula theorem [74], the pdf
pX is no longer necessarily positive definite. Note, however,
the violation of positivity is controlled by small parameter
ε = τy/τx. As long as ε is sufficiently small, the truncated
theory may still provides accurate approximation to the renor-
malized dynamics of slow variables. An example is discussed
in Sec. VII where the first-order renormalized slow dynamics
involves fourth-order differential operators in slow variables.

E. Including short-timescale details

To take care of the fast dynamics happening in short
timescale, we introduce a fast timescale,

t−1 ≡ ε−1t . (2.58)

There is no need to introduce even faster timescales ε−2t etc.
The expansion of the pdf, Eq. (2.33) now becomes

p(x, y; t, t1, t2, · · · ) = p(0)(x, y; t−1, t, t1, · · · )

+ ε p(1)(x, y; t−1, t, t1, · · · )

+ ε2 p(2)(x, y; t−1, t, t1, · · · )

+ · · · . (2.59)

The full-time derivative Eq. (2.34) should be replaced by

d

dt
= ε−1∂t−1 + ∂t + ε∂t1 + ε2∂t2 + · · ·. (2.60)

Inserting these back into Eq. (2.2), expanding in terms of ε,
and comparing coefficients order by order, we obtain

−∂t−1 p(0) + LY p(0) = 0, (2.61a)

−∂t−1 p(1) + LY p(1) = ∂t p(0) − LS p(0), (2.61b)

−∂t−1 p(2) + LY p(2) = ∂t1 p(0) + ∂t p(1) − LS p(1). (2.61c)

The main difference with Eqs. (2.35) is the appearance of ∂t−1

term on the l.h.s., which brings additional details in a very
short time window after the initial time.

Let us first try to solve a generic equation

−∂t−1 p + LY p = ψ, (2.62)

where neither LY nor ψ depends on t−1. First of all, taking
the slow component of this equation, we obtain

−∂t−1 pS = ψS. (2.63)

If ψS is nonzero, we would obtain

pS = −ψS t−1 + p0
S, (2.64)

which increases linearly with t−1. This is a secular term, which
will eventually make the expansion breaking down. Hence we

must impose the solubility condition

ψS = 0, (2.65)

i.e., the r.h.s. of Eq. (2.62) must be a fast distribution in
order for the solution containing no secular term. With this
condition satisfied, the general solution to Eq. (2.62) is then
given by

p(t−1) = φ(x)e−UY + et−1LYφ0
F

−
∫ t−1

0
e(t−1−t ′

−1 )LYψF dt ′
−1, (2.66)

where φ0
F is a fast distribution. The first two terms are the

homogeneous solution, whereas the last term is the particular
solution. According to our assumption, ψ is independent of
t−1, hence can be pulled out of the integral in the r.h.s. of
Eq. (2.66). Further noticing that LY is also independent of
t−1, we can make variable transformation: t−1 − t ′

−1 → s, and
rewrite Eq. (2.66) as

p(t−1) = φ(x)e−UY + et−1LYφ0
F −

[∫ t−1

0
esLY ds

]
ψF . (2.67)

Let us define a new operator

L̂ −⊥
Y (t−1) ≡ −PF

[∫ t−1

0
esLY ds

]
PF , (2.68)

which has the following limiting properties:

lim
t−1→0

L̂ −⊥
Y (t−1) = 0, (2.69)

lim
t−1→∞ L̂ −⊥

Y (t−1) = L −⊥
Y . (2.70)

The solution Eq. (2.67) then can be rewritten as

p(t−1) = φ(x)e−UY + et−1LYφ0
F + L̂ −⊥

Y (t−1)ψF . (2.71)

Equation (2.71) satisfies the initial condition

p(t−1 = 0) = φ(x)e−UY + φ0
F . (2.72)

Hence φ0
F is the fast component of p(t−1) at the initial

time. Since LY is a negative operator for fast distributions,
Eq. (2.71) says that the initial fast component φ0

F decays
rapidly, with characteristic timescale t−1. As t−1 → +∞,
Eq. (2.71) approaches to the following asymptotic behavior:

p(t−1) → φ(x)e−UY + L −⊥
Y ψF , (2.73)

where the neglected terms are exponentially small in t−1.
Equation (2.73) has the same form as Eq. (2.32).

Let us now try to solve Eqs. (2.61). As in Sec. II D, we
adopt the convention that for k � 1, i.e., p(k)

S = 0, i.e., the
slow part of p is completely allocated to the zeroth order.
Furthermore, we shall assume that at the initial time, the pdf as
given by Eq. (2.59) only has slow component. These impose
the following initial conditions on p(k):

p(0)(t−1 = t = · · · = 0) = pX (0)e−UY . (2.74)

p(k)(t−1 = t = · · · = 0) = 0, k � 1. (2.75)

Let us now inspect Eq. (2.61a). The solubility condition is
trivially satisfied. Its solution is given by the first two terms of
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the r.h.s. of Eq. (2.71). Because of the initial condition (2.74),
there can be no fast component of p(0) at the initial time, hence
we have

p(0) = p(0)
S = pX (t, t1, ...)e

−UY , (2.76)

i.e., there is no fast component of p(0) in any time.
Let us now move on to Eq. (2.61b). The solubility condi-

tion is

PS (∂t p(0) − LS p(0) ) = 0. (2.77)

Applying Eq. (2.76), we obtain

∂t pX =
∫

y
LS e−UY pX ≡ L (0)

X pX, (2.78)

which is identical to Eq. (2.45).
Taking the fast component of Eq. (2.61b), we obtain

−∂t−1 p(1)
F + LY p(1)

F = −PF LS p(0), (2.79)

which as the same form as Eq. (2.62), with the r.h.s. indepen-
dent of t−1. Using the initial condition (2.75) and convention
that p(1) has no slow component, we fix the solution,

p(1)
F = −L̂ −⊥

Y (t−1)PF LS p(0). (2.80)

Now let us go to Eq. (2.61c). Since p(1) has no slow com-
ponent, the solubility condition is

∂t1 p(0)
S = PSLS p(1) = PSLS p(1)

F . (2.81)

Inserting Eqs. (2.76) and (2.80) into the preceding equation,
we obtain

∂t1 pX =
∫

y
PSLS p(1)

F = L (1)
X pX , (2.82)

L (1)
X ≡ −

∫
y
LSL̂

−⊥
Y (t−1)LSe−UY , (2.83)

where t−1 is related to t via Eq. (2.58). Note that Eq. (2.82)
is formally identical to Eq. (2.51). The operator defined in
Eq. (2.83) is almost the same as Eq. (2.50), with the only
difference that L̂ −⊥

Y (t/ε) replacing L −⊥
Y .

It was pointed out in end of Sec. II D that the physical
significance of L (1)

X and higher-order terms is the renormal-
ization of the effective slow dynamics due to the deviation
of fast variables from conditional equilibrium/steady state.
Since the system starts from conditional equilibrium/steady
state, it takes time for the fast variables develop these devia-
tions. The relevant timescale is precisely the that of the fast
dynamics. This is the physical origin of t−1 dependence of
L (1)

X we discussed here. In Sec.VI B, we will illustrate this
point using a concrete example.

F. Comparisons with previous theories

In the traditional projection operator theory [5], one first
formally solves Eq. (2.2) for the fast component of p(x, y) in
terms of the slow components, and then plugging it back into
the slow component of the same equation. This results in an
integral (in time) equation for the effective slow dynamics.
Additional Markov approximation is needed in order to trans-
form this integral equation into a differential equation. The
fact that pX obeys an integral equation instead of a differential

equation means that the effective slow dynamics is non-
Markovian, or hidden Markov. This is generally understood
as an inevitable cost for integrating out dynamic variables
from a Markov process. The associated Langevin equation is
characterized by colored noises with correlation functions
delocalized in time. These equations are commonly known as
generalized Langevin equations and have been the subjects
of intensive studies in the past decades [3–5,11,15,17,40,73].
Since the fast variables are invisible in the effective slow
dynamics, distribution of x at the present time is no longer
sufficient to fully determine the the evolution of pX in all
future time.

By strong contrast, our multi-scale projection analysis
yields Eq. (2.56), which is a first-order differential equation
(with respect to time) for the marginal pdf of slow variables.
This seems to suggest that the effective slow dynamics is
Markovian. Note that as we go to higher and higher order
in the multi-scale expansion (2.57), we obtain more accurate
expression for the renormalized FP operator L R

X , without
changing the first-order nature of time derivative in the l.h.s.
of Eq. (2.56). Hence our multi-scale coarse-graining leads
to great conceptual simplification as it provides directly a
Markov description of the slow dynamics. To resolve this
apparent paradox, we note that it is known [39] that the
pdf of a non-Markovian process can always be expressed
as the solution to differential equation. In the present case,
by inspecting Eqs. (2.47) and (2.53) (and their higher-order
analogues), we see that at each order, the fast components of
pdf are completely determined by the slow component, i.e., by
the marginal pdf of the slow variables. The reason underlying
these results was already pointed out in Sec. II D: in the long
timescales, the fast variables is completely slaved to the slow
variables, and hence the history of the former is no longer
relevant. The simplification, however, does not come without
a cost. As we go to higher order in the expansion (2.57), there
are more and more derivatives in slow variables, and hence we
need to specify more and more boundary conditions in order
to fix the solution to Eq. (2.56).

1. The approach of Laplace transform

An interesting coarse-graining method based on Laplace
transform was discussed in Gardiner’s classic monograph
[75], for the particular problem of overdamped limit of one
dimensional Brownian motion. Here we reformulate this
method using our notations for a more general problem, so
that a systematic comparison with our own method can be
carried out.

The FP equation in Gardiner’s theory has the form

∂t p = (γLY + LS )p, (2.84)

where γ = 1/ε is a large parameter. We shall further assume
that both LY and LS are time independent.

We decompose the pdf into fast and slow components,

p = pF + pS = PF p + PS p, (2.85)

and further using Eq. (2.22), which we rewrite below

PSLY = LY PS = 0. (2.86)
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We can rewrite Eq. (2.84) into

∂t pS = PS (γLY + LS )(pF + pS )

= PSLS pF + PSLS pS; (2.87a)

∂t pF = PF (γLY + LS )(pF + pS )

= γPF LY pF + PF LS pF + PF LS pS

= γLY pF + PF LS pF + PF LS pS. (2.87b)

For the overdamped limit problem with constant friction
coefficient, there is an additional relation PSLSPS = 0,
which makes the second term in Eq. (2.87a) vanish.

Now recall the Laplacian transform and its inverse are

f̃ (s) =
∫ ∞

0
e−st f (t )dt ; (2.88)∫ ∞

0
e−st df

dt
dt = s f̃ (s) − f (0). (2.89)

Applying the transform to Eqs. (2.87), we obtain (this is the
place where we need LY and LS to be time independent)

sp̃S (s) − pS (0) = PSLS p̃F + PSLS p̃S; (2.90)

sp̃F (s) − pF (0) = (γLY + PF LS ) p̃F + PF LS p̃S. (2.91)

As before, we assume that at the initial time p(0) has no fast
component, i.e., pF (0) = 0, then we obtain from Eq. (2.91),

p̃F = (s − γLY − PF LS )−1PF LS p̃S. (2.92)

Substitute this back into Eq. (2.90), we obtain

sp̃S (s) = pS (0) + PSLS p̃S

+PSLS (s − γLY − PF LS )−1PF LS p̃S. (2.93)

If γ is large, we may take the approximation

(s − γLY − PF LS )−1 ≈ −γL −⊥
Y (2.94)

and obtain

sp̃S (s) = pS (0) + PSLS p̃S − γ −1PSLSL
−⊥

Y LS p̃S. (2.95)

This is in fact the Laplace transform of our first-order
multi-scale expansion without taking into account the short-
timescale details, see Eqs. (2.44) and (2.50).

Note that this method of Laplace transform is no longer
applicable if LS depend on time.

2. Time-convolutionless projection operator formalism

A projection operator method without time convolution
was developed by Chaturvedi and Shibata [18–20] more
than forty years ago. The formalism is based on interaction
picture of Fokker-Planck dynamics, which makes it readily
adaptable to quantum systems [21,22]. Nonetheless, it has
not been widely applied to classical problems, probably due
to its very compact and abstract structure. Even though the
notations in the theory of Chaturvedi and Shibata are very
different from those in the present theory, there seems close
connections. If initially the fast variables are in conditional
equilibrium/steady state, their formalisms yield equivalent re-
sults up to the second order. This connection will be discussed
in great detail in Sec. VI B, where we study the overdamped

limit of a Brownian motion. This connection may persist to
infinite order.

III. COARSE-GRAINING OF COVARIANT
FOKKER-PLANCK DYNAMICS

It must be admitted that Eqs. (2.56) and (2.57), which are
the main results of the preceding section, are no more than
mathematical formulas. They can acquire physical meaning
only if the operators LS and LY have physical meanings.
This is achieved in the present section by specializing to the
covariant theory of Fokker-Planck dynamics [61]. Within this
theory, the FPO is of second order and is parameterized by a
generalized potential and a matrix of kinetic coefficients, both
bearing clear physical meanings [77]. Applying Eq. (2.57),
we will establish the connection between detailed balance
property of the joint Fokker-Planck dynamics and that of the
effective slow dynamics. Additionally, further assuming that
the kinetic submatrix Li j is independent of the fast variables
y, we will find that the first-order renormalized FPO of the
effective slow dynamics is also a second-order operator with
covariant form. The renormalized kinetic coefficients are ex-
plicitly expressed as functions of those of the joint dynamics.
In a future publication, these results will be applied to study
coarse-graining of stochastic thermodynamics, a theory of
nonequilibrium statistical mechanics tailor-designed for small
systems.

A. Covariant Fokker-Planck dynamics of the joint system

In Ref. [61] it was shown that any Langevin equation can
be formulated in the following covariant form:

dzμ + (Lμν∂νU − ∂νLμν )dt = bμαdWα, (3.1)

where ∂μ = ∂/∂zμ, and Lμν (z) is the matrix of kinetic co-
efficients, whilst U (z) = U (x, y) is called the generalized
potential, related to the steady-state distribution via pSS(z) =
e−U (z), which is assumed to be unique, and is not necessary
a thermal equilibrium state. dWα are Wiener noises, whose
dimension is irrelevant. The product in the r.h.s. is understood
in Ito’s sense. Note that repeated indices are all summed over.
The associated covariant Fokker-Planck equation is given by

∂t p(z, t ) = L (z)p(z, t ), (3.2a)

L (z) = ∂μLμν (∂ν + (∂νU )), (3.2b)

where L (z) is the covariant FPO, p(z, t ) is the pdf of
variables z.

As shown in Ref. [61], the noise amplitudes bμα (z) are
related to the symmetric part of kinetic matrix Lμν (z) via∑

α

bμαbνα = Lμν + Lνμ = 2Bμν. (3.3)

The symmetric matrix Bμν must be semipositive definite. The
probability current is given by

jμ = −Lμν (∂ν + (∂νU ))p + ∂ν (Qμν p), (3.4)

where Qμν is the antisymmetric part of Lμν , so that

Lμν = Bμν + Qμν. (3.5)
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Hence the Fokker-Planck equation (3.2a) can be rewritten as
conservation of probability,

∂t p = −∂μ jμ. (3.6)

Note that in general Qμν 
= 0, and hence the probability cur-
rent does not vanish in the steady state pSS(z) = e−U (z).

As in Sec. II, we write z = (x, y), where x, y are respec-
tively the slow and fast variables. We assume that the noises
acting on the fast variables and those acting on the slow
variables are completely decoupled. We further introduce the
small parameter ε by writing the matrix bμα into the following
block-diagonal form:

b =
(

biα 0
0 baα/

√
ε

)
. (3.7)

This also implies that the noises acting on the fast variables
are much larger than those acting on the slow variables. In
the above equation indices i, j, k, · · · , and a, b, c, · · · refer,
respectively, to the slow variables x and fast variables y. The
greek letters μ, ν are used exclusively for z, and the index α

is used exclusively for noise components. These conventions
will be used throughout the paper. Substituting Eq. (3.7) back
into Eq. (3.3) we find

L + LT =
(

biαbiα 0
0 baαbbα/ε

)

= 2B =
(

Bi j 0
0 Bab/ε

)
. (3.8)

We further assume that the antisymmetric matrix Qμν has the
following form:

Q =
(

Qi j Qia

Q jb Qab/ε

)
, (3.9)

which implies that the conservative dynamics of the fast vari-
ables is much faster than that of slow variables. Substituting
the preceding two equations into Eq. (3.5), we see that the
kinetic matrix L can be written as

L = B + Q =
(

Bi j + Qi j Qia

Q jb (Bab + Qab)/ε

)

=
(

Li j Lia

L jb Lab/ε

)
. (3.10)

The Langevin equation (3.1) can then be rewritten as

dxk + (Lk j∂ jU − ∂ jL
k j )dt

+ (Lka∂aU − ∂aLka)dt = bkαdWα, (3.11a)

dya + (La j∂ jU − ∂ jL
a j )dt

+ ε−1(Lab∂bU − ∂bLab)dt = ε−1/2baαdWα, (3.11b)

whereas the FPO (3.2b) can be written in the form of
Eq. (2.2),

L = LS + ε−1LY, (3.12a)

LS ≡ LX + LXY + LYX, (3.12b)

LX ≡ ∂iL
i j (∂ j + (∂ jU )), (3.12c)

LXY ≡ ∂iL
ia(∂a + (∂aU )), (3.12d)

LYX ≡ ∂aLai(∂i + (∂iU )), (3.12e)

LY ≡ ∂aLab(∂b + (∂bU )). (3.12f)

Hence the parameter ε indeed plays the role of τy/τx. Note
that LY involves derivatives over y but not over x, as we
assumed in Sec. II A. Note also that Eqs. (2.6) and (2.7) are
automatically satisfied by Eqs. (3.12). The kinetic matrices
Li j, Lia, Lai, Lab may depend on both y and x. We shall see
below that the renormalized dynamics of the slow variables is
simpler if the submatrix Li j [which enters LX in Eq. (3.12c)]
is independent of y.

Let us further define UX(x) and UY(y; x),

UX(x) ≡ − log
∫

y
e−U (x,y), (3.13)

UY(y; x) ≡ U (x, y) − UX(x). (3.14)

Note that UX(x) depends on x but not on y. Defined as above,
e−UX (x) is the marginal pdf of x in the steady state, and e−UY (x,y)

is the conditional pdf of y given x in the steady state,

pSS
X (x) = e−UX (x), (3.15)

pSS
Y|X(y|x) = e−UY (x;y), (3.16)

e−U (x,y) = e−UX (x)−UY (y;x), (3.17)

which satisfy the following normalization conditions:∫
x

e−UX (x) =
∫

y
e−UY (y;x) = 1. (3.18)

This explicitly verifies Eq. (2.5). Since UX is independent of
y, Eqs. (3.12d) and (3.12f) can be rewritten as

LY = ∂aLab(∂b + (∂bUY)), (3.19)

LXY = ∂iL
ia(∂a + (∂aUY)), (3.20)

both of which annihilate the conditional steady state,

LYe−UY = 0, (3.21)

LXYe−UY = 0. (3.22)

Hence Eq. (3.16) is the steady state of the conditional fast
dynamics, as we have required in Eq. (2.4).

The following operator identity can be easily proved:

(∂ j + (∂ jU ))e−UY = e−UY (∂ j + (∂ jUX)). (3.23)

Recall that the slow and fast projection operators are defined
in Eqs. (2.11) and (2.15). Using Eq. (3.17), we can easily
verify we see

PS e−U = e−U , PF e−U = 0. (3.24)

which means that the joint steady state pdf e−U is a slow distri-
bution. In fact, every operator defined in Eq. (3.12) annihilates
the joint steady state,

LXe−U = LXYe−U = LYXe−U

= LYe−U = LSe−U = 0. (3.25a)
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These properties are peculiar to the covariant theory of
Fokker-Planck theory. Finally, since L −⊥

Y ψ is a fast distri-
bution for any ψ (x, y), we also have∫

y
L −⊥

Y ψ (x, y) = 0. (3.25b)

B. More on Hilbert spaces and projections

We need to define more mathematical notations. We define
three types of inner products,

(φ,ψ ) =
∫

x,y
φ(x, y)ψ (x, y)eU , (3.26a)

〈A, B〉 =
∫

x,y
A(x, y)B(x, y)e−U , (3.26b)

〈A, φ) =
∫

x,y
A(x, y)φ(x, y), (3.26c)

where (φ,ψ ) is the inner product between two distributions,
〈A, B〉 is the inner product between two observables, whereas
〈A, φ) is the mixed product between observable and distribu-
tion. The precise meanings of distributions and observables
are explained in Appendix A 1. Roughly speaking, distribu-
tions are analogues of probability density functions, but are
not necessary positive. They converge to zero sufficiently fast
as x, y → ∞, so that the inner product in Eq. (3.26a) is finite.
By contrast, observables are functions are x, y, which make
the inner product in Eq. (3.26b) convergent.

For a generic operator O acting on distributions, we define
O†,O+, (O†)+ using inner products,

(ψ,O†φ) = (Oψ, φ), (3.27a)

〈O+A, ψ ) = 〈A,Oψ ), (3.27b)

〈(O†)+A, ψ ) = 〈A,O†ψ ). (3.27c)

The following properties can be easily seen:

(O1O1)† = O†
2 O†

1 , (3.28)

(O1O1)+ = O+
2 O+

1 , (3.29)

((O1O1)†)+ = (O†
1 )+(O†

2 )+. (3.30)

Note that O,O† are operators acting on distributions, whereas
O+, (O†)+ are operators acting on observables. It is easy to
verify that the projection operators PS and PF defined in
Sec. III B, which act on distributions, are both Hermitian,

P†
S = PS, P†

F = PF . (3.31)

The operators L †,L +, (L †)+ associated with the FPO
L , defined in Eq. (3.2b), can be calculated using the defini-
tions (3.27),

L = ∂μLμν (∂ν + (∂νU )), (3.32a)

L † = ∂μLνμ(∂ν + (∂νU )), (3.32b)

L + ≡ (∂μ − ∂μU )Lνμ∂ν, (3.32c)

(L †)+ ≡ (∂μ − ∂μU )Lμν∂ν. (3.32d)

Similarly we can work out the operators L †
Y,L +

Y , (L †
Y )+

associated with the FPO LY,

LY ≡ ∂aLab(∂b + (∂bUY)), (3.33a)

L †
Y = ∂aLba(∂b + (∂bUY)), (3.33b)

L +
Y = (∂a − (∂aUY))Lba∂b, (3.33c)

(L †
Y )+ = (∂a − (∂aUY))Lab∂b. (3.33d)

It is also easy to verify the following relations:

L +
Y = eUY L †

Ye−UY , (3.34a)

(L †
Y )+ = eUY LYe−UY . (3.34b)

It is useful to define the various inner products associated
with the conditional fast dynamics Eq. (2.3),

(φ,ψ )Y =
∫

y
φ(x, y)ψ (x, y)eUY , (3.35a)

〈A, B〉Y =
∫

y
A(x, y)B(x, y)e−UY , (3.35b)

〈A, φ)Y =
∫

y
A(x, y)φ(x, y). (3.35c)

Note that only y are integrated over in the above expres-
sions. Using Eqs. (3.33) and (3.26), we can further prove

(L †
Yψ, φ)Y = (ψ,LYφ)Y, (3.36a)

〈L +
Y A, ψ )Y = 〈A,LYψ )Y, (3.36b)

〈(L †
Y )+A, ψ )Y = 〈A,L †

Yψ )Y. (3.36c)

It is also useful to define the time-correlation functions of
the conditional fast dynamics,

〈A(t )B(0)〉Y ≡
∫

y
(etL +

Y /εA)B e−UY

= 〈etL +
Y /εA, B〉Y, (3.37)

where the slow variables are fixed but the fast variables evolve
according to Eq. (2.3). Integrating this correlation function
over time, we find that the result is of order ε,∫ ∞

0
dt 〈A(t )B(0)〉Y = ε

∫ ∞

0
dt 〈etL +

Y A, B〉Y, (3.38)

where we have rescaled the time variable in the r.h.s..
Note that etL +

Y /ε can be understood as evolution operator in
Heisenberg picture. For detailed discussion on Heisenberg
vs Schrödinger picture of Fokker-Planck dynamics, see Ap-
pendix A 6.

Using Eq. (3.27b), we define operators P+
S ,P+

F via

〈P+
S A, ψ ) = 〈A,PSψ ), (3.39a)

〈P+
F A, ψ ) = 〈A,PFψ ). (3.39b)

These are slow and fast projection operators in the space of
observables. It is easy to verify that P+

S ,P+
F are involutive

and Hermitian, and hence are legitimate projection operators.
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Straightforward calculation leads to

P+
S A(x, y)=

∫
y′

A(x, y′)e−UY (y′;x), (3.40a)

P+
F A(x, y)=A(x, y) −

∫
y′
A(x, y′)e−UY (y′;x). (3.40b)

Hence P+
S carries out conditional steady-state average over

fast variables, whereas P+
F projects out the fluctuations away

from conditional steady state. Note that PS,P
+
S ,PF,P

+
F

are all integral operators, which act only on the fast variable
y, but not on the slow variables x.

An arbitrary observable A(x, y) can be decomposed into a
slow component and a fast component,

A(x, y) = P+
S A(x, y) + P+

F A(x, y)

= AS(x) + AF(x, y). (3.41)

Note that the slow component AS(x) is independent of the
fast variables y, whereas the conditional average of the fast
component AF(x, y) vanishes identically. Correspondingly the
Hilbert space of observables Hobs is decomposed into the
subspace of slow observables and that of the fast observables,

Hobs = H S
obs ⊕ H F

obs, (3.42a)

H S
obs = {A(x)}, (3.42b)

H F
obs =

{
A(x, y)

∣∣∣∣
∫

y
A(x, y)e−UY (y;x) = 0

}
, (3.42c)

Using Eqs. (3.40) and (2.11), (2.14), we can directly verify

P+
S = eUYPSe−UY , (3.43a)

P+
F = eUYPF e−UY . (3.43b)

These relations are clearly analogous to Eq. (3.34a). Combin-
ing these with Eqs. (2.19) we obtain

(P+
S )2 = P+

S , (P+
F )2 = P+

F , (3.44a)

P+
S + P+

F = I, (3.44b)

(P+
S )† = P+

S , (P+
F )† = P+

F , (3.44c)

P+
S P+

F = P+
F P+

S = 0. (3.44d)

C. Preservation of detailed balance

Stochastic processes with detailed balance play an impor-
tant role in nonequilibrium statistical physics, because they
(in the steady regime) correspond to reversible processes with
no entropy production. Any process violating detailed bal-
ance is irreversible with positive entropy production. This
essential connection between breaking of detailed balance and
dissipation can be deemed as the cornerstone of stochastic
thermodynamics and more generally of nonequilibrium sta-
tistical physics.

As in the previous papers of this sequel [61,62,64], we
always choose each component zμ of system variables with
definite symmetry under time reversal,

zμ → z∗μ = εμzμ, (3.45)

where εμ = 1,−1 for even and odd variables respectively.
The FPOs may further depend on certain external parame-

ter λ, which is transformed into λ∗ under time reversal. For
odd parameter, such as magnetic field or angular velocity,
we have λ∗ = −λ. We call the Markov process generated by
L (z, λ) the forward process, and that generated by L (z, λ∗)
the backward process. A Fokker-Planck dynamics is said to
have time-reversal symmetry, if for any t1, t2, the two-point
joint pdfs of the forward and backward processes satisfy the
following relation:

PF (z2, t2; z1, t1) = PB(z∗
1, t2; z∗

2, t1). (3.46)

As explained in Appendix A 8, this relation automatically
implies that the both the forward and the backward processes
are in the steady regime. In Ref. [61], it was shown that time-
reversal symmetry is equivalent to the following conditions of
detailed balance:

U (z, λ) = U (z∗, λ∗), (3.47a)

εμLμν (z∗, λ∗)εν = Lνμ(z, λ). (3.47b)

In Appendix A 8, it is shown that these conditions can be
expressed in an equivalent but compact form

L †(z, λ) = L (z∗, λ∗), (3.48)

where L † is defined in Eq. (3.32b).
Assuming that the joint dynamics of fast and slow variables

possessing time-reversal symmetry, we would like to know
whether this symmetry is inherited by the effective slow dy-
namics. For this purpose, we only need to integrate out the
fast variables y directly from the relation (3.46). We obtain the
following relation for the two-point joint pdf of the effective
slow dynamics:

PF (x2, t2; x1, t1) = PB(x∗
1, t2; x∗

2, t1). (3.49)

This shows that time-reversal symmetry is preserved by
coarse-graining. Following the same logic as one goes from
Eq. (3.46) to Eqs. (3.47) and (3.48), we then see that the ef-
fective slow dynamics also satisfies the conditions of detailed
balance, (

L R
X

)†
(x, λ) = L R

X (x∗, λ∗), (3.50a)

or equivalently

UX(x, λ) = UX(x∗, λ∗), (3.50b)

εi(L
R)i j (x∗, λ∗)ε j = (LR) ji(x, λ). (3.50c)

In Appendix A 9 we outline a direct proof of Eq. (3.50a)
using the explicit (perturbative) form of renormalized
FPO L R

X .

D. Renormalization of covariant FPO

LS as given by Eq. (3.12b) is in general a second-order
partial differential operator of x, the first-order correction
as given by Eq. (2.50) is a fourth-order differential. Hence
the resulting first-order renormalized FPO of the effective
slow dynamics is also a fourth-order operator, which does
not correspond to Langevin dynamics with usual Gaussian
white noises. This point was also pointed out in Ref. [53].
In this section, we will assume that the submatrix of kinetic
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coefficients Li j [which parameterizes LX, c.f. Eq. (3.12c)] is
independent of the fast variables y. With this assumption, we
will find that the first-order renormalized FPO is a second-
order differential operator in x, and has the covariant form
Eq. (3.2b). Several equivalent expressions will be derived for
the kinetic matrix of the effective slow dynamics expressed.
One particularly useful form involves integrated correlation
functions of the conditional fast dynamics. In Sec. VII, we
will discuss an example where Li j depends on fast variables
y. We will show explicitly that the first-order renormalized
FPO contains fourth-order derivative of slow variables. This
implies that the effective slow dynamics is not usual Markov
process with Gaussian white noises.

We use Eqs. (2.44) and (3.12b) to calculate L (0)
X pX,

L (0)
X pX =

∫
y
(LX + LXY + LYX)e−UY pX. (3.51)

Using Eqs. (3.12d) and (3.12e) it is easy to see that

LXYe−UY pX = 0, (3.52)∫
y
LYX · · · = 0. (3.53)

Hence Eq. (3.51) can be simplified to

L (0)
X pX =

∫
y
∂iL

i j (∂ j + ∂ jU )e−UY pX

=
∫

y
∂iL

i je−UY (∂ j + ∂ jUX) pX, (3.54)

where in the second step we used Eq. (3.23). Since Li j,UX, pX
are all independent of y, the integral over y can be trivially
carried out, yielding

L (0)
X = ∂iL

i j (∂ j + (∂ jUX)). (3.55)

Now let us calculate the first-order renormalization. Using Eq. (3.12b) in Eq. (2.50), we have

L (1)
X pX = −

∫
y
(LX + LXY + LYX)L −⊥

Y LSe−UY pX

= −∂i

[
Lik∂k

∫
y
L −⊥

Y LS e−UY pX + Lik
∫

y
(∂kU )L −⊥

Y LS e−UY pX +
∫

y
Lia∂aL

−⊥
Y LSe−UY pX

+
∫

y
Lia(∂aUY)L −⊥

Y LSe−UY pX

]
, (3.56)

where in the second step we have pulled Li j out of the integral, since they are independent of y. Inside the square bracket in
Eq. (3.56), the first term vanishes because of Eq. (3.25b). The second term can be simplified as

Lik
∫

y
(∂kUY)L −⊥

Y LSe−UY pX + Lik (∂kUX)
∫

y
L −⊥

Y LSe−UY pX = Lik
∫

y
(∂kUY)L −⊥

Y LSe−UY pX, (3.57)

again using Eq. (3.25b). The third term in the square bracket in Eq. (3.56) becomes − ∫y(∂aLia)L −⊥
Y LSe−UY pX upon integration

by parts. Summarizing, we can rewrite Eq. (3.56) as

L (1)
X pX = −∂i

∫
y

[
Lik (∂kUY) − (∂aLia) + Lia(∂aUY)

]
L −⊥

Y LS e−UY pX

= ∂i

∫
y

eUY
[
Lik (∂ke−UY ) + (∂aLiae−UY )

]
L −⊥

Y LS e−UY pX. (3.58)

Let us now calculate LS e−UY pX. Using Eq. (3.12b), (3.12c), and (3.12e), we have

LS e−UY pX = (LX + LYX + LXY)pXe−UY

= ∂lL
l j (∂ j + (∂ jU ))pXe−UY + ∂bLb j (∂ j + (∂ jU ))pXe−UY

= ∂lL
l j e−UY (∂ j + (∂ jUX))pX + ∂bLb j e−UY (∂ j + (∂ jUX))pX, (3.59)

where in the second step we used Eqs. (3.52), in the last equality we have used Eq. (3.23). Note that ∂l , ∂ j, ∂b act on everything
to the right. Expanding the derivatives, we further obtain

LS e−UY pX = e−UY∂l (L
l j (∂ j + (∂ jUX))pX) + [Ll j (∂l e

−UY ) + (∂bLb je−UY )](∂ j + (∂ jUX))pX. (3.60)

Let L −⊥
Y acting on Eq. (3.60) from left, the first term in r.h.s. disappears, again because Ll j are independent of y. Hence we find

L −⊥
Y LS e−UY pX = L −⊥

Y

[
Ll j (∂l e

−UY ) + (∂bLb je−UY )
]
(∂ j + (∂ jUX))pX.

Inserting this into Eq. (3.58), we see that L (1)
X can be written as a covariant FPO,

L (1)
X = ∂iδLi j (x)(∂ j + ∂ jUX), (3.61)
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where δLi j (x) can be understood as the first-order renormalization of kinetic coefficients due to fluctuations of fast variables,
and is defined by

δLi j (x) ≡
∫

y
eUY [Lik (∂ke−UY ) + (∂aLiae−UY )]L −⊥

Y [(∂l e
−UY )Ll j + (∂bLb je−UY )] (3.62a)

= ([Lik (∂ke−UY ) + (∂aLiae−UY )], L −⊥
Y [(∂l e

−UY )Ll j + (∂bLb je−UY )])Y, (3.62b)

where ( , )Y is the inner product defined in Eqs. (3.35).
Because LY is invertible and negative in the fast subspace H F

dist, the following operator identity can be established:

L −⊥
Y = PFL

−1
Y PF = −PF

∫ ∞

0
dt et LYPF. (3.63)

Using this, we can rewrite Eq. (3.62b) as

δLi j (x) = −
∫ ∞

0
dt ([Lik (∂ke−UY ) + (∂aLiae−UY )], PFet LYPF[(∂l e

−UY )Ll j + (∂bLb je−UY )])Y (3.64a)

= −
∫ ∞

0
dt (PF[Lik (∂ke−UY ) + (∂aLiae−UY )], et LYPF[(∂l e

−UY )Ll j + (∂bLb je−UY )])Y, (3.64b)

we we have used the fact that PF is Hermitian with respect to the inner product (, )Y.
Furthermore, using the definition of PF, Eq. (2.15), we can explicitly verify

PF(e−UY∂kLik ) = PF(e−UY∂lL
l j ) = 0. (3.65)

Hence we have

PF[Lik (∂ke−UY ) + (∂aLiae−UY )] = PF[(∂kLike−UY ) + (∂aLiae−UY )] = PF(∂μLiμe−UY ),

(3.66a)

PF[(∂l e
−UY )Ll j + (∂bLb je−UY )] = PF[(∂l e

−UY Ll j ) + (∂bLb je−UY )] = PF(∂νLν je−UY ), (3.66b)

where repeated indices μ, ν mean summations over components of z = (x, y). Hence Eq. (3.64) can be rewritten into

δLi j (x) = −
∫ ∞

0
dt ([PF(∂μLiμe−UY )], et LY [PF(∂νLν je−UY )])Y (3.67a)

= −
∫ ∞

0
dt
∫

y
eUY [PF(∂μLiμe−UY )]et LY [PF(∂νLν je−UY )]. (3.67b)

Further using the following identity [which follows from Eq. (3.36b)]∫
y
ψ etLYφ =

∫
y
(etL +

YYψ ) φ, (3.68)

as well as Eqs. (3.43b), we can rewrite Eq. (3.67b) as

δLi j (x) = −
∫ ∞

0
dt〈et L +

Y P+
F (∂μLiμ − Liμ∂μUY),P+

F (∂νLν j − Lν j∂νUY)〉Y (3.69a)

= −
∫ ∞

0
dt〈et L +

Y P+
F (∂μLiμ − Liμ∂μU ),P+

F (∂νLν j − Lν j∂νU )〉Y, (3.69b)

where in the second equality we have used

P+
F Liμ∂μUX = P+

F Lik∂kUX = 0, (3.70a)

P+
F Lν j∂νUX = P+

F Ll j∂lUX = 0, (3.70b)

which follows directly from Eq. (3.40b).
Now with L +, (L †)+ defined Eqs. (3.32), it is easy to show

L +xi = (∂μLiμ) − Liμ(∂μU ), (3.71a)

(L †)+xi = (∂μLμi ) − Lμi(∂μU ). (3.71b)

Hence we can rewrite Eq. (3.69b) as

δLi j (x) = −
∫ ∞

0
dt〈et L +

Y P+
F L +xi,P+

F (L †)+x j〉Y. (3.72)
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The inner product in Eq. (3.72) has a clear physical meaning. It is the correlation function of two observables P+
F L +xi and

P+
F (L †)+x j of the conditional fast dynamics. (Recall that P+

F L +A is the fluctuation of observable A around its conditional
average.)

Finally, using Eqs. (2.15) and (3.71), we can explicitly verify

P+
F L +xi = −Lik (∂kUY) + (∂aLia) − Lia(∂aUY), (3.73a)

P+
F (L †)+xi = −Lli(∂lUY) + (∂bLbi ) − Lbi(∂bUY). (3.73b)

Hence Eq. (3.72) can also be rewritten into

δLi j (x) = −
∫ ∞

0
dt
∫

y
e−UY (et L +

Y [Lik (∂kUY) − ∂aLia + Lia(∂aUY)])[Ll j (∂lUY) − ∂bLb j + Lb j (∂bUY)]. (3.74)

Equations (3.62), (3.64), (3.67), (3.69), (3.72), and (3.74) are
all equivalent to each other.

Summing up Eqs. (3.55) and (3.61), we obtain the first-
order renormalized FPO of effective slow dynamics, which
assumes the covariant form

L R
X = ∂i(L

i j + ε δLi j )(∂ j + (∂ jUX)). (3.75)

Several important implications can be inferred. Firstly it
shows that if the effective slow dynamics is described by
covariant Fokker-Planck theory, as long as the joint dynam-
ics is so. Hence the covariant Fokker-Planck theory is the
natural formalism for effective slow dynamics of classical
nonequilibrium processes. Secondly, we have supplied ex-
plicit formulas for the renormalized kinetic coefficients of the
effective slow dynamics. These formulas are highly nontrivial
and have never been obtained previously. Furthermore, as we
have shown above, if the joint dynamics has detailed balance,
the effective slow dynamics also has detailed balance. In fact
it can be explicitly verified, using, e.g., Eq. (3.74), that the
first-order correction to kinetic coefficients satisfy detailed
balance conditions,

εiδLi j (x∗, λ∗)ε ji = δLi j (x, λ). (3.76)

Finally, if we want to take into account short timescale
details as in Sec. II E, we should replace the operator L −⊥

Y ,
which is given by Eq. (3.63), by L̂ −⊥

Y (t−1) as given by
Eq. (2.68) with t−1 = t/ε. This amounts to replacing the
upper bound of the integrals in Eqs, (3.64), (3.67), (3.69),
(3.72), and (3.74) by t/ε. For example, Eq. (3.72) should be
replaced by

δLi j (x; t ) = −
∫ t/ε

0
ds〈es L +

Y P+
F L +xi,P+

F (L †)+x j〉Y.

(3.77)

IV. HAMILTONIAN SYSTEMS

Consider a Hamiltonian systems with canonical vari-
ables x = (q, p) interacting with another Hamiltonian system
canonical variables y = (Q, P). A typical example is a colloid
interacting with a large number of fluid molecules. q, p are
then the coordinate and momentum of the colloid, whereas
Q = (Q1, Q2, · · · ), and P = (P1, P2, · · · ) are the shorthands

for collections of all coordinates and momenta of fluid parti-
cles. The total Hamiltonian is given by

H tot = HX(q, p) + HY(Q, P, q), (4.1)

HX(q, p) = p2

2m
+ VX(q), (4.2)

HY(Q, P, q) = P2

2μ
+ VB(Q, q), (4.3)

where VX(q) is the potential energy of the colloid, which may
also be externally controlled, whereas VB(Q, q) is the interac-
tion between fluid particles and also between fluid particles
and the colloid.

The dynamics of a generic many-body Hamiltonian system
is chaotic and ergodic, which means that the pdf of the total
system converges to an equiprobability distribution on the
energy hypersurface. It is also well known that if the system is
large, an equiprobability distribution is statistically equivalent
to a canonical distribution,

p(Q, P, q, p) = e−β(H tot−F tot ) = e−U , (4.4)

pX(q, p) = e−β(HX−FX ) = e−UX , (4.5)

where F tot, FX are the equilibrium free energies of the total
system and of the large particle, which are related to the
generalized potentials U,UX via

U = β(H tot − F tot ), (4.6)

UX = β(HX − FX). (4.7)

Likewise, the conditional equilibrium pdf of y given x is

pY|X(Q, P|q, p) = e−β(HY−FY ) = e−UY , (4.8)

UY = β(HY − FY) = U − UX. (4.9)

Note that pY|X and UY are independent of p. As in Ref. [63]
and in Sec. III A, the total Hamiltonian (4.1) is split such that
the equilibrium distribution of the colloidal variables has the
Gibbs canonical form (4.5).
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The Hamiltonian equations of the combined system can be
written as the following matrix form:⎛
⎜⎜⎝

dq
d p
dQ
dP

⎞
⎟⎟⎠+

⎛
⎜⎜⎝

0 −T 0 0
T 0 0 0
0 0 0 −T
0 0 T 0

⎞
⎟⎟⎠
⎛
⎜⎜⎝

∂U/∂q
∂U/∂ p
∂U/∂Q
∂U/∂P

⎞
⎟⎟⎠dt =

⎛
⎜⎜⎝

0
0
0
0

⎞
⎟⎟⎠.

(4.10)

This has the same form as the covariant Langevin equa-
tion (3.1), but with vanishing noise amplitudes. Accordingly
the kinetic matrix Lμν only has antisymmetric part,

L =

⎛
⎜⎜⎝

0 −T 0 0
T 0 0 0
0 0 0 −T
0 0 T 0

⎞
⎟⎟⎠. (4.11)

Strictly speaking, 0 and T in the above matrix mean subma-
trices with various dimensions. But we will not worry about
these notational subtleties as they make no difference in the
final results. Note that L is a constant matrix, so the spurious
drift ∂μLμν vanishes identically. The FPO associated with
Eq. (4.10) can be obtained,

L = −∂H

∂ p
∂

∂q
+ ∂H

∂q
∂

∂ p
− ∂H

∂P
∂

∂Q
+ ∂H

∂Q
∂

∂P

= −q̇
∂

∂q
− ṗ

∂

∂ p
− Q̇

∂

∂Q
− Ṗ

∂

∂P
, (4.12)

which is a first-order partial differential operator, known the
Liouville operator in classical mechanics. This operator can
be decomposed in the form of Eq. (3.12a),

LS = −∂H

∂ p
∂

∂q
+ ∂H

∂q
∂

∂ p
, (4.13)

LY = −∂HY

∂P
∂

∂Q
+ ∂HY

∂Q
∂

∂P
. (4.14)

The operators L †,L +, (L †)+ can be easily calculated. They
are different from L only by a sign,

L = −L † = −L + = (L †)+. (4.15)

Similarly we have

L +
Y = −LY. (4.16)

We apply L + on qi, ith component of q.

L +qi = −L qi = ∂H

∂ pi
= pi

m
. (4.17)

We use Eqs. (3.40) to project out the slow component of
L +qi,

P+
S L +qi =

〈 pi

m

〉
Y

= pi

m
, (4.18)

where the second equality follows from the fact that the
conditional equilibrium distribution of the fast variables is
independent of the momentum p of the colloid. The fast com-
ponent of L +qi is then

P+
F L +qi = P+

F (L †)+qi = 0. (4.19)

Let us now calculate L + pi,

L + pi = −L pi = ∂H

∂qi

= ∂VX

∂qi
+ ∂VB

∂qi
, (4.20)

The physical meaning of this term is negative the force acting
on the colloid, which consists of two parts. The first part is
due to the external potential, whereas the part is due to the
interaction with all fluid particles. The slow component of
L + pi can be similarly calculated,

P+
S L + pi =

〈
∂VX

∂qi
+ ∂VB

∂qi

〉
Y

= ∂VX

∂qi
, (4.21)

which is solely due to the external potential. The fast compo-
nent is

P+
F L + pi = −P+

F (L †)+ pi = ∂VB

∂qi
= − f i

coll. (4.22)

which is solely due to interaction with fluid particles. In an-
other word, −P+

F L + pi is the collision force acting on the
colloid. In a homogeneous fluid, the conditional average of
collision force vanishes identically, due to the translational
symmetry of the environment.

Substituting the above results into Eq. (3.72), we obtain the
first-order renormalization of kinetic coefficients,

T γ i j ≡ δLpi pj =
∫ ∞

0
dt

〈
etL +

Y
∂VB

∂qi
,
∂VB

∂q j

〉
Y

(4.23)

=
∫ ∞

0
dt
〈
f i
coll(t ), f j

coll(0)
〉
Y, (4.24)

which is the integrated correlation function of collision force
acting on the colloid. There is no renormalization of other
kinetic coefficients. The corresponding nonlinear Langevin
equation can be written as

dqi = ∂HX

∂ pi
dt, (4.25)

d pi = −∂HX

∂qi
dt − γ i j ∂HX

∂ pj
dt + biαdWα, (4.26)

where γ i j and biα are related to each other via

T γ i j = 2 biαbjα. (4.27)

In the above, γ i j is the matrix of friction coefficients of
the effective slow dynamics, and reflects the symmetry of the
background fluid. If the fluid is homogeneous and isotropic,
γ i j is independent of q (and of p), and is proportional to
the identity matrix. By contrast, the fluid is a nematic liquid
crystal with broken orientational order, γ i j is anisotropic. If
the colloid is confined near the boundary of the fluid, γ i j

depends on the position q, which means that the noises acting
on the colloid are multiplicative.

Two important results can be inferred here. Firstly co-
variant Fokker-Planck theory and the associated covariant
Ito-Langevin dynamics emerges naturally as the coarse-
grained effective theory of unitary Hamiltonian dynamics,
in the limit of timescale separation. Secondly, multiplicative
noises naturally arise in systems with heterogeneous back-
ground.
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V. THE HARMONIC BATH MODEL

In this section, we apply the results developed in Sec. IV
to the famous toy model of harmonic oscillator bath. We will
see that our theory supplies a more natural perspective to the
problem.

A. Conventional treatment

Here we use notations in accordance with Zwanzig [5]. The
total system consists of a Brownian particle with canonical
position x and momentum p, and a bath of harmonic oscilla-
tors with coordinates and momenta {qi, pi}. Throughout this
section, p refers to the momentum of the Brownian particle,
not the pdf of system variables. The total Hamiltonian is
decomposed as

H tot = HX + HY, (5.1)

HX = p2

2m
+ V (x), (5.2)

HY =
N∑
j

⎡
⎣1

2
p2

j + ω2
j

2

(
q j − γ j

ω2
j

x

)2
⎤
⎦. (5.3)

The Hamiltonian equations are

dx

dt
= p

m
, (5.4a)

d p

dt
= −V ′(x) +

N∑
j

(
γ jq j − γ 2

j

ω2
j

x

)
, (5.4b)

dqi

dt
= pi, (5.4c)

d pi

dt
= −ω2

i qi + γix. (5.4d)

In the traditional treatment, one solves for the motion of
oscillators in terms of the Brownian particle,

q j (t ) = q j (0) cos(ω jt ) + p j (0)
sin(ω jt )

ω j

+ γ j

∫ t

0
ds

sin (ω j (t − s))
ω j

x(s), (5.5)

where q j (0), p j (0) are the initial data of the oscillators. Inte-
grating by parts, we can rewrite q j (t ) as

q j (t ) − γ j

ω2
j

x(t )

=
(

q j (0) − γ j

ω2
j

x(0)

)
cos(ω jt )

+ p j (0)
sin(ω jt )

ω j
− γ j

∫ t

0
ds

p(s)

m

cos (ω j (t − s))
ω2

j

. (5.6)

Substituting this back to Eq. (5.4b), we obtain

d p(t )

dt
= −V ′(x(t )) −

∫ t

0
dsK (s)

p(t − s)

m
+ Fp(t ), (5.7)

where Fp(t ) behaves as colored noises and is defined as

Fp(t ) =
∑

j

γ j p j (0)
sin(ω jt )

ω j

+
∑

j

γ j

(
q j (0) − γ j

ω2
j

x(0)

)
cos(ω jt ), (5.8)

whilst K (t ) behaves as the kernel for time-lagged friction,

K (t ) =
∑

j

γ 2
j

ω2
j

cos(ω jt ). (5.9)

We assume that the oscillator bath is initially in equilib-
rium conditioned on the Brownian particle, which means that
p j (0), q j (0) are Gaussian distributed with variances given by〈

p j (0)2
〉 = kBT, (5.10)〈(

q j (0) − r j

ω j
x(0)

)2
〉

= T

ω2
j

, (5.11)

〈p j (0)qi(0)〉 = 0. (5.12)

We can directly verify

〈Fp(t )Fp(t ′)〉 = T K (t − t ′), (5.13)

which is generally known as the second Fluctuation Theorem
Relation. It can be understood as the condition of detailed
balance for non-Markovian Langevin dynamics.

If the frequencies of oscillators are densely distributed, we
may approximate the summation in Eq. (5.9) as an integral,

K (t ) =
∫

ρ(ω)
γ (ω)2

ω2
cos(ωt )dω. (5.14)

By properly choosing the functions ρ(ω), γ (ω), one may
let K (t ) approaching a δ function, then Eq. (5.7) becomes
the usual underdamped Langevin equation with white noises
[5]. In reality, however, we can never fine tune the functions
ρ(ω), γ (ω). Hence the above argument is too restrictive, and
does not explain why Langevin dynamics with white noises is
so successful in so many different physical systems.

In fact, as we have learned in this paper, the effective
dynamics of the Brownian particle approaches the Markov
limit if its dynamics is much slower than that of the oscil-
lators. To see this point, we introduce a large parameter α and
scale up the oscillator frequencies ωi and the coefficients γi

simultaneously,

(ω j, γ j ) → (αω j, αγ j ). (5.15)

The kernel K (t ) then becomes

K (t ) → Kα (t ) =
∑
ω j

γ 2
j

ω2
j

cos(αω jt ) = K (αt ). (5.16)

In the limit α → +∞, the width of Kα (t ) reduces to zero, and
the kernel converges to

α−1

[∫ +∞

0
dt ′
∫

ρ(ω)
γ (ω)2

ω2
cos(ωt ′)dω

]
δ(t ) (5.17)

in the sense of generalized function. Consequently, Fp(t ) be-
haves as white noises.
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B. Multi-scale coarse-graining

Let us apply the rescaling Eq. (5.15) to Hamiltonian equa-
tions (5.4) and further introduce rescaled coordinates q̃ ≡ αq,
we obtain

dx

dt
= p

m
; (5.18a)

d p

dt
= −V ′(x) +

N∑
j

(
γ j q̃ j − γ 2

j

ω2
j

x

)
; (5.18b)

dq̃i

dt
= αpi; (5.18c)

d pi

dt
= −αω2

i q̃i + αγix. (5.18d)

These equations are of the form as Eqs. (3.11), if α is iden-
tified as 1/ε, {q̃i, pi} are identified as fast variables, and the
kinetic matrix identified as

L =

⎛
⎜⎜⎝

0 −T 0 0
T 0 0 0
0 0 0 −αT
0 0 αT 0

⎞
⎟⎟⎠, (5.19)

and finally, the generalized potentials identified as

U = UX + UY, (5.20)

T UX = p2

2m
+ V (x), (5.21)

T UY =
N∑
j

⎡
⎣1

2
p2

j + ω2
j

2

(
q̃ j − γ j

ω2
j

x

)2
⎤
⎦. (5.22)

Hence it becomes clear that the results in the preceding sec-
tion are fully applicable. In particular, if we apply Eq. (4.23)
and work out the correlation function of the conditional fast
dynamics, we obtain

δLpp =
∫ ∞

0
dt
∑

i

cos(ωit )
γ 2

i

ω2
i

→
∫ +∞

0
dt
∫

ρ(ω)
γ (ω)2

ω2
cos(ωt )dω, (5.23)

which is consistent with Eq. (5.17).

VI. OVERDAMPED LIMIT OF BROWNIAN MOTION

In this section we discuss two aspects of the overdamped
limit of Brownian motion. In the first part, we discuss the
case where the friction coefficient varies with position. Naive
treatment, e.g., throwing out the internal term in the under-
damped Langevin equation, fails in this case, because it does
not capture the spurious drift. In the second part, we study the
influence of the fast scale details on the effective dynamics of
the coordinate.

A. Position-dependent friction

We consider a Brownian particle in a heterogeneous
background with position dependent friction coefficient. The
underdamped Langevin equations are

dx = pdt, (6.1a)

d p = −V ′(x)dt − γ (x)pdt

ε
+
√

2γ (x)T

ε
dW (t ), (6.1b)

where we have set the mass to unity and have divided the
friction γ (x) by a small parameter ε. We are interested in
the overdamped limit of the dynamics where ε → 0. It was
shown in a preceding paper [62] that this limit is very subtle.
The naive treatment, where one simply delete the inertial term
d p in Eq. (6.1b) is erroneous. Here we use our multi-scale
projection operator theory to carry out a systematic expansion
in terms of ε. To the first order, we rederive the result of
Sec. VI C of Ref. [62], and also in Ref. [69]. These earlier
results were obtained using very different methods. To the
third order, we discover higher-order derivatives in the renor-
malized FPO.

Equations (6.1) can be written in the covariant form (3.11)
with L and e−UY given by

L =
(

0 −T
T ε−1γ (x)T

)
, (6.2)

e−UY =
√

β

2π
e−βp2/2. (6.3)

Various FPOs in Eq. (3.12) are

LX = 0; (6.4a)

LXY = −∂xT (∂p + βp); (6.4b)

LYX = ∂pT (∂x + βV ′); (6.4c)

LY = T γ (x)∂2
p + γ (x)∂p p. (6.4d)

Using the first-order result Eq. (3.72), we obtain

δL =
∫ ∞

0
dt
∫

p
(−T ∂pUY)etLY e−UY (−T ∂pUY)

=
∫ ∞

0
dt
∫

p
p etLY (pe−UY ) = 1

βγ (x)
. (6.5)

Hence the renormalized covariant FPO of the overdamped
theory is

L od
FP = ε ∂x

1

βγ (x)
(∂x + βV ′(x)), (6.6)

which agrees with the results in Ref. [69] and Ref. [62].
We can also apply the multi-scale expansion developed in

Sec. II to higher orders. We will simply present the results
without supplying details. Due to symmetry reasons, there
is no correction to the second order. To the third order, the
renormalized FPO is

L od
FP = ε ∂x

T

γ
(∂x + βV ′) + ε3∂x

T

γ 3
V ′′(∂x + βV ′)

+ ε3∂x
T

γ

(
∂x

1

γ

)
(∂x + βV ′)

1

γ
(∂x + βV ′). (6.7)

The last term contains third-order differential operator.
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FIG. 1. The variance σ 2(t ) of coordinate, starting from initial
condition Eq. (6.9). Red: Exact result Eq. (6.10) of the underdamped
theory. Blue: long time asymptotics of Eq. (6.10); green: overdamped
result Eq. (6.14). The temperature and friction coefficient are set as
T = 1 and γ = 10.

B. Short-time analysis of overdamped theory of
Brownian motion

In this part, we discuss the short-time details of the
overdamped Langevin equation, for the case where γ is in-
dependent of position. We shall first discuss the simpler case
of free particle, i.e., V = 0, and then come back to the case
V 
= 0. The mass is again set to unity. We also absorb 1/ε into
γ , so γ becomes a large parameter.

The underdamped Fokker-Planck equation, popularly
known as the Kramers equation, is given by

∂tρ(x, p, t ) = (
T γ ∂2

p + γ ∂p p − p ∂x
)
ρ(x, p, t ). (6.8)

Note that we use ρ instead of p to denote the pdf, to avoid
confusion with the momentum variable. We are interested in
the initial conditions where x is completely fixed, and p is
Maxwellian,

ρ(x, p, 0) =
√

β

2π
e−βp2/2δ(x). (6.9)

The exact solution to Eq. (6.8) is known,

ρ(x, p, t ) =
γ exp

(− γ 2x2+2p2(γ t−1)−2γ px+2pe−γ t (γ x+p)
2T (2γ t−3+4e−γ t −e−2γ t )

)
2πT

√
2γ t − 3 + 4e−γ t − e−2γ t

.

(6.10a)

This result captures both the long-timescale properties and the
short-timescale properties correctly. From this, we can easily
derive the marginal pdf of x,

ρX (x, t ) = 1√
2πσ (t )2

e−x2/2σ (t )2
; (6.10b)

σ 2(t ) = 2T

γ 2
(γ t − 1 + e−γ t ). (6.10c)

Hence x is a Gaussian variable with variance σ 2(t ) mono-
tonically increasing with time, which is plotted in Fig. 1. Its
short-time asymptotics is

σ 2(t ) ∼ T

(
t2 − γ t3

3

)
, γ t � 1; (6.11)

FIG. 2. Schematics of Brownian rod.

which clearly corresponds to ballistic motion. The long-time
asymptotics is

σ 2(t ) ∼ T

(
2t

γ
− 2

γ 2

)
, γ t � 1, (6.12)

which corresponds to normal diffusion.
For the case we are studying, the overdamped FP operator

(6.7) becomes the usual Laplacian. The overdamped FPE then
becomes

∂tρX = T

γ
∂2

x ρ. (6.13)

It yields a Gaussian solution with variance, which is propor-
tional to time,

σ 2(t ) = 2T t

γ
. (6.14)

At t = 0, the variance vanishes identically, hence ρX (0) =
δ(x). As illustrated in Fig. 1, this differs from Eq. (6.12) by
a constant −2T/γ 2. The difference is evidently due to the
ballistic motion in the short timescales, which is captured by
the underdamped theory but not the overdamped theory. To
capture this effect in the overdamped theory, we may use a
“renormalized initial condition” σ 2

R (0) = −2T/γ 2. The value
of σ 2

R (0), however, can be determined by comparing the long-
time asymptotics of two theories.

To capture the short-time behaviors in the overdamped
theory, we need to use the formalism developed in Sec. II E,
where the fast timescale t−1 is retained. The operator L̂ −⊥

Y ,
defined in Eq. (2.68), can be calculated exactly, which is
presented below without supplying derivations. Let f (p) be
an arbitrary function, we have

L̂ −⊥
Y f (p′) =

∫
G(p, t−1|p′, t ′) f (p′)d p′; (6.15)

G(p, t−1|p′, t ′)

= 1√
2πT (1 − e−2γ (t−1−t ′ ) )

exp − 1

2T

[
p − p′e−γ (t−1−t ′ )

1 − e−2γ (t−1−t ′ )

]2

.

(6.16)
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We substitute this back into Eq. (2.83), and obtain the first-
order renormalized Fokker-Planck equation,

∂tρX (x) = ε(1 − e−γ t/ε )
T

γ
∂2

x ρX . (6.17)

It is interesting to note that Eq. (6.10b) is actually the ex-
act solution of Eq. (6.17). Hence at least for the case of
free Brownian particle, our projection operator theory devel-
oped in Sec. II E captures the short-time details correctly.
Equation (6.17) was also derived in [18] using the time-
convolutionless projection operator formalism.

We can in fact extend the multi-scale method to more
general case, where the potential is nonzero, and the initial
momentum distribution is an arbitrary Gaussian,

ρ(x, p, 0) =
√

1

2πσ (0)2
e−p2/2σ (0)2

δ(x), (6.18)

After a much more complicated analysis, we find the follow-
ing FPE for the marginal pdf pX (x, t ):

∂tρX = ε
1 − e−γ t/ε

γ
∂x(σ 2(t/ε)∂x + V ′)ρX ;

σ (t/ε)2 = T (1 − e−2γ t/ε (1 − σ (0)2/T )). (6.19)

This equation is homogeneous, and give correct results both
in short timescale and in long timescale, up to the first order
in ε. Such a result has never been derived previously, to the
best of our knowledge.

VII. BROWNIAN ROD

In Sec. III, we assumed that the kinetic matrix for the
slow variables Li j in Eq. (3.12c) does not depend on the fast
variables Y. This assumption makes it possible to derive an
explicit expression for the first-order renormalized FPO. In
this section, we discuss a simple example where this assump-
tion does not hold, and hence the results of Sec. III are no
longer applicable. The method developed in Sec. II, however,
remains applicable. We will see that the resultant first-order
renormalized FPO of the slow variables contains higher-order
derivatives at the first order.

We study the Brownian dynamics of a two dimensional
symmetric rod in the overdamped regime, as illustrated in
Fig. 2. The coefficient of friction is γ‖ along its long axis and
γ⊥ in the perpendicular direction. Let (x1, x2) be the coordi-
nates of the center of the mass of the rod, and θ the angle
between the rod axis and x1 coordinate axis. The overdamped
Langevin equations are

γi j (θ )dx j + ∂iV (x)dt = biαdWα, (7.1a)

γθ dθ = bθαdWα, (7.1b)

where ∂i ≡ ∂xi are the spatial derivatives. The matrix of spatial
friction coefficients γi j is given by

(γi j ) =
(

rγ + �γ cos(2θ )/2 −�γ sin(2θ )/2
−�γ sin(2θ )/2 γ̄ − �γ cos(2θ )/2

)
, (7.2)

with γ̄ = (γ‖ + γ⊥)/2 and �γ = γ‖ − γ⊥. The rotational
friction coefficient is assumed to be constant. The amplitudes
of noises satisfy biαbjα = 2T γi j and bθαbθα = 2T γθ . It is

assumed that the potential V (x1, x2) is independent of θ . The
corresponding FPO is

L = T
(
γ −1

i j ∂i(∂ j + β(∂ jV )) + γ −1
θ ∂2

θ

)
. (7.3)

We consider the limit where γθ is much smaller than γ‖
and γ⊥ so that the rotational dynamics is much faster than the
translational dynamics. (We do not worry how such a limit can
be realized in an experimental system. This will be addressed
in a future publication.) For convenience we introduce a small
parameter ε such that the FPO (7.3) assumes the form of
Eq. (2.2),

L = LS + ε−1LY. (7.4a)

LY = T γ −1
θ ∂2

θ (7.4b)

LS = T γ −1
i j ∂i(∂ j + β(∂ jV )). (7.4c)

Note that the conditional steady state e−UY is flat. The
methods developed in Sec. II then becomes applicable.

Using Eqs. (2.44) and (2.50), we obtain the renormalized
FPO to the first order,

L R
X =

∫
θ

LS e−Uθ − ε

∫
θ

LSL
−⊥

Y LS e−Uθ

= T
γ‖ + γ⊥
2γ‖γ⊥

(∂1(∂1 + β(∂1V )) + ∂2(∂2 + β(∂2V )))

+ εT γθ�γ 2

32γ 2
‖ γ 2

⊥
[(∂1(∂1 + β(∂1V )) + ∂2(∂2 + β(∂2V )))2

+ ∂kδLkl (∂l + β(∂lV )) + β2((∂1V )∂2 − (∂2V )∂1)2].

(7.5)

where the matrix δLi j is defined as

(δLi j ) = 2β

(−∂2
2V ∂1∂2V

∂1∂2V −∂2
1V

)
. (7.6)

For the case V = 0, Eq. (7.5) reduces to

L R
X = T

γ‖ + γ⊥
2γ‖γ⊥

(
∂2

1 + ∂2
2

)+ εT γθ�γ 2

32γ 2
‖ γ 2

⊥

(
∂2

1 + ∂2
2

)2
.

Note that there are fourth-order derivatives at the first order
of ε.

VIII. CONCLUSIONS

In the present paper, we have shown that the covari-
ant formulation of Fokker-Planck theory naturally emerges
as a consequence of coarse-graining of microscopic unitary
dynamics. Furthermore, even though the fast variables neces-
sarily deviate from equilibrium, detailed balance is preserved
by the process of coarse-graining. The kinetic matrix of the
effective slow dynamics is expressed in terms of integrated
correlation functions of fast variables, conditioned on the
slow variables. These results not only establish the connec-
tion between reversible dynamics at the microscopic level
and stochastic irreversible dynamics at the mesoscopic level,
but also demonstrate that the covariant Fokker-Planck theory
(and the associated covariant Ito-Langevin dynamics) is the
universal description for all continuous classical nonequilib-
rium small systems. In the future, we will apply this method
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to study effective slow dynamics of many concrete nonequi-
librium classical systems, including those with biological
significances.
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APPENDIX: MATHEMATICAL STRUCTURE OF
FOKKER-PLANCK DYNAMICS

In this Appendix, we discuss some mathematical structures
of Fokker-Planck dynamics, which will be useful for our
analysis. We shall assume that the Fokker Planck operator L
is fixed, with e−U (z) the steady-state pdf.

1. Hilbert spaces of distributions and observables

Here we elaborate on the inner products defined previously
in Eqs. (3.26).

In the study of Fokker-Planck dynamics, there are two
distinct types of functions. We define an inner product of two
functions ψ (z), φ(z) as [c.f. Eq. (3.26a)]

(ψ (z), φ(z)) ≡
∫

dz ψ (z) φ(z) eU (z). (A1)

A distribution ψ (z) is a function, which satisfies

(ψ,ψ ) =
∫

z
ψ (z)2 eU (z) < ∞. (A2)

All distributions form a real Hilbert space, which we will call
Hdist. According to this definition, a distribution is generically
neither normalized nor positive. The set of all positive nor-
malized distribution (which has the meaning of pdf) form a
convex subset of Hdist .

We define another inner product between functions [c.f.
Eq. (3.26b)],

〈A(z), B(z)〉 ≡
∫

dz A(z)B(z) e−U (z). (A3)

An observable A(z) is a function, which satisfies

(A, A) =
∫

z
A(z)2 e−U (z) < ∞. (A4)

All observable form a real Hilbert space, which we will call
Hobs. Physical quantities such as Hamiltonian, momenta, co-
ordinates, etc., are all observables.

We need to distinguish Hobs and Hdist because the phase
space of classical Hamiltonian dynamics is unbounded. (Mo-
menta are always unbounded. Furthermore, coordinates are
also unbounded if we consider free boundary conditions.) In
general, the effective potential U (z) is bounded from below
but not from above. Hence Hdist is a subspace of Hobs but
not vice versa. There is a 1–1 correspondence between two
Hilbert spaces,

A(z) ∈ Hobs ←→ A(z)e−U (z) ∈ Hdist, (A5)

which preserves the inner product

〈A, B〉 = (A e−U , B e−U ). (A6)

It is also useful to define the “mixed product” between an
observable and a distribution as [c.f. Eq. (3.26c)]

〈A, ψ ) ≡
∫

dz A(z)ψ (z), (A7)

we see that each distribution φ(z) ∈ Hdist can be understood
as a linear functional on Hobs and each A(z) ∈ Hobs can
be understood as a linear functional on Hdist. In this sense,
Hobs and Hdist are dual spaces to each other. The following
relations can be easily proved:

〈A, B〉 = 〈A, B e−U ) = (A e−U , B e−U ), (A8a)

(φ,ψ ) = 〈φ eU , ψ ) = 〈φ eU , ψ eU 〉, (A8b)

〈A, ψ ) = 〈A, ψ eU 〉 = (A e−U , ψ ). (A8c)

If p(z) is a pdf, then Eq. (A7) becomes the average of A(z) in
the state described by the pdf p(z),

〈A, p) ≡
∫

dz A(z)p(z). (A9)

2. Fokker-Planck and related operators

Here we elaborate on the † conjugate and + conjugate of
operators defined previously in Eqs. (3.27).

The covariant FPO is [c.f. Eq. (3.2b)]

L ≡ ∂μLμν (∂ν + (∂νU )) = ∂μLμνe−U ∂νeU , (A10)

which is understood as an operator in the space of distribution
Hdist. According to Eqs. (3.27a), its Hermitian conjugate L †

is defined using the inner product as

(ψ,L †φ) = (L ψ, φ). (A11)

Hence both L and L † are operators in Hdist. Simple calcu-
lation leads to [c.f. Eq. (3.32b)]

L † = ∂μLνμ(∂ν + (∂νU )) = ∂μLνμe−U ∂νeU . (A12)

Note that the steady-state pdf e−U is a common eigenfunction
of L and L † with eigenvalue zero,

L e−U = L †e−U = 0. (A13)

Generically Lμν is neither symmetric or anti-symmetric,
hence L is neither Hermitian nor anti-Hermitian, and may
not have a complete set of eigenfunctions.

The matrix Lμν can be decomposed as follows:

Lμν = Bμν + Qμν, (A14a)

Bμν = Bνμ, (A14b)

Qμν = −Qνμ. (A14c)

Hence L ,L †, as given by Eqs. (A10) and (A12), can be
decomposed into a Hermitian part and an anti-Hermitian part,

L = ∂μBμν (∂ν + ∂νU ) + ∂μQμν (∂ν + ∂νU ), (A15a)

L † = ∂μBμν (∂ν + ∂νU ) − ∂μQμν (∂ν + ∂νU ). (A15b)

According to Eqs. (3.27b) and (3.27c), L +, (L †)+ as
operators in Hobs are defined as

〈L +A, p) = 〈A,L p), (A16a)

〈(L †)+A, p) = 〈A,L † p). (A16b)
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Simple calculation leads to [c.f. Eqs. (3.32c) and (3.32d)]

L + ≡ (∂μ − ∂μU )Lνμ∂ν, (A16c)

(L †)+ ≡ (∂μ − ∂μU )Lμν∂ν. (A16d)

It is easy to see that constant functions are common eigen-
functions of L + and (L †)+ with eigenvalue zero,

L + 1 = (L †)+ 1 = 0. (A17)

Through direct calculation, it is easy to verify

L + = eU L †e−U , (A18a)

(L †)+ = eU L e−U . (A18b)

Using Eqs. (A8) and (A16a), we further prove

〈L +A, B〉 = 〈L +A, e−U B) = 〈A,L e−U B)

= 〈A, e−U eU L e−U B)

= 〈A, e−U (L †)+L B)

= 〈A, (L †)+B〉. (A19)

Finally using Eqs. (A16c) and (A16d) it is straightforward
to verify

L +xμ = −Lμν (∂νU ) + (∂νLμν ), (A20a)

(L †)+xμ = −Lνμ(∂νU ) + (∂νLνμ). (A20b)

Using Eq. (A20a), the covariant Langevin equation (3.1)
can be written into the following compact form:

dxμ − (L +xμ)dt = bμαdWα. (A21)

3. Decomposition of Hdist

It is known that two operators that are Hermitian con-
jugates of each other, such as L and L †, share the same
set of eigenvalues. On the other hand, from Eq. (A18) one
easily see that L and (L †)+, as well as L † and L +, also
share the same set of eigenvalues. Hence all four operators
L ,L †,L +, (L †)+ share the same set of eigenvalues. They
have a common eigenvalue zero. These operators cannot have
positive eigenvalue. Otherwise, the solution to the Fokker-
Planck equation would blow up, which leads to violation of
either positivity or normalization, both of which are necessary
for p(z, t ) to be interpreted as the pdf of z.

According to our assumption, the zero eigenvalue of L is
nondegenerate, i.e., L has no stationary state other than e−U .
This excludes all systems with spontaneous broken symmetry.
It then follows that the kernel of L is one dimensional, and is
expanded by e−U . We shall use H 0

dist to denote this subspace
of Hdist,

KerL = H 0
dist = {ψ ∈ Hdist|L ψ = 0}

= {c e−U |c is real}. (A22)

Now define the subspace H ⊥
dist as the orthogonal complement

of H 0
dist,

H ⊥
dist = {ψ ∈ Hdist|(ψ, e−U ) = 0}, (A23)

where the inner product is defined in Eq. (A1). Hence the
space Hdist is the direct sum of H 0

dist and H ⊥
dist,

H 0
dist ⊕ H ⊥

dist = Hdist. (A24)

Any distribution ψ (z) can be uniquely decomposed into a part
in H 0

dist and another part in H ⊥
dist,

ψ (z) = c e−U (z) + ψ⊥. (A25)

Note that c = (ψ, e−U ). If ψ is a normalized distribution, c =
1, and ψ⊥ describes fluctuation away from the steady state.

Now consider a nonvanishing ψ⊥ ∈ H ⊥
dist, we have

L ψ⊥ 
= 0, since ψ⊥ is not a stationary state. On the other
hand, using Eqs. (A12) and (A13), we easily see

(L ψ⊥, e−U ) = (ψ⊥,L †e−U ) = (ψ⊥, 0) = 0, (A26)

which means L ψ⊥ is orthogonal to e−U , i.e., L ψ⊥ ∈ H ⊥
dist .

Hence H ⊥
dist is an invariant subspace of L . The kernel H 0

dist
is of course also an invariant subspace of L .

Let P,P⊥ be the projection operators onto H 0
dist and

H ⊥
dist respectively. For any ψ (z) ∈ Hdist, we have

Pψ (z) = (ψ, e−U ) e−U (z) (A27a)

= e−U (z)
∫

z′
ψ (z′),

P⊥ψ (z) = ψ (z) − Pψ (z)

= ψ (z) − e−U (z)
∫

z′
ψ (z′). (A27b)

For any ψ given in Eq. (A25), we have

Pψ (z) = c(ψ ) e−U (z), (A28a)

P⊥ψ (z) = ψ⊥(z). (A28b)

In another word, P projects out the component of steady-state
distribution, whereas P⊥ projects out fluctuations away from
steady state.

For any two distributions ψ, φ, it is easy to verify

(φ,Pψ ) = (Pφ,ψ ) = (Pφ,Pψ ), (A29a)

(φ,P⊥ψ ) = (P⊥φ,ψ ) = (P⊥φ,P⊥ψ ), (A29b)

which imply that P,P⊥ are both Hermitian operators. Sum-
marizing, P,P⊥ satisfy all standard properties of projection
operators,

P2 = P, P2
⊥ = P⊥, (A30a)

P + P⊥ = I, (A30b)

P† = P, P†
⊥ = P⊥, (A30c)

PP⊥ = P⊥P = 0. (A30d)

4. Solubility condition

Using Eq. (A30b), L can be decomposed as

L = (P + P⊥)L (P + P⊥)

= PL P + PL P⊥ + P⊥L P + P⊥L P⊥.

(A31)

Since H 0
dist,H

⊥
dist are both invariant subspaces of L , two

cross terms in Eq. (A31) vanish identically: PL P⊥ =
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P⊥L P = 0. Also since L e−U = 0, we have PL P = 0.
Hence we have

L = P⊥L P⊥ ≡ L ⊥. (A32)

Further recall that L is nonsingular in H ⊥
dist , we can define an

operator L −⊥ as

L −⊥ ≡ P⊥L −1P⊥. (A33)

When acting on the distribution (A25), it returns

L −⊥(c e−U + ψ⊥) = L −1ψ⊥ ∈ H ⊥
dist. (A34)

Let us now consider a linear equation,

L (z)p(z) = ψ (z) = c(ψ ) e−U (z) + ψ⊥(z). (A35)

It is a partial differential equation, since L is an partial dif-
ferential operator. It has solutions if and only if the following
solubility condition is satisfied:

c = (ψ, e−U ) =
∫

z
ψ (z) = 0, (A36a)

or equivalently

Pψ = 0, (A36b)

i.e., ψ must be orthogonal to the steady-state distribution
e−U . With this condition satisfied, we have ψ = ψ⊥, and the
general solution to Eq. (A35) can be written as

p(z) = c′ e−U (z) + L −⊥(z)ψ⊥(z), (A37)

where the first term in r.h.s. is the homogeneous solution with
c′ an arbitrary constant, whereas the second term the particular
solution.

5. Decomposition of Hobs

There is also a decomposition of the Hilbert space Hobs of
observables. We define projection operators P+,P+

⊥ using
the following relations:

〈P+A, ψ ) = 〈A,Pψ ), (A38a)

〈P+
⊥ A, ψ ) = 〈A,P⊥ψ ). (A38b)

These operators act on observables, rather than on distribu-
tions. It is straightforward to verify

P+A(z) ≡ 〈A, e−U ) =
∫

z′
A(z′)e−U (z′ ), (A39a)

P+
⊥ A(z) ≡ (I − P+)A(z) = A(z) − 〈A, e−U ). (A39b)

Hence P+A(z) gives the steady-state average of A(z) (which
is a constant independent of z), whereas P+

⊥ A(z) gives the
fluctuations. The subspaces H 0

obs and H ⊥
obs are defined as

H 0
obs = P+Hobs = {c|c is real}, (A40a)

H ⊥
obs = P+

⊥Hobs = {ψ ∈ Hobs|〈ψ, e−U ) = 0}. (A40b)

Combining Eqs. (A27), (A39), and (A39), we can verify
the following operator identities:

P = e−U P+eU , P⊥ = e−U P+
⊥ eU , (A41a)

P+ = eU Pe−U , P+
⊥ = eU P⊥e−U . (A41b)

These relations are clearly the analogues of Eqs. (A18). (Re-
call that P,P⊥ are both Hermitian. ) Using these we easily
establish the following properties:

(P+)2 = P+, (P+
⊥ )2 = P+

⊥ , (A42a)

P+ + P+
⊥ = I, (A42b)

(P+)† = P+, (P+
⊥ )† = P+

⊥ , (A42c)

P+P+
⊥ = P+

⊥P+ = 0, (A42d)

which are the counterparts of Eqs. (A30).
The following identities can also be easily verified:

〈A,Pψ ) = 〈P+A,Pψ ) = 〈P+A, ψ ), (A43a)

〈A,P⊥ψ ) = 〈P+
⊥ A,P⊥ψ ) = 〈P+

⊥ A, ψ ), (A43b)

〈P+
⊥ A,Pψ ) = 〈P+A,P⊥ψ ) = 0. (A43c)

6. Schrödinger and Heisenberg pictures

The relation between distributions and observables in
Fokker-Planck theory is similar to that between wave func-
tions and observables in quantum mechanics. In particular,
the dynamic evolution can be ascribed either to distributions
or to observables. In the Schrödinger picture, observables
remain unchanged whereas distributions evolve according to
the Fokker-Planck equation (3.2a), whose solution can be
formally written as

p(z, t ) = eL (z)t p(z, 0) = eL (z)t p(z). (A44)

In the Heisenberg picture, by contrast, distributions remain
unchanged whereas observables evolve according to the con-
jugate Fokker-Planck equation,

∂t A(z, t ) = L +A(z, t ), (A45)

whose formal solution is given by

A(z, t ) = eL +t A(z, 0) = eL +t A(z). (A46)

Because of Eqs. (A16a), the average of an observable A at
time t can be calculated either in Schrödinger picture or in
Heisenberg picture,

〈A, eL t p) =
∫

z
A(z)p(z, t )

= 〈eL +t A, p) =
∫

z
A(z, t ) p(z) = 〈A(t )〉.(A47)

There are, however, important differences between Fokker-
Planck theory and quantum mechanics. In the former,
observables are functions of z, whereas in the later, ob-
servables are operators acting on wave functions. Also in
Fokker-Planck theory, average of an observable is linear in
p(z, t ) whereas in quantum mechanics, the corresponding
quantity is bilinear in wave function and its complex conju-
gate. We shall use calligraphic letters L ,P, . . . etc to denote
operators and capital Roman letters A(z), B(z), . . . denote ob-
servables in Fokker-Planck theory.
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7. Green’s functions and correlation functions

We define the Green’s functions for L and L +,

∂t G(z, z′; t ) = L (z)G(z, z′; t ), (A48a)

G(z, z′; 0) = δ(z − z); (A48b)

∂t G
+(z, z′; t ) = L +(z)G+(z, z′; t ), (A48c)

G+(z, z′; 0) = δ(z − z). (A48d)

The physical significance of G(z, z′; t ) is the conditional pdf
that the system variables take value z at time t , given that it
starts from z′ at t = 0.

These Green’s functions can be formally written as

G(z, z′; t ) = etL (z)δ(z − z′), (A49a)

G+(z, z′; t ) = etL +(z)δ(z − z′). (A49b)

The solution to FPE, Eq. (A44), can then be written as

eL (z)t p(z) =
∫

z′
eL (z)tδ(z − z′)p(z′)

=
∫

z′
G(z, z′; t )p(z′) (A50)

Consider the following equality:

G(z′′, z′; t ) = 〈δ(z − z′′), G(z, z′; t ))

= 〈δ(z − z′′), etL (z)δ(z − z′))

= 〈etL +(z)δ(z − z′′), δ(z − z′)).

= 〈G+(z, z′′; t ), δ(z − z′))

= G+(z′, z′′; t ). (A51)

Hence we obtain the following symmetry property:

G(z′′, z′; t ) = G+(z′, z′′; t ). (A52)

The average of observable A(z), Eq. (A47) can be rewritten
in terms of Green’s function as

〈A(t )〉 =
∫

z

∫
z′

A(z)G(z, z′; t )p(z′)

=
∫

z

∫
z′

[G+(z′, z; t )A(z)]p(z′). (A53)

The correlation function of two observables, A at time t and
B at time t = 0, can be expressed as

〈A(t )B(0)〉 =
∫

z

∫
z′

A(z)G(z, z′; t )B(z′)p(z′). (A54)

=
∫

z
A(z)eL (z)t B(z)p(z)

=
∫

z
[eL +(z)t A(z)]B(z)p(z), (A55)

where p(z) is the initial pdf. If the system start from steady
state, p(z) = e−U (z), and 〈A(t )B(0)〉 become the steady-state
correlation functions:

〈A(t )B(0)〉SS =
∫

z
e−U (z)[eL +(z)t A(z)]B(z)

= 〈eL +(z)t A(z), B(z)〉
= 〈A(z; t ), B(z)〉. (A56)

8. Time-reversal symmetry and detailed balance

A detailed discussion on detailed balance, i.e., time-
reversal symmetry of Fokker-Planck dynamics is given in
Ref. [61], as well as in Sec. II A of Ref. [62]. Here we
present a compact derivation of the detailed balance condi-
tions, Eqs. (3.47) and (3.48).

As shown in Eq. (3.46), a Fokker-Planck dynamics has
time-reversal symmetry if

PF (z2, t2; z1, t1) = PB(z∗
1, t2; z∗

2, t1). (A57)

Note that integrating over z2, we obtain pF (z1, t1) =
pB(z∗

1, t2), which implies that each side of the equation must
be independent of t1, t2. This is possible only if both pro-
cesses are in the stationary regime, and hence pF (z1, t1) =
pB(z∗

1, t2) = e−U (z1,λ) = e−U (z∗
1,λ

∗ ). Thus we obtain

U (z1, λ) = U (z∗
1, λ

∗). (A58)

Since the process is Markovian, the two-point joint pdf
PF (z2, t2; z1, t1) can be written as a product of the marginal pdf
pF (z1) = e−U (z1,λ) and the conditional pdf, which is precisely
the Green’s function G(z2, z1; �t ), where �t = t2 − t1. Using
Eqs. (A49a), (A52), and (A49b) successively, we can further
write l.h.s. of Eq. (A57) as

PF (z2, t2; z1, t1) = GF (z2, z1; �t )e−U (z1,λ)

= G+
F (z1, z2; �t )e−U (z1,λ)

= e−U (z1,λ) e�t L +(z1,λ)δ(z1 − z2). (A59)

Similarly, we can write the r.h.s. of Eq. (A57) as

PB(z∗
1, t2; z∗

2, t1) = GB(z∗
1, z∗

2; �t )e−U (z∗
2,λ

∗ )

= etL (z∗
1,λ

∗ )δ(z∗
1 − z∗

2 )e−U (z∗
2,λ

∗ )

= etL (z∗
1,λ

∗ )δ(z1 − z2)e−U (z2,λ)

= etL (z∗
1,λ

∗ )e−U (z1,λ)δ(z1 − z2),

where in the third equality we have used δ(z∗) = δ(z), and
U (z1, λ) = U (z∗

1, λ
∗). In the last equality, we have used the

property of delta function to replace e−U (z1,λ) by e−U (z2,λ).
Note that etL (z∗

1,λ
∗ ) now acts on the whole product to its right.

Now substituting the preceding two equations into
Eq. (A57), and get rid of the delta function, we find an op-
erator identity,

e−U (z,λ) e�t L +(z,λ) = e�tL (z∗,λ∗ )e−U (z,λ). (A61)

We can expand both sides in terms of �. To the zeroth-order
we obtain Eq. (A58). To the first order we obtain

e−U (z,λ)L +(z, λ) = L (z∗, λ∗)e−U (z,λ), (A62)

which is Eq. (A62). Further using Eq. (A18), we can rewrite
Eq. (A62) into an equivalent form

L †(z, λ) = L (z∗, λ∗), (A63)

or equivalent as

(L †)+(z, λ) = L +(z∗, λ∗). (A64)
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Substituting the concrete forms of operators, Eqs. (A10) and
(A12) into Eq. (A63), we obtain the conditions of detailed
balance,

U (z, λ) = U (z∗, λ∗), (A65a)

εμLμν (z∗, λ∗)εν = Lνμ(z, λ). (A65b)

These results were derived in Ref. [61] using different method.
To make sure that e−U can be realized physically, of course, it
must also be normalizable,∫

z
e−U = 1. (A65c)

In fact, Eqs. (A62), (A63), (A64), and (A65) are all equiv-
alent, and any of them can be used to define detailed balance.

9. Preservation of detailed balance by coarse-graining

Here we outline an equivalent proof for preservation of
detailed balance by coarse-graining. Assuming that the joint
dynamics has detailed balance, which means that Eqs. (A65)
and (A62) are valid, we only need to show

e−UX (x,λ)
(
L R

X (x, λ)
)+

eUX (x,λ) = L R
X (x∗, λ∗). (A66)

This is clearly the analogue of Eq. (A62) for the coarse-
grained dynamics.

Recall that the kinetic matrix of the joint system can be
decomposed via Eq. (3.7), whereas the generalized potential
can be decomposed via Eq. (3.14). We shall further assume
that the control parameter λ does not appear in UY(y; x). Equa-
tions (A65) can then be rewritten into the following equivalent
forms:

UX(x, λ) = UX(x∗, λ∗), (A67a)

εiL
i j (z∗, λ∗)ε j = L ji(z, λ), (A67b)

UY(y; x) = UY(y∗; x∗), (A67c)

εaLab(z∗, λ∗)εb = Lba(z, λ), (A67d)

εiL
ia(z∗, λ∗)εa = Lai(z, λ), (A67e)

εaLai(z∗, λ∗)εi = Lia(z, λ). (A67f)

Equations (A62) also implies that L +
S (z, λ) and L +

Y (z, λ)
have the same symmetry,

e−U (z,λ)L +
S (z, λ) = LS (z∗, λ∗)e−U (z,λ), (A68a)

e−U (z,λ)L +
Y (z, λ) = LY(z∗, λ∗)e−U (z,λ). (A68b)

Using Eqs. (3.43) and (2.24), we can further show that
L −⊥

Y (z, λ) also as the same symmetry,

e−U (z,λ)
(
L −⊥

Y (z, λ)
)+ =L −⊥

Y (z∗, λ∗)e−U (z,λ). (A68c)

We will now show that the first operator L 0
X in the ex-

pansion (2.57) satisfy detailed balance condition, if the joint
dynamics satisfy detailed balance. Firstly, using Eq. (2.44),
we have

e−UX (x,λ)
(
L (0)

X (x, λ)
)+

eUX (x,λ)

= e−UX (x,λ)

[∫
y
LS (z, λ)e−UY (z,λ)

]+
eUX (x,λ)

= e−UX (x,λ)
∫

y
e−UY (z,λ)L +

S (z, λ)eUX (x,λ), (A69)

where in the last equality, we have used (AB)+ = B+A+
and (e−UY )+ = e−UY . Further using Eqs. (3.14), (A68a), and
(A67c), we have

Eq. (A.69) =
∫

y
e−U (z,λ)L +

S (z, λ)eU (z,λ)e−UY (z)

=
∫

y
LS (z∗, λ∗)e−UY (z∗ )

=
∫

y∗
LS (z∗, λ∗)e−UY (z∗ )

= L (0)
X (x∗, λ∗), (A70)

where in the third equality we time reversed the dummy vari-
able y, and in the last step we used Eq. (2.44). Summarizing
we have

e−UX (x,λ)(L (0)
X (x, λ)

)+
eUX (x,λ) = L (0)

X (x∗, λ∗), (A71)

which is the detailed balance condition for L (0)
X , the zeroth-

order term in the expansion (2.57).
Using the same method, we can also prove

e−UX (x,λ)
(
L (1)

X (x, λ)
)+

eUX (x,λ) = L (1)
X (x∗, λ∗), (A72)

which is the detailed balance condition for L (0)
X , the first-

order term in the expansion (2.57). The same proof may
be carried out for higher-order terms, even though in most
cases, we only need the first two terms in the renormalized
FPO. Summarizing, we find that the first-order renormalized
FPO of the effective slow dynamics satisfies detailed balance
condition,

e−UX (x,λ)
(
L R

X (x, λ)
)+

eUX (x,λ) = L R
X (x∗, λ∗). (A73)

Hence detailed balance property is preserved by coarse-
graining.
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