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Geometric potential of the exact electron factorization: Meaning, significance, and application
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The theoretical and computational description of materials properties is a task of utmost scientific and techno-
logical importance. A first-principles description of electron-electron interactions poses an immense challenge
that is usually approached by converting the many-electron problem to an effective one-electron problem. There
are different ways to obtain an exact one-electron theory for a many-electron system. An emergent method is
the exact electron factorization (EEF) – one of the branches of the exact factorization approach to many-body
systems. In the EEF, the Schrödinger equation for one electron, in the environment of all other electrons, is
formulated. The influence of the environment is reflected in the potential vH, which represents the energy of
the environment, and in a potential vG, which has a geometrical meaning. In this paper, we focus on vG and
study its properties in detail. We investigate the geometric origin of vG as a metric measuring the change of
the environment, exemplify how translation and scaling of the state of the environment are reflected in vG, and
explain its shape for homo- and heteronuclear diatomic model systems. Based on the close connection between
the EEF and density functional theory, we also use vG to provide an alternative interpretation to the Pauli potential
in orbital-free density functional theory.
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I. INTRODUCTION

The quantum-mechanical solution of the many-electron
problem is difficult but necessary to determine the properties
of molecules and materials, as well as to predict the outcomes
of chemical reactions [1,2]. A common strategy to solve
the many-electron problem is to turn it into a one-electron
problem, and the arguably most famous and most successful
representative of this strategy is density functional theory
(DFT) [3–5], in particular Kohn-Sham (KS) DFT [6]. The
central idea of KS-DFT is to map an interacting many-electron
system to a fictitious system of noninteracting electrons, the
KS system, such that both systems have the same one-electron
density ρ(r). As the electrons in the KS system are nonin-
teracting, the many-electron problem is effectively reduced
to a one-electron problem. To determine the KS system, the
one-electron KS potential vKS(r) is needed, which is typically
treated as a functional of ρ or of the KS orbitals, i.e., of the
eigenfunctions of vKS. The functional dependence is not com-
pletely known, but suitable approximations allow to answer
many questions of physical and chemical relevance [7].

However, there are potentially useful alternatives to KS-
DFT. One such alternative is the exact electron factorization
(EEF) [8–10]. The EEF is based on the idea that a multi-
particle wave function can be separated into a product of a
marginal and a conditional part. This idea was first applied
to the molecular wave function to separate the nuclear wave
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function from the electronic wave function [11] in the spirit
of the Born-Oppenheimer approximation [12], but without
actually making an approximation. Recently, the formalism
of the wave-function separation has been further developed
as exact factorization [13–15] and has, for example, become
the basis of a mixed quantum-classical algorithm to compute
molecular quantum dynamics [16,17].

In the context of the many-electron problem, the same
idea is used in the EEF to reduce a system of N electrons
to a one-electron problem: The interacting N-electron wave
function ψ (r1, . . . , rN ) is written as a product of a marginal
one-electron wave function χ (r1) and a conditional wave
function φ(r2, . . . , rN ; r1) [18]. Then χ corresponds to the
exact one-electron density, |χ (r1)|2 = ρ(r1), and is an eigen-
state of a one-electron Schrödinger equation. The conditional
wave function φ(r2, . . . , rN ; r1) depends on the coordinates of
N − 1 electrons, and, also, parametrically on the coordinates
of the remaining electron of the N-electron system.

The EEF provides a simple physical picture of the resulting
one-electron description of the many-electron problem as that
of one electron (with wave function χ ) in the environment
of the other electrons (with wave function φ). The effec-
tive one-electron potential v that appears in the one-electron
Schrödinger equation determining χ is given by

v(r) = vH(r) + vG(r), (1)

where vH is the energy of the environment and vG is the so-
called geometric potential. Also, from the EEF formalism it is
immediately clear that there is a gauge freedom in the theory
and that a vector potential A(r) can also appear in addition to
the scalar potential v(r), as detailed below.

The EEF is closely connected to DFT. In particular, it
was well-known that the amplitude

√
ρ(r) = |χ (r)| of the
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one-electron density is an eigenstate of a one-electron
Schrödinger equation with the effective potential v(r)
[19–23]. This fact is the basis of orbital-free (OF) DFT, a
method that aims at directly approximating v(r) and that
promises to be computationally very efficient for large sys-
tems [24,25]. However, v(r) is often analyzed in terms of the
KS system, and the effective potential is written as

v(r) = vP(r) + vKS(r), (2)

where vP is the so-called Pauli potential. This leads to two
challenges: approximating vXC, which is the main problem
of KS-DFT, and approximating vP. There has still been lim-
ited success in approximating vP, but recently its properties
received increased attention [26–38].

The connection between φ and the potentials v, vKS, and
vP has been of interest for a while and studies exits for atoms
[39–42] and diatomics [39,43–45], as well as further appear-
ances of φ in the DFT literature [46–53]. In a recent paper
[10], we used the connection between φ and v as revealed
by the EEF formalism to explain the appearance of steps in
v. These steps are charge-transfer steps that originate from
a rearrangement of the electrons in the environment such
that the energy of the environment vH changes. Due to the
connection of the EEF with KS-DFT, is also became clear that
the mechanism underlying similar charge-transfer steps in vKS

[54] is the same.
While the meaning of vH is straightforward, the meaning

of the geometric potential vG in the EEF is less obvious. In
this paper, we study vG and shed light on its interpretation
and its properies. For this purpose, in Sec. II we first present
the theory of the EEF and its connection to OF-DFT. The EEF
is based on the many-electron wave function and replacing it
with the KS wave function provides the connection between
the two decomposition of v in (1) and in (2). From this, we
learn that the geometric potential vG is typically a part of the
Pauli potential vP, and we obtain an interpretation of vP that
is different from the standard one. Thereafter, in Sec. III, we
explain why vG is called the geometric potential. We show
how vG and the vector potential A that also appears in the
EEF are related to the quantum geometric tensor and how this
tensor encodes the geometric properties of the environment.
Also, we study how simple changes of the shape of the wave
function of the environment are related to the properties of vG,
and we analyze the geometric aspects using a two-state model.
Third, in Sec. IV, we study how vG behaves for a numerically
solvable model of a two-electron homo- and heteronuclear
diatomic molecule in one dimension. With the help of the two-
state model, a quantitative analysis of vG becomes possible
and we can show explicitly how changes of the environment
are encoded in vG for that model. Our paper then closes in
Sec. V with a short summary of the findings and ideas for
future research.

II. THE EXACT ELECTRON FACTORIZATION

In this section, the EEF [8–10] is presented as an exact way
to reduce an N-electron problem to a one-electron problem.
The resulting one-electron problem is that of one electron
being subject to a scalar potential v(r) and a vector potential
A(r), together representing the environment, i.e. the other

electrons. The solution of the EEF one-electron Schrödinger
equation with these potentials yields the exact one-electron
density ρ(r) and the corresponding current density j(r), as
well as one-electron observables of the many-electron system.

A. Formalism of the EEF

In the following, we consider a system of N nonrelativis-
tic spinless interacting electrons in the Born-Oppenheimer
approximation [12]. We use Hartree atomic units and con-
sider the ground state of the system, i.e., the energetically
lowest fully antisymmetric eigenstate ψ (r1, . . . , rN ) of the
many-electron Hamiltonian for some external potential vext.
The generalization to include electron spin and excited states
is straightforward but complicates the presentation, hence it
is not discussed here. For brevity, we sometimes substitute
the electronic coordinates with numbers, e.g. ψ (r1, . . . , rN ) ≡
ψ (1, . . . , N ).

The many-electron Schrödinger equation is⎛
⎝−

N∑
j=1

∇2
j

2
+ V (1, . . . , N )

⎞
⎠ψ (1, . . . , N ) = Eψ (1, . . . , N )

(3)

with the scalar potential

V (1, . . . , N ) =
N∑

j=1

vext ( j) +
N∑

j=1

N∑
k= j+1

vee( j, k) (4)

that is the sum of one-electron (external) potentials vext (r),
which include the attraction of the electrons to the nuclei, and
the electron-electron interaction vee(r j, rk ). For the exact case,
this is Coulomb repulsion vee(r j, rk ) = 1/|r j − rk|, but below
we also consider other model potentials for vee.

The EEF [8] is based on the basic fact from the theory of
probability that a joint probability can be written as product
of a marginal and a conditional probability [11,13]. In terms
of wave functions, this translates to

ψ (1, . . . , N ) = χ (1)φ(2, . . . , N ; 1). (5)

χ (1) is the probability amplitude of finding any electron at r1,
whereas φ(2, . . . , N ; 1) is the conditional probability ampli-
tude of finding N − 1 electrons at r2, . . . , rN , given there is an
electron at r1.

Thus

|χ (r)|2 := 〈ψ (r, 2, . . . , N )|ψ (r, 2, . . . , N )〉2...N ≡ ρ(r) (6)

is the one-electron density normalized to 1 and 〈. . .〉2...N
indicates the scalar product (integral) with respect to the coor-
dinates r2, . . . , rN . As the one-electron density is the marginal
density of finding an electron at r, independent of the loca-
tion of the other electrons, χ (r) is called the marginal wave
function. The function

φ(2, . . . , N ; r) := ψ (r, 2, . . . , N )

χ (r)
(7)

is the conditional wave function whose squared magnitude,
|φ(2, . . . , N ; r)|2, represents the conditional probability of
finding electrons at r2, . . . , rN , given an electron is located at
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r. Thus it has to obey the partial normalization condition

〈φ(2, . . . , N ; r)|φ(2, . . . , N ; r)〉2...N
!= 1 (8)

for all values of r. The function φ encodes the spatial electron
entanglement [55], in the sense that the N-electron system is
in general not the product of a one-electron wave function and
an (N − 1)-electron wave function, but that the wave function
φ of the N − 1 electrons depends on where the remaining
electron of the N-electron system is found (measured).1 Ex-
pressing the above-mentioned potentials and especially vG in
terms of φ allows us to give them a deeper, physical interpre-
tation. From (5), it follows that χ (r) obeys the one-electron
Schrödinger equation [8,13](

(−i∇r + A(r))2

2
+ v(r)

)
χ (r) = Eχ (r) (9)

with the vector potential

A(r) = 〈φ(2, . . . , N ; r)| − i∇rφ(2, . . . , N ; r)〉2...N (10)

and with the scalar potential (cf. Refs. [39,40,43,44])

v(r) = vT(r) + vV(r) + vG(r) + vext (r) (11)

that consists of the terms

vT(r) =
〈
φ(2, . . . , N ; r)

∣∣∣∣∣∣ −
N∑

j=2

∇2
j

2

∣∣∣∣∣∣φ(2, . . . , N ; r)

〉
2...N

,

(12)

vV(r) = 〈φ(2, . . . , N ; r)|V (1, 2, . . . , N )

× |φ(2, . . . , N ; r)〉2...N − vext (r), (13)

vG(r) = 1

2
(〈∇rφ(2, . . . , N ; r)

× |∇rφ(2, . . . , N ; r)〉2...N − |A(r)|2). (14)

We note that each eigenstate ψ of (3) gives rise to a different
set of potentials v and A.

We see from (9) that in the EEF, the effect of the electrons
at r2, . . . , rN on the electron at r is fully (and formally exactly)
contained in scalar and vector potentials, and solving (9)
provides the energy E of the full system, i.e., of the electron
at r in the presence of the other electrons. Thus we call the
electrons at r2, . . . , rN the environment of the electron at r
[56]. Typically, the distinction of a system and an environment
is done based on physical reasoning with the intention of de-
scribing the environment approximately (e.g., classically) or
implicitly via effective potentials. With the exact factorization
we have a similar but exact picture: The exact factorization
shows how a reduction of a quantum system to a subsystem
in a potential happens and how the potential originates from
particles that we do not want to describe explicitly. Also with
the EEF the long-term goal is to approximate the behavior of

1This is similar to the Born-Oppenheimer treatment of a molecule,
where the nuclei of the molecule play the role of the electron at r and
the electrons in the molecule play the role of the N − 1 electrons
here. There, the electronic state of the molecule depends on the
nuclear configuration.

the potentials v and A, which translates to approximating the
environment. To do that in a suitable way, however, we first
need to understand the meaning and the exact properties of
these potentials, which is what we discuss in the following.

The term vT(r) is the expectation value of the kinetic en-
ergy of the N − 1 environmental electrons and vV(r) is the
corresponding expectation value of the potential energy. It is
useful for the discussion below to define the sum

vH(r) = vT(r) + vV(r). (15)

Hence vH(r) is the expectation value of the energy of the
environment given one additional electron is at r. The geo-
metric potential vG(r) is the focus of our paper. It discussed
in Sec. III and illustrated in Sec. IV. It is connected to how
much the conditional wave function φ changes with respect
to (w.r.t.) r and it is needed to calculate the correct kinetic
energy of the electron in the presence of the electrons in the
environment. Together with A(r), it describes the reaction of
the environment to an infinitesimal change of the position of
the additional electron at r, and it is related to the Fubini-Study
metric as well as to the quantum geometric tensor [57]. The
meaning of the potentials is explained pictorially in Fig. 1.

From the product form (5) the one-electron wave function
χ (r) is defined only up to a phase, because we can replace
χ (r) and φ(2, . . . , N ; r) with

χ̃ (r) := e−iS(r)χ (r), (16a)

φ̃(2, . . . , N ; r) := e+iS(r)φ(2, . . . , N ; r), (16b)

where S ∈ R, without changing the many-electron wave
function ψ (1, . . . , N ) and without violating the partial nor-
malization condition (8). The equations for χ [Eq. (9)] and
φ (see Supplemental Material of Ref. [8]) also do not change
under (16) if A(r) is replaced with

Ã(r) = A(r) + ∇rS(r). (17)

The choice of S is thus arbitrary, it is a gauge freedom of the
theory. The measurable quantities of the theory need to be
gauge invariant, i.e., they cannot depend on the choice of S.
The potentials vT, vV, and vG have this property, as shown in
Appendix A. Also,

p̂ = −i∇r + A(r) (18)

is the gauge-invariant canonical momentum and

T̂ = (−i∇r + A(r))2

2
+ vG(r) (19)

is the gauge-invariant kinetic energy of an electron in the
environment of the other electrons.

An important feature of the EEF is that the many-electron
problem is replaced with the one-electron problem (9) for
the one-electron wave function χ . If the (components of the)
potentials v and A were known, one-electron observables of
the many-electron system (like the dipole or the momen-
tum) could be directly calculated from χ and the energy of
the many-electron system E could be obtained. However, to
obtain these potentials the conditional wave function φ is
needed, and its determining equation is difficult to solve ex-
actly [58]. Nevertheless, the EEF formalism provides explicit
expressions for the needed one-electron potentials in terms
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FIG. 1. Idea of the exact electron factorization illustrated with a cartoon representing a diatomic molecule. The two round (magenta) shapes
represent two nuclei, the five starlike shapes (yellow and blue) represent electrons. If the shape has a black border (the nuclei and the blue
electron), its position is a condition: the nuclei are clamped and the state of the four yellow electrons (the environment) is described by the
conditional wave function φ(1, 2, 3, 4; r) for a given position r of the blue electron. The blue electron feels the external potential vext (r) that
describes the interaction with the nuclei, the potential vH(r) that is the energy of the four-electron system given another electron is at r, and the
potential vG(r) that can be thought of as the additional energy needed to change the state of the four-electron system when the position r of the
blue electron is changed. A possible vector potential A(r) might also be felt by the blue electron, e.g., if the system is rotating. We emphasize
that the blue electron is any electron and the fermionic antisymmetry conditions are unbroken.

of φ (or in terms of the full many-electron wave function
ψ) that can be used to find suitable approximations. Further-
more, the dependence of the various potentials on φ provides
valuable information, and offers a physical interpretation to
these quantities both within the EEF formalism and within
DFT. This paves the way to advanced approximations to the
exchange-correlation and Pauli terms.

B. Relation of the EEF and DFT

In this section, we show the relation of the EEF to DFT. In
KS-DFT [6], the interacting many-electron system is replaced
by the KS system, a noninteracting many-electron system with
the same one-electron density as for the interacting problem.
The wave function of the KS system (for a nondegenerate
ground state) is then expressed as

ψKS(1, . . . , N ) = 1√
N!

Â

⎛
⎝ N∏

j=1

ϕKS
j ( j)

⎞
⎠, (20)

where Â is an antisymmetrization operator and ϕKS
j (r) are the

KS orbitals, which are obtained by solving the one-electron
Schrödinger equation(

−∇2
r

2
+ vKS(r)

)
ϕKS

j (r) = εKS
j ϕKS

j (r). (21)

The orbitals ϕKS
j (r) are orthonormal, 〈ϕKS

i |ϕKS
j 〉 = δi j , and

ψKS is normalized, 〈ψKS|ψKS〉 = 1. The KS potential,

vKS(r) = vHXC(r) + vext (r), (22)

is the sum of the external potential vext and the Hartree-
exchange-correlation potential vHXC. The one-electron den-
sity of the interacting system is

ρ(r) ≡ 1

N

N∑
j=1

∣∣ϕKS
j (r)

∣∣2. (23)

In contrast to the usual convention of normalizing the one-
electron density to the number of electrons, we require that
〈ρ(r)〉 = 1, i.e., the many-electron wave function and the
one-electron density are all normalized to 1. We make this
nonstandard choice for ρ because we interpret the density ρ(r)
as the density of one electron in the environment of the other

electrons. While the KS system exists and is unique [3], the
KS potential vKS cannot be directly obtained from the many-
electron wave function ψ and/or the one-electron density ρ.
Different numerical methods exist to find the exact vKS for a
given one-electron density, and some recent discussions and
applications of this inverted KS problem can be found in
[38,50,54,59–63].

The EEF equation (9) is equivalent to the central equation
of OF-DFT,(

−∇2
r

2
+ vKS(r) + vP(r)

)√
ρ(r) = μ

√
ρ(r) (24)

where μ = εKS
N is the chemical potential (the eigenvalue of

the highest occupied KS orbital) and vP is the Pauli potential.
From (2) we see that (24) is identical to the EEF equation (9)
if we fix the gauge as A(r) = 0 and if χ (r) = √

ρ(r), i.e., if
χ is real-valued. This gauge choice cannot always be made
[64,65] but is supposed to be possible for the (nondegener-
ate) ground state of the many-electron system with zero total
angular momentum and possibly also for other states without
total angular momentum.2 With this gauge, the EEF potential
is related to KS and Pauli potentials as

v(r) = vKS(r) + vP(r), (25)

vH(r) + vG(r) = vHXC(r) + vP(r) (26)

up to a constant E − μ to be added on the right-hand side of
the equations.

The Pauli potential can be written in terms of the KS
system as [22,38]

vP(r) = vPH(r) + vPG(r) (27)

with

vPH(r) =
N∑

n=1

(
εKS

N − εKS
n

)∣∣φKS
n (r)

∣∣2, (28)

2The gauge A(r) = 0 implies that the vector potential is curl-free in
any gauge. This condition may be violated even if the total angular
momentum vanishes, hence we cannot make a definite statement
here.
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vPG(r) = 1

2

N∑
n=1

∣∣∇rφ
KS
n (r)

∣∣2, (29)

where we introduced the functions

φKS
n (r) = ϕKS

n (r)√
ρ(r)

. (30)

We now relate the EEF formalism to DFT by realizing that
the functions (30) are similar to the conditional wave function
φ of the EEF and may be interpreted as KS orbitals of the
environment. In particular, we define the conditional wave
function

φKS(2, . . . , N ; r) = ψKS(r, 2, . . . , N )√
ρ(r)

(31)

of the noninteracting KS system, where ψKS is given by
(20), and we can interpret the potential v as a functional
v = v[φ,V ] of the conditional wave function φ and the many-
electron potential V (1, . . . , N ), see (11)–(14). As both ψ and
ψKS correspond to the same one-electron density ρ(r), it
follows that [10]

v[φ,V ] = v[φKS,V KS], (32)

where V KS(1, . . . , N ) = ∑N
j=1 vKS( j) is the many-electron

potential of the noninteracting KS system. Relation (32) states
that the same one-electron potential v is obtained if it is
evaluated as a functional of the exact quantities or of the KS
quantities.

If we also interpret vH and vG as functionals vH =
vH[φ,V ] and vG = vG[φ] and evaluate them with the KS
quantities, we find that (cf. Ref. [44])

vH[φKS,V KS](r) = vPH(r) + vHXC(r), (33a)

vG[φKS](r) = vPG(r), (33b)

where (33a) holds up to a constant (E − μ), as explained
above. We thus see that vPG(r) is the geometric potential of
the N − 1 noninteracting electrons of the KS system if one
additional electron is at r. Also, vH[φKS,V KS] is the corre-
sponding energy of those N − 1 electrons. The left-hand side
and the right-hand side of (33a) are only equal up to a constant
(which is E − εKS

N ), because v in (9) and vKS + vP in (24) are
shifted relative to each other. In the EEF, the asymptotic value
lim|r|→∞ v(r) is the energy of the ionized system, while in
OF-DFT the potential typically becomes zero for large |r|.

C. DFT potentials interpreted via the EEF

Via Eqs. (33a) and (33b), the EEF provides a different view
on the Hartree-exchange-correlation potential vHXC and, in
particular, on the Pauli potential vP compared to the usual
interpretation: when OF-DFT and KS-DFT are compared,
a central point of discussion is how the two theories treat
the fermionic antisymmetry of a many-electron system. The
symmetry constraints for the many-electron wave function
ψ (1, . . . , N ) are included in an elegant way in KS-DFT via
the construction of the noninteracting KS system, which has
the same one-electron density like the interacting system, but
which also corresponds to an antisymmetric many-electron

wave function ψKS(1, . . . , N ). OF-DFT, however, is some-
times interpreted as mapping to a noninteracting bosonic
system with the same one-body density. The Pauli potential
is thus often viewed as necessary to describe the antisymme-
try correctly, because it is the difference potential between
the supposed fermionic and bosonic noninteracting systems
[20,22].

While the construction of the noninteracting bosonic sys-
tem is technically correct, the EEF provides a different
interpretation, which sheds light on the nature of the Pauli
potential: Despite the product form (5), the fermionic an-
tisymmetry constraints are unbroken: The wave function φ

fulfills the symmetry constraints w.r.t. exchange of the coor-
dinates of the electrons in the environment r2, . . . , rN , i.e., if
space and spin coordinates are exchanged,

φ(2, . . . , j, . . . , k, . . . , N ; 1)

= −φ(2, . . . , k, . . . , j, . . . , N ; 1). (34)

The antisymmetry constraints w.r.t. the additional electron at
r are found in the product χ (1)φ(2, . . . , N ; 1), e.g.,

χ (1)φ(2, . . . , j, . . . , N ; 1) = −χ ( j)φ(2, . . . , 1, . . . , N ; j),
(35)

and are thus implicitly contained in the EEF formalism.
In the EEF picture, there is thus no Pauli potential which

turns a (noninteracting) bosonic system into a fermionic sys-
tem, but the interacting fermionic system itself is considered
from the start. The EEF potentials vH and vG have a clear
physical meaning in terms of how one electron feels the en-
vironment provided by the other electrons: vH is the energy
of the other electrons and vG is an additional resistance that
the electron experiences if its change of position leads to a
change of the state of the other electrons (i.e., if there is a
strong spatial entanglement).

If the interacting system is replaced with the KS system,
we see from (33) that the corresponding geometric potential
becomes one part of the Pauli potential vPG, while the energy
of the environment becomes the sum of vHXC with the other
part of the Pauli potential vPH. Moreover, by evaluating (33a)
explicitly, we have (up to a constant)

vH[φKS,V KS] + vext

= 〈φKS | −
N∑

j=2

∇2
j

2
+

N∑
j=1

vKS( j) | φKS〉2...N (36)

= vPH + 〈φKS | vKS(1) | φKS〉2...N︸ ︷︷ ︸
vHXC+vext

. (37)

From this relation and from (33), we can interpret the Pauli
potential as the EEF potential of the KS system, where its two
parts are the energy of the environment vPH and the geometric
potential vPG. The external potential vext of the interacting sys-
tem, however, is replaced for the KS system by vext + vHXC.

In contrast to the usual view on DFT and especially on
OF-DFT, in the EEF perspective, one does not talk about a
fermionic or a bosonic many-electron problem. Instead, the
problem of one electron in the environment of other electrons
is considered both for the interacting many-electron problem
(the EEF) and for the KS system (OF-DFT). In both cases
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the same one-electron potential v is obtained, but because the
environment is described differently, the contributions to v can
differ, as well.

III. THE GEOMETRIC POTENTIAL

While the average energy vH of the environment is straight-
forward to understand in the EEF, the meaning of the
geometric potential vG is less obvious. As (19) shows, vG

is one part of the gauge-invariant kinetic energy operator T̂
and 〈χ |T̂ |χ〉 is the expectation value of the kinetic energy of
one electron in the environment of the other N − 1 electrons.
Furthermore, in Appendix B, we show that vG is related to the
positively defined kinetic energy density (cf. Ref. [39]) and
that the different kinetic energy densities of the interacting
and the KS system fully account for the differences between
vG and vPG. Hence, vG has been called the “kinetic potential”
in the literature [40,52].

However, there is a geometric meaning attached to vG and,
in this context, also to the vector potential A. In this section,
we first show how vG and A are related to the quantum-
geometric tensor that describes the geometric structure of the
environment of the one-electron system. We then proceed by
examining the effect of scaling and translation of the wave
function φ of the environment, and we analyze the geometric
picture if φ can be represented by a two-state model.

A. The quantum-geometric tensor

To better understand vG, we describe its relation to the
quantum geometric tensor. We consider a general function
f (x; t ) that is an element of a Hilbert space with inner prod-
uct defined w.r.t. the coordinate(s) x. The function f has an
additional dependence on a parameter t , and it shall also be
normalized as 〈 f (x; t )| f (x; t )〉x = 1. We are interested in the
change of f with t . Taking the norm of the difference between
f (x; t + dt ) and f (x; t ),

df 2 = || f (x; t + dt ) − f (x; t )||2
= 〈 f (x; t + dt ) − f (x; t ) | f (x; t + dt ) − f (x; t )〉x (38)

we find for infinitesimal dt that

df 2 = 〈∂t f (x; t ) | ∂t f (x; t )〉xdt2. (39)

The term

g̃ = 〈∂t f (x; t ) | ∂t f (x; t )〉x � 0 (40)

looks like a metric that represents how f changes with t .
However, (40) is ambiguous, as f (x; t ) is only defined up

to an x-independent phase. Indeed, the transformation

f (x; t ) → f (x; t )e−iS(t ) (41)

with S ∈ R, does not change the state that f represents, but
does affect g̃, as ∂t f changes with S as

∂t f (x; t ) → e−iS(t )∂t f (x; t ) − i∂t Se−iS(t ) f (x; t ). (42)

The choice of S(t ) is a gauge choice and, for g̃ to be a useful
metric, g̃ should be independent of the choice of gauge. As
the gauge-dependent term of ∂t f depends linearly on f (x; t ),
gauge independence is achieved by projecting out this term

FIG. 2. The Fubini-Study metric g(t ) measures the change of a
function f (x; t ) with t , independent of the choice of some additional
arbitrary phase S(t ). In the upper part of the figure, the plots A-D
show the magnitude of some f (x; t ) for five different values of t . We
have that f (x; t ) = | f (x; t )|eiα(x;t )eiS(t ), where S(t ) is arbitrary. The
colors of the functions in plots A-D indicate the value of S(t ), which
is given in the lower part of the figure. We require g(t ) to be the
same for all choices of S(t ), i.e., for all paths A-D. This is what the
projector P⊥ defined in (43) achieves.

with a projector P⊥ into the space orthogonal to f

P⊥ = 1 − | f (x; t )〉x〈 f (x; t )|, (43)

with P⊥| f 〉 = 0. Using the projector P⊥ in (40), we obtain a
gauge independent metric, the Fubini-Study metric [57,66]

g = 〈∂t f (x; t ) | P⊥ | ∂t f (x; t )〉x � 0. (44)

The problem that P⊥ solves is represented graphically in
Fig. 2.

If f depends on multiple parameters, f (x; t1, . . . , tn), the
change of f with the parameters is described by the quantum-
geometric tensor [57,67]

Ti j = 〈∂ti f (x; t1, . . . , tn) | P⊥ | ∂t j f (x; t1, . . . , tn)〉. (45)

This tensor yields the Fubini-Study metric tensor as its real
(symmetric) part,

gi j = 1
2 (Ti j + Tji ), (46)

and its imaginary (antisymmetric) part is the Berry curvature
[68]

Bi j = 1

2i
(Ti j − Tji ). (47)

We can compare these definitions to the geometric
potential vG. There, f (x; t ) → φ(2, . . . , N ; r) where the co-
ordinates r of one electron are parameters. As we restrict the
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discussion to a simple kinetic energy operator (3) with Carte-
sian coordinates for the particles, there are no terms coupling
the three components ri of r and, thus, the corresponding
Fubini-Study metric tensor is diagonal with components

gii = 〈∂riφ(2, . . . , N ; r) | P⊥ | ∂riφ(2, . . . , N ; r)〉2...N . (48)

The metric is

ds2 =
∑

i

∑
j

gi jdridr j =
3∑

i=1

giidr2
i (49)

and the geometric potential is

vG(r) = h̄2

2me

3∑
i=1

gii, (50)

where we added Plank’s constant and the electronic mass for
emphasis. In atomic units and for the simple kinetic energy
term in (3), the geometric potential is

vG(r) = 1

2

3∑
i=1

gii. (51)

The geometric potential vG thus measures how much the wave
function φ of the electrons in the environment changes when
the position r of the conditional electron is changed. As it is
a distance measure, vG(r) � 0, which can be seen from its
definition. Interpreted as a potential, it repels the electron from
regions where the environment changes significantly along r.

Next to the metric tensor, the Berry curvature also contains
important information about the geometry of the problem. In
particular, its gauge-invariant components can be expressed in
terms of the components of the vector potential A(r) as

Bi j = ∂ri A j − ∂r j Ai. (52)

It can be shown (e.g., by noting that Bi j is the exterior deriva-
tive of A and by using the theory of differential forms [69])
that, if any component Bi j �= 0, the vector potential A(r) can-
not be written as gradient of a scalar field, A(r) �= ∇rS(r) for
any S ∈ R. In this case, we see from a comparison to (17) that

the choice of gauge A(r)
!= 0 cannot be made.

Below, we only consider (finite) one-dimensional systems
for which A is a scalar field that can always be written as a

gradient field. Then, the choice A
!= 0 is possible. We make

this choice and do not consider the vector potential or Berry
curvature further. However, these quantities might have to be
taken into account for the study of the full three-dimensional

problem. Current results suggest that the choice A(r)
!= 0 is

possible for the three-dimensional problem when the system
is not rotating [64], but further investigations are needed to
draw a definite conclusion.

In case of one-dimensional systems, the geometric poten-
tial reduces to

vG(x1) = 1
2 g11 = 1

2 〈∂1φ | (1 − |φ〉〈φ|) | ∂1φ〉2, (53)

and then the Fubini-Study distance ds relates to the scaled
distance dx1 as

ds =
√

2vG(x1) dx1. (54)

FIG. 3. (a) The conditional wave function φ(x2|x1) and (b) the
corresponding geometric potential vG for a translation of a Gaussian
function with marked center and width. The more rapid φ(x2|x1) is
tanslated along x2 when changing x1, the higher vG becomes.

B. Translation of a state

To learn more about the effect of a change of the environ-
ment on vG, we consider various one-dimensional systems.
Each system is characterized by a conditional wave function
φ(x2; x1), and a change of the shape of φ(x2; x1) is reflected
in vG.

First, we look at a wave function φ(x2; x1) that does not
change the shape with respect to x1, but the state is translated
along x2. Such a wave function is described as

φ(x2; x1) = φ0(x2 − a(x1)), (55)

where φ0 is a quantum state and a(x1) is a function describing
the motion of the center (or, actually, any point) with respect to
x1 [see Fig. 3(a)]. From (53), we get the Fubini-Study metric

g11(x1) =
(

da

dx1

)2

σ 2
p , (56)

where σ 2
p is the uncertainty of the momentum p of the state

φ0, i.e.,

σ 2
p = 〈δ p̂2〉 = 〈p̂2〉 − 〈p̂〉2, (57)

where δ p̂ := p̂ − 〈p̂〉 is the deviation operator of the momen-
tum operator p̂ = −i∂x and 〈·〉 is the expectation value for the
quantum state φ0(x).

By definition, the uncertainty σ 2
p can only have non-

negative values. Furthermore, it equals to zero if and only if
the state φ0 is an improper eigenstate eipx2 of the operator p̂
with the eigenvalue p. For any normalizable state it is strictly
positive.

From (56) and (50) it is clear that the geometric potential
vG (that is just g11 multiplied by a constant) is proportional

013016-7



KOCÁK, KRAISLER, AND SCHILD PHYSICAL REVIEW RESEARCH 5, 013016 (2023)

FIG. 4. (a) The conditional wave function φ(x2|x1) and (b) the
corresponding geometric potential vG for a scaling of a Gaussian
function with marked center and width. The more rapid the width
of φ(x2|x1) changes when changing x1, the higher vG becomes.

to the square of “the speed” along the trajectory a(x1), i.e.,
to how much the state is translated along x2 with changing
x1. For a slow translation, we obtain small values of the
geometric potential, whereas any rapid translation along x2

with changing x1 shows as a large peak in vG, as is shown in
Fig. 3(b).

As the system is restrained to one dimension, the traversed
Fubini-Study distance s can be obtained from the integral of√

2vG as∫
ds =

∫ x1 √
2vG(x′

1) dx′
1 = σp

∫ x1
∣∣∣∣ da

dx1

∣∣∣∣ dx′
1 = σpR(x1),

(58)

where R(x1) measures the traversed distance along the tra-
jectory a(x1). The Fubini-Study distance is then the traversed
distance in units of 1/σp.

We also note that there is a degree of freedom in the choice
of the translation function a → a + k, which does not affect
the Fubini-Study distance or the geometric potential.

C. Scaling of a state

The next transformation that we consider is the scaling that
broadens or compresses the shape of the quantum state. Such
a transformation is described as

φ(x2; x1) = 1√

(x1)

φ0

(
x2


(x1)

)
, (59)

where φ0 is a quantum state and 
(x1) is a function describing
the scaling with respect to x1 (see Fig. 4). The prefactor in
front of φ0 is due to the normalization. The Fubini-Study

metric is then

g11(x1) =
(

d

dx1
ln 


)2

σ 2
b , (60)

where σ 2
b is the uncertainty of the operator b̂ := 1

2 (x̂ p̂ + p̂x̂)
of the state φ0, i.e.,

σ 2
b = 〈δb̂2〉 = 〈b̂2〉 − 〈b̂〉2

, (61)

where δb̂ := b̂ − 〈b̂〉 is the deviation operator of b̂.
The uncertainty σb is a non-negative value reaching zero if

and only if the state φ0 is an improper eigenstate (±x)−
1
2 ±ib

of the operator b̂ with the eigenvalue ±b. Therefore, for any
normalizable state, it is strictly positive.

Similarly to the translation, we see from (60) and (50) that
the geometric potential vG is proportional to the square of “the
speed” of the function ln 
 with respect to x1. Likewise, any
slow or rapid change in the function manifests as a small or
large peak in the geometric potential, respectively.

The traversed Fubini-Study distance s can be again ob-
tained from the integral of

√
2vG as∫

ds =
∫ x1 √

2vG(x′
1) dx′

1 = σb

∫ x1
∣∣∣∣ d

dx1
ln 


∣∣∣∣ dx′
1

= σbD(x1), (62)

where D(x1) measures the traversed distance in ln 
(x1) in
units of 1/σb.

We also note that there is a degree of freedom in the choice
of the scaling function 
 → c
, which does not affect the
Fubini-Study distance or the geometric potential.

D. Translation and scaling of a state

Last, we combine translation and scaling, which results in
the conditional wave function

φ(x2; x1) = 1√

(x1)

φ0

(
x2


(x1)
− a(x1)

)
, (63)

where 
 and a are two parametric functions (see Fig. 5).
Thus the Fubini-Study metric g11 in one dimension can be
interpreted as part of a two-dimensional Fubini-Study metric
depending on the parameters 
 and a,

g11(x1) = ( d

dx1

da
dx1

)(g

 g
a

ga
 gaa

)( d

dx1
da
dx1

)
, (64)

where the elements of the metric tensor are

g

 = 1


2
〈δb̂2〉, (65)

g
a = ga
 = 1


2
Re 〈δb̂δ p̂〉, (66)

gaa = 1


2
〈δ p̂2〉. (67)

As in previous models, there is a degree of freedom in the
chosen functions φ0, 
, and a. By appropriate translation of
the state φ0(x2) → φ0(x2 − k), the off-diagonal terms can be
set to zero,

1


2
Re 〈δb̂δ p̂〉 → 1


2
Re 〈δb̂δ p̂〉 + k

1


2
〈δ p̂2〉, (68)
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FIG. 5. (a) The conditional wave function φ(x2|x1) and (b) the
corresponding geometric potential vG for combination of translation
and scaling of a Gaussian function with marked center and width
of the Gaussian function. As φ(x2|x1) is squeezzed along x2 when
the rapid translation around x1 happens, the peak in the geometric
potential is higher than the corresponding peak in Fig. 3(b) for
translation alone.

k = −Re 〈δb̂δ p̂〉
〈δ p̂2〉 . (69)

After this translation, the final Fubini-Study metric is

ds2 = σ 2
b (d ln 
)2 + σ 2

p


2
da2. (70)

For 
(x1) = 1, we recover the result for the translation
[Eq. (56)], and, for a(x1) = const., we recover the result for
the scaling [Eq. (60)].

For some given functions 
(x1) and a(x1) we obtain a
specific corresponding geometric potential vG, but the metric
(70) allows us to see the hidden geometric aspects encoded in
vG that relate to any translation and scaling combination. For
example, for the Gaussian function φ0(x2) = 1/π1/4e−x2

2/2,
the metric is

ds2 = 1

2

[
(d ln 
)2 + 1


2
da2

]
. (71)

The metric can be visualized as embedding of a surface σ

in three-dimensional space (see Fig. 6). The surface σ is
described by the map

σ : (a,
) → (ρ, ϕ, z),

ρ(a,
) = 1



, (72)

ϕ(a,
) = a, (73)

z(a,
) =
√

1


2
− 1 − arctanh

√
1


2
− 1, (74)

where the mapping is written in the cylindrical coordinates ρ,
ϕ, and z. The scaling of the state occurs in the radial direction
along the surface, while the translation of the state happens in
the angular direction along the surface. For given functions
a(x1) and 
(x1), we get a curve γ (x1) = σ (a(x1),
(x1)) :
R → R3 on the surface σ and the distance measured along
the curve corresponds to the traversed Fubini-Study distance
(up to a factor 1/

√
2),∫

ds =
∫ √

2vG(x1) dx1 = 1√
2

∫
|γ ′(x1)| dx1. (75)

For the concrete example (Fig. 5), the state is scaled down
(A → B), translated up (B → C), scaled up (C → D) and
translated down into original state (D → A). Each transforma-
tion contributes to vG, but the greatest contribution is for the
translation from state B to state C. This is in agreement with
the embedding picture Fig. 6, as the scaling down means mov-
ing out of the horn and afterwards the Fubini-Study metric is
more sensitive to a translation. Conversely, after scaling up

(a) (b)

FIG. 6. (a) The parametric space of all possible states described by the parameters a and 
 with marked red path of states described in
the conditional wave function φ(x2; x1). (b) The embedding surface σ of the Fubini-Study metric for the Gaussian function with marked red
traversed path of states described by φ(x2; x1).
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FIG. 7. Bloch sphere with coordinates θ and ϕ.

(moving into the horn), a translation has a smaller contribution
to the Fubini-Study metric.

E. Two-state manifold

The previous transformations illustrate how the translation
and the scaling of a state manifest in the Fubini-Study ge-
ometry. Now, we study this geometry when the conditional
wave function φ(x2; x1) along x1 is fully described by a linear
combination of two quantum states along x2. In such a case,
the wave function can be written as

φ(x2; x1) = c0(x1)φ0(x2) + c1(x1)φ1(x2), |c0|2 + |c1|2 = 1,

(76)

where c0, c1 are two parametric functions and φ0, φ1 are the
wave functions of the two quantum states.

This system has a well-known representation called the
Bloch sphere (see Fig. 7) with a set of two natural coordinates

φ(x2; x1) = cos [θ (x1)/2]φ0(x2) + eiϕ(x1 ) sin [θ (x1)/2]φ1(x2),
(77)

where θ ∈ [0, π ] and ϕ ∈ [0, 2π ) are two spherical angles.
As in the previous section, the Fubini-Study metric g11 can
be seen as part of a two-dimensional Fubini-Study metric
depending on the parameters θ and ϕ,

g11(x1) =
(

dθ

dx1

dϕ

dx1

)(
gθθ gθϕ

gϕθ gϕϕ

)( dθ
dx1
dϕ

dx1

)
, (78)

with

gθθ = 1
4 , gθϕ = gϕθ = 0, gϕϕ = 1

4 sin2 θ. (79)

The Fubini-Study metric is then

ds2 = 1
4 (dθ2 + sin2 θ dϕ2), (80)

which corresponds to the natural metric on a sphere with
radius 1/2.

In the case that this model represents an electronic system,
there are symmetry conditions that have to be satisfied. We
now explain what happens in the case of two electrons.

If we have a two-electron system restricted to two states,
the symmetry-adapted electronic wave functions are of the

FIG. 8. Bloch sphere with coordinate ϑ and marked states |0〉
and |1〉. For later analysis, it is useful to mark also states |±〉 =

1√
2
(|0〉 ± |1〉).

form

ψ±(x1, x2) = 1√
2

(φ0(x1)φ1(x2) ± φ1(x1)φ0(x2)). (81)

This form leads to the conditional wave function

φ±(x2; x1) = φ0(x1)φ1(x2) ± φ1(x1)φ0(x2)√
|φ0(x1)|2 + |φ1(x1)|2

, (82)

which gives us a direct mapping between the position x1 and
the coefficients c0 and c1, or the mapping between the position
x1 and the spherical angles θ and ϕ.

Often, the wave functions ψ± are real-valued functions. In
that case, the conditional wave function is also restricted to
real values (the angle ϕ is 0 or π ). This restriction corresponds
to the great circle on the Bloch sphere going through the poles
(see Fig. 8). It is therefore suitable to change the coordinate
system using one the central angle ϑ ∈ [0, 2π ), such that

φ(x2; x1) = cos [ϑ (x1)/2]φ0(x2) + sin [ϑ (x1)/2]φ1(x2).
(83)

The Fubini-Study metric in this coordinate is simply

ds2 = 1
4 dϑ2. (84)

Equations (82) and (83) provide an explicit mapping be-
tween x1 and the central angle ϑ ,

cos ϑ (x1) = φ0(x1)2 − φ1(x1)2

φ0(x1)2 + φ1(x1)2
,

sin ϑ (x1) = ±2φ0(x1)φ1(x1)

φ0(x1)2 + φ1(x1)2
. (85)

Like in previous models, the traversed Fubini-Study distance
s can be obtained from the integral of

√
2vG as∫

ds =
∫ x1 √

2vG(x′
1)dx′

1 = 1

2

∫ x1
∣∣∣∣ dϑ

dx1

∣∣∣∣dx′
1 = 1

2
�(x1),

(86)

where �(x1) measures the traversed central angle ϑ on the
great circle. How this function looks like depends solely
on the states φ1 and φ2 and it is given by the mapping in
equation (85).

013016-10



GEOMETRIC POTENTIAL OF THE EXACT ELECTRON … PHYSICAL REVIEW RESEARCH 5, 013016 (2023)

IV. DIATOMIC MODEL SYSTEMS

The previous discussion helped us to understand the re-
lationship between the structure of the conditional wave
function of the electrons in the environment and the geometric
potential. In the following two sections, we study the behavior
of vG for one-dimensional models of a diatomic molecule
with two electrons in the energetically lowest spatially anti-
symmetric state. This state corresponds to the lowest triplet
state if spin was included. We select this state because for the
spatially symmetric (singlet) ground-state there is no differ-
ence between the EEF and DFT, as only one DFT orbital is
occupied.

All model systems described in the following were solved
numerically with the program package QMSTUNFTI [70] that is
based on the sparse-matrix functionality of SCIPY [71], which
in turn partially uses the ARPACK library [72]. The exact KS
potentials were obtained from the inversion procedure used
in Ref. [54], see also Ref. [41]. We choose the gauge of zero
vector potential, which is always possible for one-dimensional
finite systems.

A. Model study of a one-dimensional homonuclear
diatomic molecule

The Hamiltonian for a diatomic molecule in one dimension
with clamped nuclei and two electrons is

H (Z )
m (R) =

2∑
j=1

(
−∂2

j

2
+ ven(x j ; R, Z )

)
+ vee(x1, x2)

+ vnn(R, Z ). (87)

Here, we model all Coulomb interactions with soft-Coulomb
potentials [73]. Those potentials are often used in one-
dimensional models to describe the effect that the Coulomb
singularities can be avoided in three dimensions, but not in
one dimension. The electron-nuclear interaction is therefore
given by

ven(x; R, Z ) = − Z√
(x + R/2)2 + cen

− 1√
(x − R/2)2 + cen

,

(88)

corresponding to two nuclei with charges Z and +1 located at
−R/2 and R/2, respectively. The electron interaction is

vee(x1, x2) = 1√
(x1 − x2)2 + cee

(89)

and the nuclear interaction is given by

vnn(R, Z ) = Z√
R2 + cnn

. (90)

The external potential for this model is

vext (x) = ven(x; R, Z ) + vnn(R, Z ). (91)

The parameters are cen = cee = 0.5 a2
0 and cnn = 0.1 a2

0 . We
first consider the homonuclear (symmetric) case with Z =
+1.

Figure 9(a) shows the exact KS potential of the model
together with the two lowest KS orbitals for an internuclear

distance of R = 5 a0, and Fig. 9(b) shows the EEF potential
together with the one-electron density. The KS-orbitals are
almost degenerate and look like typical tunneling states of a
double well potential, with the wave function of the energeti-
cally lower state having the same sign in both wells, while the
wave function of the energetically higher state switches sign
at x1 = 0.

The components of the EEF potential v and the KS-DFT
potentials are depicted in Figs. 9(c) and 9(d) for the internu-
clear distances R = 2 a0 and R = 5 a0, respectively. For the
chosen parameters, the model is well-described by Hartree-
Fock theory and the KS wave function is very close to the
interacting wave function. Thus the parts of v based on the
KS quantities and in the EEF are similar,

vPG ≈ vG, (92a)

vPH + vHXC ≈ vH (92b)

with the second relation holding up to a constant. Some small
differences of up to 0.08 Eh still exists, with vPG being slightly
smaller than vG and vPH + vHXC − εKS

1 being slightly larger
than vH − E , because Hartree-Fock theory does not describe
the system exactly. In Appendix C we provide an example
where the differences between the potentials is larger.

Let us now turn to the features of the potentials an their
origin in terms of the state φ of the electron in the environ-
ment. The wave functions φ(x2; x1) of the environment for
the two internuclear distances are shown in Figs. 9(e) and
9(f). As φ(x2; x1) is the wave function of one electron at x2

given there is another one at x1, we have that for a large in-
ternuclear distance R the electron at x2 is either located at one
nucleus or at the other. For R = 5 a0, given one electron of the
two-electron system is found at, say, x1 < −2 a0, it is likely
to “originate” from the nucleus at x1 = −2.5 a0. The second
electron is thus most likely found at the other nucleus centered
around x2 = +2.5 a0 and φ(x2; x1) corresponds approximately
to the ground state of an electron at that nucleus.

This behavior is reflected in the potentials. All parts of
v except the external potential vext are repulsive bell-shaped
potentials centered around x1 = 0. For R = 2 a0, the two elec-
trons of the system are relatively close to each other. When
the interatomic distance R is increased, the system approaches
the limit of two separated one-electron atoms. For R = 5 a0,
vPH is already almost zero, indicating that the energy of the
environment in the KS system does not depend on the location
of the electron at x1. This can be interpreted such that when the
electron at x1 is at one nucleus, the electron in the environment
is always at the other nucleus and is essentially undisturbed.
However, in the interacting system, the two electrons still
influence each other, as is visible in vH: It becomes smaller
for larger R (and eventually becomes a constant shift for
R → ∞), but it is showing that the position of the electron
at x1 matters for the energy of the environment, because vH

is still a repulsive bell-shaped curve. In the KS system, in
contrast, this effect is fully contained in vHXC.

Turning to our main interest, the geometric potential vG,
we observe what is expected from the discussion in Sec. III A:
The potential vG is a measure of how strong the wave function
φ(x2; x1) of the one-electron environment changes if the other
electron is moved along x1. There is a large change in the
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FIG. 9. (a) KS potential vKS and occupied KS orbitals ϕKS
j (shifted to their corresponding eigenvalues εKS

j ) as well as (b) EEF potential v

and one-electron density ρ (shifted to its energy) for the energetically lowest antisymmetric electronic state of the homonuclear two-electron
diatomic molecule with internuclear distance R = 5 a0 . vKS is shifted such that it is zero for large |x1|, while the limit |x1| → ∞ of v is the
ground-state energy of the ionized system. [(c) and (d)] Contributions to v in the EEF and to DFT for two different internuclear distances R
of the homonuclear two-electron diatomic molecule, for its energetically lowest antisymmetric electronic state. [(e) and (f)] Conditional wave
functions φ(x2; x1) corresponding to the panels above, shown as contour plots (color indicates the sign). The states discussed in Sec. IV C in
the context of the geometric potential vG are marked as “0”, “1”, “+,” and “–”.

conditional wave function only at x1 ≈ 0 that is reflected in vG

as a peak in this region (see also Refs. [44,49] for such a peak
in similar models). If the internuclear distance is increased, the
system becomes more and more that of two separated atoms
and the change of the conditional wave function at x1 ≈ 0
becomes sharper. With increasing internuclear distance the
peak of the geometric potential vG (or vPG) then becomes
somewhat more localized at x1 = 0 and also slightly higher,
although this is hardly visible in the figure. This peak indicates
that when the electron at x1 is moved along x1, it is around
x1 ≈ 0 that the electron in the environment jumps from one
nucleus to the other. We emphasize that the shape of vG has
nothing to do with the sign change of φ(x2; x1) along x1, as can
been seen from the definition (14) of vG. It is, for example,
also present in the symmetric ground state of H (1)

m for which
no sign change in φ(x2; x1) happens but φ(x2; x1) is otherwise
similar (cf. Refs. [39,74])

B. Model study of a one-dimensional heteronuclear
diatomic molecule

We now investigate the effect of having a heteronuclear
diatomic molecule instead of a homonuclear one. For this
purpose, we use Z = 2 in the Hamiltonian (87), such that there
is one nucleus at +R/2 with charge +1 and one nucleus at
−R/2 with charge +2, and we again consider the lowest anti-
symmetric state. We used the same model already in Ref. [10]

to study the appearance of charge-transfer steps in the EEF
and in DFT, and we found the origin of the steps in the energy
vH of the environment. Here, we use it again to study the
geometric potential vG.

Figure 10(a) shows the KS potential together with the
relevant KS orbitals and Fig. 10(b) shows the EEF poten-
tial together with the one-electron density for an internuclear
distance of R = 5 a0. The lowest KS orbital ϕKS

0 is localized
around x1 = −2.5 a0 (where the nucleus with charge +2 is
located) while the highest occupied KS orbital ϕKS

1 is localized
around x1 = +2.5 a0 (where the nucleus with charge +1 is
located).

The contributions to the EEF and KS potentials are de-
picted in panels Figs. 10(c) and 10(d) for the internuclear
distances R = 2 a0 and R = 5 a0, respectively. Also this model
is well-described by Hartree-Fock theory, hence relations (92)
hold (see Appendix C for parameters of the model where
these relations do not hold). For larger distances, vH and
vHXC + vPH form a step, because the state of the environment
changes along x1. For a detailed discussion of this charge-
transfer step and its interpretation, see Ref. [10].

Here, we focus on the geometric potential vG. It looks sim-
ilar to that of the homonuclear diatomic, with a bell-shaped
maximum centered at x1 ≈ 0 that indicates a qualitative
change of the conditional wave function φ(x2; x1), depicted
in Figs. 10(e) and 10(f), respectively. However, for larger
internuclear distances there is a second significant change
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FIG. 10. (a) KS potential vKS and occupied KS orbitals ϕKS
j (shifted to their corresponding eigenvalues εKS

j ) as well as (b) EEF potential v

and one-electron density ρ (shifted to its energy) for the energetically lowest antisymmetric electronic state of the heteronuclear two-electron
diatomic molecule with internuclear distance R = 5 a0 . vKS is shifted such that it is zero for large |x1|, while the limit of |x1| → ∞ of v is the
ground-state energy of the ionized system. [(c) and (d)] Contributions to v in the EEF and based on KS quantities for two different internuclear
distances R of the heteronuclear two-electron diatomic molecule, for the energetically lowest antisymmetric electronic state. In (d), an inset
shows the details of vG for x1 ∈ [−13, −4] a0. [(e) and (f)] Conditional wave functions φ(x2; x1) corresponding to the panels above, shown as
contour plots (color indicates the sign). The states “0” and “1” discussed in Sec. IV C in the context of the geometric potential vG are marked.

of φ(x2; x1) along x1. For R = 5 a0, this second change is at
x1 ≈ −8 a0 . If an electron is found somewhere in −8 a0 <

x1 < 0, we see from φ(x2; x1) that the second electron is
most probably found around x2 = 2.5 a0, corresponding to
the location of the nucleus with charge +1. In contrast, if
an electron is found at x1 < −8 a0, the second electron is
found around x2 = −2.5 a0, corresponding to the nucleus with
charge +2. The larger the internuclear distance R becomes,
the more does this transition move to smaller values of x1 (i.e.,
to the left). Mechanistically, what happens at the location of
the peak is a charge transfer, where the electron at x2 switches
from the energetically higher potential well to the lower well
depending on where the other electron at x1 is located [10].
Close inspection of the potentials for R = 5 a0 reveals that
this charge transfer is visible in vG, albeit barely: it leads to
a second peak in vG, as shown in the inset of Fig. 10(d). As
the change of φ in that region happens over a rather large
distance along x1 compared with the change at x1 ≈ 0, it leads
to a small but broad local increase in vG. This second peak
in vG has also been found in a similar model recently [49],
where it was concluded that the peak is at the side of the more
electronegative atom, in agreement with our interpretation.
We note that although there is a large difference in the height
and width of the peak, the two changes of the conditional
wave function are rather similar. This leads to the integrals of√

vG over the corresponding regions to both be approximately
equal, as explained in the next section.

C. Two-state analysis

The two parts vH and vG of the EEF potential v are
functionals of the conditional wave function φ. By looking
at the conditional wave functions φ for the symmetric and
asymmetric diatomic in Figs. 9 and in 10, respectively, is
seems that φ(x2; x1) for some value of x1 can be described
as a two-state problem. This view is also supported by the
observation that all our models are well-described with the
Hartree-Fock approximation and the Hartree-Fock and Kohn-
Sham orbitals differ very little. Hence, the wave function of
the presented two-electron models of the diatomic molecule
can approximately be written as

ψ (x1, x2) ≈ 1√
2

(
ϕKS

0 (x1)ϕKS
1 (x2) − ϕKS

1 (x1)ϕKS
0 (x2)

)
(93)

with the conditional wave function

φ(x2; x1) ≈ ϕKS
0 (x1)ϕKS

1 (x2) − ϕKS
1 (x1)ϕKS

0 (x2)√∣∣ϕKS
0 (x1)

∣∣2 + ∣∣ϕKS
1 (x1)

∣∣2 (94)

for the gauge χ (x1) = √
ρ(x1). Thus our models are very well

described by the two-state model from Sec. III E with states
|0〉 and |1〉 in Figs. 7 and 8 chosen as the KS orbitals ϕKS

0
and ϕKS

1 .
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FIG. 11. (Top) Angle ϑ determined from (97) (black lines) and from (95) (cyan lines) for different values of the internuclear separation R
for (a) the homonuclear diatomic and (b) the heteronuclear diatomic. (Bottom) Energy of the environmental electron vH and vH

ϑ determined by
(111) with ϑ being determined by (95), for R = 5.0 a0, for (c) the homonuclear diatomic and (d) the heteronuclear diatomic.

Then, the map between the electron coordinate x1 and the
central angle ϑ (see Fig. 8) is

cos ϑ (x1) = ϕKS
0 (x1)2 − ϕKS

1 (x1)2

ϕKS
0 (x1)2 + ϕKS

1 (x1)2
,

(95)

sin ϑ (x1) = −2ϕKS
0 (x1)ϕKS

1 (x1)

ϕKS
0 (x1)2 + ϕKS

1 (x1)2
,

and the geometric potential vG is

vG(x1) = 1
8 (∂1ϑ )2. (96)

For the considered KS orbitals, the resulting map ϑ (x1) is a
monotonic function. Due to this monotonicity we get another
relation for the central angle,

ϑ (x1) =
∫ x1

−∞

√
8vG(x′

1) dx′
1 . (97)

There are thus two ways to compute the parameter ϑ (x1)
that determines the conditional wave function φ(x2; x1) in the
two-state model. One is based on the KS orbitals, Eq. (95),
and one is based on the geometric potential, Eq. (97). The
parameter ϑ obtained in both ways is shown in Figs. 11(a)
and 11(b) for the homonuclear and heteronuclear diatomic,
respectively. There is little difference between the two ways of
obtaining ϑ for both the model of the homo- and heteronuclear
diatomic, i.e., the two-state approximation is justified.

The behavior of ϑ reflects the behavior of φ depicted
in Figs. 9 and 10. To interpret φ, some regions in these
figures were marked with “0”, “1”, “+” or “−”. These rep-
resent states between which φ(x2; x1) changes along x1. For
the homonuclear diatomic with small internuclear distance,
φ(x2; x1) for |x1| → ∞ is close to the energetically lowest KS
orbital ϕKS

0 and resembles the wave function of the ionized
system. At x1 = 0, it follows from (94) and the fact that

ϕKS
1 (0) = 0 (since ϕKS

1 is even) that φ(x2; x1 = 0) ≈ ϕKS
1 (x2).

Hence, we have that φ(x2; x1) changes as

φ(x2; −∞) ≈ ϕKS
0 ⇒ φ(x2; 0) ≈ ϕKS

1 ⇒ φ(x2; +∞) ≈ ϕKS
0

(98)

(the sign of the state does not matter in the metric). This
behavior is valid, e.g., for an internuclear distance R = 2 a0,
see Fig. 9(e), where state “0” is approximately ϕKS

0 and “1”
is approximately ϕKS

1 . The path (98) of φ from x1 = −∞
to x1 = +∞ corresponds to one full motion along the great
circle, i.e., to a total change

|ϑ (x1 = +∞) − ϑ (x1 = −∞)| ≈ 2π (99)

of the parameter ϑ , as shown in Fig. 11(a) for R = 2 a0.
In contrast, for larger internuclear distances, φ(x2; x1) for

|x1| → ∞ is either located on one or the other nucleus. Due to
the symmetry of the problem, this corresponds approximately
to the two states

ϕKS
± = 1√

2

(
ϕKS

0 ± ϕKS
1

)
, (100)

which are on opposite sides of the Bloch sphere at the equator
(|±〉 in Fig. 8), if ϕKS

0 and ϕKS
1 are the poles (|0〉 and |1〉).

Equation (94) is still valid and φ(x2; x1 = 0) ≈ ϕKS
1 (x2), hence

we have

φ(x2; x1 � 0) ≈ ϕKS
+ ⇒ φ(x2; 0) ≈ ϕKS

1

⇒ φ(x2; x1 � 0) ≈ ϕKS
− , (101)

which is visible in Fig. 9(f), where state “+” is approximately
ϕKS

+ and state “−” is approximately ϕKS
− . The path (101)

corresponds to half of a great circle on the Bloch sphere, i.e.,

|ϑ (x1 � 0) − ϑ (x1 � 0)| ≈ π, (102)

as shown in Fig. 11(a) for R = 5 a0 and 8 a0.
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For the heteronuclear diatomic at small internuclear dis-
tances the situation is similar to that of the homonuclear
diatomic, see Fig. 10(e). In contrast, at larger internuclear
distances, the KS orbitals are either localized on one or the
other nucleus. From Fig. 10(f), we can see that there is a
hopping of φ(x2; x1) from one side to the other and back along
x1, as discussed above, which is

φ(x2; −∞) ≈ ϕKS
0 ⇒ φ(x2; xS) ≈ ϕKS

1

⇒ φ(x2; +∞) ≈ ϕKS
0 (103)

with xS representing the corresponding region of x1. Thus

|ϑ (x1 = +∞) − ϑ (x1 = −∞)| ≈ 2π. (104)

for any finite value of the internuclear distance R but happens
in two steps which each correspond to a change of π , with
one smooth change somewhere at x1 < 0 and a sharp change
at x1 ≈ 0, as can be seen in Fig. 11(b). The smooth change
moves more and more towards negative x1 when the internu-
clear distance is increased.

The fact that the asymptotic behavior of the KS orbitals is
known can be used to construct vG analytically in the region
where the dominant orbital changes, at least if this asymptotic
behavior is attained. The leading term in the asymptotic KS
orbitals for lim

|x1|→∞
vKS(x1) = 0 is

ϕKS
i (x1) ∝ e−

√
−2εKS

i |x1|. (105)

The dominant orbital changes, say, around xc, and we write
the KS orbitals as

ϕi(x1) = Ce−Ai (x1−xc ), (106)

where Ai is ±
√

−2εKS
i with the sign depending on the direc-

tion of the decay. Using the explicit form of the KS orbitals in
(95) leads to

cos ϑ = 1 − e−2
(x1−xc )

1 + e−2
(x1−xc )
, sin ϑ = 2e−
(x1−xc )

1 + e−2
(x1−xc )
,

(107)

where 
 = Ai − Aj with i and j being the indices of the two
involved KS orbitals. We thus find that the geometric potential
is a bell-shaped function with the width 1/
 and the height

2/8,

vG(x1) = 1

8
(∂1ϑ )2 = 1

8

(
1

sin ϑ
∂1 cos(ϑ )

)2

= 1

8

2sech2(
(x1 − xc)). (108)

The integral ∫ √
8vG(x1) dx1 = gd(
(x1 − xc)) (109)

is the Gudermannian function gd [75] and yields∫ +∞

−∞

√
8vG(x1) dx1 = π. (110)

Relation (110) means that the integral of
√

8vG over the region
of a change of the KS orbital which dominates the density is

equal to π . The analytic form (108) of vG is not restricted
to our models but is general, provided the KS orbitals can
be approximately described by (105) and provided there is
only a switch from one dominant orbital to another, which
is typically the case.

If the internuclear distance is large enough, e.g., for R =
5 a0 and 8 a0, there is one such region for the homonuclear
diatomic model and two such regions for the heteronuclear
model. For the heteronuclear diatomic, the shape of the
geometric potential of the region outside the internuclear
region is a broad and shallow bell with parameter 
 =√

−2εKS
0 −

√
−2εKS

1 , see the inset in Fig. 10(d). For both
the homo- and heteronuclear diatomic, the geometric po-
tential inside the internuclear region is a narrow and high
bell, see Figs. 10(c) and 10(d), respectively. If the internu-
clear distance R is large enough, the corresponding parameter

is 
 =
√

−2εKS
0 +

√
−2εKS

1 (for the homonuclear case also

εKS
0 ≈ εKS

1 ). The considered values of R (up to approximately
R = 10 a0, then the electron density in the internuclear region
becomes too small and numerical artifacts appear) are still too
small for this relation to hold, but (108) is valid, albeit with
different 
.

Finally, we note that we can use the two-state assumption
to construct vH from vG (and vice versa). For this purpose, the
expression (108) can be used with (97) to determine ϑ Then,
the conditional wave function φ can be obtained from (83)
after identifying φ j = ϕKS

j , and the energy of the environment
vH can be obtained from its definition (15) as

vH(x1) ≈ vH
ϑ (x1) = h00 + h11

2
+ h00 − h11

2
cos ϑ (x1)

+ h01 sin ϑ (x1). (111)

Here, hi j correspond to matrix elements of the operator evalu-
ated for vH in the chosen basis |0〉 and |1〉. In the basis of the
KS orbitals and for the model potential, the matrix elements
are

hi j = 〈
ϕKS

i (2)
∣∣−∂2

2

2
+ ven(2) + vee(1, 2)

∣∣ϕKS
j (2)

〉
2. (112)

The only x1 dependence of hi j is due to the electron-electron
interaction vee. Figures 11(c) and 11(d) illustrate that the re-
construction is very accurate for R = 5 a0 . From vG, the angle
ϑ can be determined via (97), and this angle can be used in
(111) to obtain vH

ϑ , which is very close to the true energy vH

of the environment. This reconstruction works equally well
for the other considered internuclear distances.

V. SUMMARY

The EEF is an exact one-electron theory of the many
electron problem. It provides a clear and intuitive picture of
one electron in the environment of other electrons. The wave
function of those other electrons φ(2, . . . , N ; 1) provides the
scalar potential v and the vector potential that appear in the
one-electron Schrödinger equation, where v is the sum of vH,
the energy of the environment in the presence of an additional
electron, and vG, the geometric potential.

013016-15



KOCÁK, KRAISLER, AND SCHILD PHYSICAL REVIEW RESEARCH 5, 013016 (2023)

Generally, in the EEF the interacting many-electron wave
function is considered. If the KS wave function is used in-
stead, the same one-electron potential v is obtained but the
contributions to v are different due to the different way of
how the electronic structure is described. This connection
between the EEF and DFT provides a different interpretation
for the Hartree-exchange-correlation potential vHXC and the
Pauli potential vP. In particular, we showed that vP contains
the geometric potential of the KS system, vPG, and the energy
of the KS environment, vPH, whereas vHXC can be viewed
as a correction to the external potential due to the different
electron-electron interaction in the KS system compared to
the interacting system. This has to be contrasted with the
usual view of the Pauli potential as being the difference of
a noninteracting fermionic and bosonic system—from the
EEF perspective, both vHXC the Pauli potential describe the
fermionic problem itself, just in a different way than how
the interacting many-electron wave function describes the
problem.

In contrast to vH, the physical meaning of the geometric
potential vG is less obvious. In this work, we explained its con-
nection to the quantum geometric tensor and showed that vG is
a metric that represents changes of the state φ of the electrons
in the environment. We illustrated that meaning by translating
or/and scaling φ(x2; x1) for a one-dimensional model, and we
found that vG(x1) reflects these transformations. The faster
φ(x2; x1) changes with x1, the higher the amplitude of vG(x1)
becomes in the regions where the change of φ happens.

Then, we studied the behavior of vG(x1) for a one-
dimensional model of a two-electron homo- and heteronuclear
diatomic molecule. Whenever there is a rearrangement of the
electron in the environment, this is clearly visible as a peak
in vG(x1). The model can be understood in a two-state picture
where the wave function of the environment φ changes from
one state to the other, which allowed us to provide an analyt-
ical form of vG(x1) as well as constraints on the integral of√

vG if a state change happens. These results can be useful
for more general systems, because also those can often be
described by a two-state approach, for example, if an electron
hops from one KS orbital to another. Such situations reflect
charge transfer processes and they are common in molecules,
hence further investigation on the behavior of vG can help to
model its contribution in the EEF and in DFT.

What we largely avoided in our discussion is the role of the
vector potential, which is also part of the geometric picture of
the EEF. Although it may not be needed to describe the ground
state of a many-electron system, it will certainly be relevant
for rotating molecules, molecules in laser fields and possibly
for describing degenerate states in molecules. To investigate
the vector potential and to illuminate the importance of the
geometric potential further, however, it is necessary to look at
three-dimensional model systems, which poses an interesting
challenge for future work.
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APPENDIX A: OTHER EXPRESSIONS FOR THE
POTENTIALS IN THE EEF

Relations (12)–(14) for the potentials vT, vV, and vG, re-
spectively, can be expressed in terms of the many-electron
wave function ψ and the one-electron density ρ = |χ |2 by
using the relation (7) for the conditional wave function φ. We
first note that the geometric potential is also given by

vG(r) = 1
2 〈∇rφ(2, . . . , N ; r)|P̂|∇rφ(2, . . . , N ; r)〉2...N , (A1)

where

P̂ = 1 − |φ(2, . . . , N ; r)〉〈φ(2, . . . , N ; r)| (A2)

is a projection operator on the state orthogonal to φ for a given
value of r. Expression (A1) shows the close connection to the
Fubini-Study metric [57] and the geometric meaning of vG.

Using (7), it is straightforward to show that

vT(r) = 1

ρ(r)
〈ψ (2, . . . , N ; r)|

−
N∑

j=2

∇2
j

2
|ψ (2, . . . , N ; r)〉2...N , (A3)

vV(r) = 1

ρ(r)
〈ψ (2, . . . , N ; r)|V (1, 2, . . . , N )

× |ψ (2, . . . , N ; r)〉2...N − vext (r), (A4)

vG(r) = 1

2ρ(r)
〈∇rψ (2, . . . , N ; r)|P̂ψ |∇rψ (2, . . . , N ; r)〉2...N ,

(A5)

with

P̂ψ = 1 − 1

ρ(r)
|ψ (2, . . . , N ; r)〉〈ψ (2, . . . , N ; r)|. (A6)

Also P̂ψ is a projector for a given value of r, i.e., in the sub-
space of the coordinates r2, . . . , rN . As only ψ and ρ appear
in (A3)–(A5), but not χ , it is clear that vT, vV, and vG do not
depend on the gauge, i.e., on the choice of the phase of χ .

APPENDIX B: THE GEOMETRIC POTENTIAL AND THE
KINETIC ENERGY DENSITY

The difference between the geometric potential vG of the
interacting system and the geometric potential vPG of the KS
system can, by construction, be related to the different kinetic

energy densities. For the gauge A
!= 0 and for the case χ =√

ρ ∈ R, φ ∈ R,

vG(r) = 1

2
〈(∇rφ(2, . . . , N |r))2〉2...N

= 1

2

〈(
∇r

ψ (r, 2, . . . , N )

χ (r)

)2
〉

2...N

(B1)

= 1

2

( 〈(∇rψ )2〉2...N

χ2
− 〈∇r(ψ2)〉2...N

χ3
∇rχ + (∇rχ )2

χ2

)
(B2)

= t (r)

χ2
− 1

2

∇rρ

ρ

∇rχ

χ
+ 1

2

(∇rχ )2

χ2
, (B3)
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where

t (r) = 1
2 〈(∇rψ )2〉2...N (B4)

is the positively defined one-electron kinetic energy density of
the interacting system.

For the KS system a similar relation holds, i.e.,

vPG(r) = vG[ϕKS] = 1

2

N∑
n=1

(
∇r

ϕKS
n (r)

χ (r)

)2

= 1

2

N∑
n=1

(∇rϕ
KS
n

χ
− ϕKS

n ∇rχ

χ2

)2

(B5)

= 1

2

N∑
n=1

⎛
⎜⎝
(∇rϕ

KS
n

)2

χ2
−

∇r

((
ϕKS

n

)2
)

χ3
∇rχ

+
(
ϕKS

n

)2

χ4
(∇rχ )2

)
(B6)

= tKS(r)

χ2
− 1

2

∇rρ

ρ

∇rχ

χ
+ 1

2

(∇rχ )2

χ2
, (B7)

where

tKS(r) = 1

2

N∑
n=1

(∇rϕ
KS
n

)2
(B8)

is the positively defined one-electron kinetic energy density of
the KS system. As the densities in the interacting and the KS
systems are the same, the geometric potential vG [Eq. (B3)]
and the KS geometric potential vPG [Eq. (B7)] differ only by
two kinetic energy densities t and tKS.

APPENDIX C: EEF POTENTIALS AND THE ELECTRON
CORRELATION

Both our model of the homo- and of the heteronuclear
diatomic discussed in Sec. IV are well-described with the
Hartree-Fock approximation, i.e., with a system of noninter-
acting electrons. The KS orbitals are thus very similar to the

FIG. 12. Like Fig. 10(d), but for a very delocalized electron-
nuclear interaction (parameter cen = 25 a2

0 ).

Hartree-Fock orbitals. In our experience, this is typical for for
one-dimensional models and it is hard to make Hartree-Fock
“fail.” One possibility would be to consider the limit of strictly
correlated electrons, as was done in Ref. [49]. Here, we test a
different approach: We make the electron correlation in our
model Hamiltonian more relevant by setting cen to a large
value. This results in a broad external potential ven, while
keeping the electron-electron interaction vee sharply localized.

In Fig. 12, we show the EEF and DFT potentials for
such a large value of cen for the heteronuclear model. We
find that the geometric potential vG of the interacting wave
function is higher that the geometric potential vPG of the KS
wave function, indicating that there is a stronger change of
the conditional wave function (the state of the electrons in
the environment) along x1 in the internuclear region for the
interacting system as compared to the KS system. As v is the
same for the interacting and the KS system, this has to be
compensated by vH being smaller than vPH + vHXC, i.e., the
energy of the environment is lower for the interacting than for
the KS system. However, we do not think that this test allows
for any general conclusions.
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