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Breaking strong symmetries in dissipative quantum systems: Bosonic atoms coupled to a cavity
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In dissipative quantum systems, strong symmetries can lead to the existence of conservation laws and multiple
steady states. In this Letter we investigate a strong symmetry for bosonic atoms coupled to an optical cavity, an
experimentally relevant system, generalizing the adiabatic elimination techniques and using numerically exact
matrix product state methods. We show that for ideal bosons coupled to the cavity multiple steady states exist and
in each symmetry sector a dissipative phase transition occurs at a different critical point. This implies that phases
of very different natures can coexist. We find that the introduction of a slight breaking of the strong symmetry
by a small interaction term leads to a direct transition from multiple steady states to a unique steady state. We
point out the phenomenon of dissipative freezing, the breaking of the conservation law at the level of individual
realizations in the presence of strong symmetry. For a small breaking of the strong symmetry we see that the
behavior of the individual trajectories still shows some signs of this dissipative freezing before it fades out for

larger symmetry breaking terms.
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Symmetries play a key role in classifying and unifying the
physics occurring in different microscopic systems. A famous
example is the universal behavior arising at (quantum) phase
transitions. This universal behavior is independent of the mi-
croscopic details of the system and can be classified by the
symmetries which are spontaneously broken at the transition.
Typically, each symmetry of a Hamiltonian is connected to a
conservation law. This has the crucial consequence that the
long time state remembers the initial conditions and that the
conservation laws need to be considered constructing thermal
ensembles [1], the so-called generalized Gibbs ensembles [2].

Surprisingly, in contrast to the Hamiltonian case, for
systems described by the dissipative Lindblad master equa-
tions 2%,0 = L(p), where p is the density matrix and L the
Liouvillian, a symmetry of the Liouvillian does not always
imply a conserved quantity and multiple steady states [3.4].
Let the Hermitian operator O be the generator of the sym-
metry U = exp(i¢p D), with real ¢. If the symmetry operator
satisfies the condition LU pU™) = UL(p)UT, we have only a
so-called weak symmetry. This weak symmetry condition is
not sufficient to imply the existence of a conserved quantity
or multiple steady states. Only if additionally O is com-
muting with both the Hamiltonian and all jump operators
Ins [0, H] =[O, J,,] = 0, a so-called strong symmetry exists
which implies conservation of (O) = tr(pO) and multiple
steady states.
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Recently, the consequences of weak and strong symmetries
in open systems were discussed in the context of error correc-
tion for quantum information theory [5].

Experimental systems that can be described by a Lindblad
master equation are very frequent in the area of quantum
optics and solid state systems coupled to light. In many sit-
uations, a unique steady state arises. However, in recent years
a significant amount of work has been devoted to go beyond
this fypical situation and to study the coexistence of several
states in such Lindblad systems [6—18] and the phenomena of
bi-/metastability [15,19-28] or intermittency [13-15,25,29].
Additionally, steady states with sought-after properties have
been constructed employing symmetries of the system, such
as steady states with n-pairing correlations [30] or states with
enhanced currents [31,32] or in weakly driven systems [33].

In this Letter we show for a realistic experimental system,
a cavity coupled to a quantum gas, how the presence of strong
symmetry can lead to the occurrence of multiple dissipative
phase transitions in different symmetry sectors. We identify
that the phase transition can occur for different critical values
depending on the considered symmetry sector. Thus, for the
same physical parameters the nature of the steady state can be
very different depending on the initial state of the system.

We further investigate how in the situation of the slight
breaking of strong symmetry by an additional term in the
Liouvillian a unique steady state is recovered. Thus, slight
breaking causes a drastic response of the system. We investi-
gate the timescales associated with the process of reaching the
unique steady state. Additionally, we show the absence of in-
termittency, dissipative freezing [34], in the presence of strong
symmetry in single trajectories obtained by the stochastic
unraveling of the master equation. We find that this behavior
of the absence of intermittency can approximately survive for
an intermediate time when adding a small symmetry break-
ing term, whereas for a larger symmetry breaking term the
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different symmetry sectors are no longer a good description
of the system.

We consider ultracold bosons confined to a one-
dimensional chain coupled to a single cavity mode and
transversely pumped with a standing-wave laser beam [35].
Adiabatically eliminating the excited internal state of the
atoms, the dynamics follows the Lindblad equation [35-39]

3 = £p) = ~1H, 01+ (2apa’ — a'ap - pa'a), (1)
ot h 2

where L(p) is the Liouvillian. The bosonic operators a and
a’ are the annihilation and creation operators for the photon
mode of the cavity. The dissipator with strength I' repre-
sents the losses from the cavity due to the imperfections
of the mirrors. The Hamiltonian H = Hy + Hjy is given by
[38-40]

Ho =hda'a — hQ(a+a") ) b} br,x (mod 21)

J

— 27 " cos(k;)b; by,

J
U
Hine = — ;n,(m — 1. )

The cavity mode is described by the first term in Hy, in the
rotating frame of the pump beam, where § = w. — ), is the
detuning between the cavity mode and the transverse pump
beam. The operators by, and b,t] are the bosonic annihila-

tion and creation operators of the atoms with the unitless
2

momentum k; = TJ and j=1,...,L, assuming periodic
boundary conditions. In the numerical results we considered
open boundary conditions [41]. J is the tunneling amplitude
of the atoms and U > O the strength of the on-site interaction,
where [ denotes the site of the chain and »; the atomic density.
L denotes the number of sites of the bosonic chain and the total
number of bosons is N. The coupling between the atoms and
the cavity field introduces a change of the momentum k; and
kj + 7 (mod 27 ). This is due to the periodicity of the cavity
mode which has twice the periodicity of the lattice spacing
within the chain. The commensurability of the chain and the
cavity field is an important condition for the realization of
strong symmetry.

For U = 0, only transitions between the occupation of the
momenta k; and k; + 7 (mod 2r) of the atoms are possi-
ble. In the single-particle case, L/2 independent symmetry
sectors exist, each spanned by the momentum states |k;)
and |k; + 7 (mod 27)), j=1,...,L/2. These correspond
to the strong symmetry, having as a generator the atomic
number operators in each symmetry sector, O, = bz,bkj +
b',[/ 4 (mod 2n)bkj+ﬂ (mod 27), and their average values are con-
served quantities, my, = (O;). Due to the strong symmetry,
multiple steady states already exist for a single particle.

For N atoms, the symmetry sectors can be constructed
from the different combinations in which one can arrange
the atoms in the single-particle sectors. Thus, each symme-
try sector will be labeled by K = (my,, ..., my,, ..., M, )s

with ZZL:/ ? my, = N. However, even though the atoms can be
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FIG. 1. The scaled photon number {(a'a)/N, as a function of
1Q/N/J, for different symmetry sectors. We compare the values
obtained with time-dependent matrix product state (tMPS) attJ/hi =
200 with the generalized Gibbs ensemble within the mean-field
approach including thermal fluctuations. The parameters used are
L=10,N =5,h6/J =2,U/J =0, and il"'/J = 1. At the dashed
vertical line, the nature of the obtained steady states reaches from
states with an empty cavity (red symbol/line) to the self-organized
states (remaining ones).

arranged independently in the single-particle sectors, they are
coupled via the photon field.

Nature of the steady states. We show in Fig. 1 the steady
state diagram of a coupled atom cavity system. We observe
in each considered symmetry sector of the strong symmetry
a transition from the empty cavity state to the self-organized
state with finite cavity occupation. Importantly, the transitions
in the different symmetry sectors take place at distinct crit-
ical values of the coupling strength €2.. Physically, this can
be understood in the following way: The self-organization
transition arises due to a competition between the ordering
of the atoms in a density wave induced by an interaction with
the photon mode and the kinetic energy of the atoms which
depends on the momentum of the atoms. As in each symmetry
sector the atoms have different momenta, this gives rise to
different critical values for the transition. Thus, at a fixed
coupling strength (cf. vertical line in Fig. 1) multiple steady
states arise depending on the projection of the initial state to
the symmetry sectors. For the considered strong symmetry,
these steady states can even have very different natures. It can
occur that one sector is still in the disordered phase with an
empty cavity, whereas another sector already is deep in the
self-organized phase. This is to be contrasted to the metastable
states arising for weak symmetries, which are typically con-
nected to a unique steady state.

The results presented in Fig. 1 are obtained using two
different methods. The first approach is a mean-field decou-
pling of the atomic and the photonic sector considering the
fluctuations around the mean-field solution as a perturba-
tion together with the assumption that the atoms thermalize
[41,42]. In the presence of strong symmetry we generalize this
many-body adiabatic elimination approach by considering the
conservation laws and using the thermalization of the atoms
within each [k, k + m (mod 27 )] sector with sector-dependent
temperatures. This corresponds to a generalization of the
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“generalized” Gibbs ensemble to dissipative systems [41]. We
verify its applicability with an independent method. We ex-
pect that this generalization of the methods to be widely used
in the future to consider dissipative systems in the presence
of symmetries. Our second approach is a matrix product state
(MPS) method developed [43] for the numerically exact simu-
lation of the time evolution of the dissipative master equation,
Egs. (1) and (2) (the numerical parameters are given in the
Supplemental Material [41]). For the time evolution we have
chosen the empty cavity and the ground state in the atomic
sector as the initial state.

Dissipative freezing. Recently, the effect of the existence
of strong symmetry in a Liouvillian on the time evolution of
the quantum trajectories was analyzed and the phenomenon
of “dissipative freezing” was shown for systems in which the
Lindblad operator is proportional to the Hamiltonian (H o L)
[34]. Dissipative freezing is the phenomenon where single
realizations of trajectories, obtained by the stochastic unravel-
ing of the master equation, can break the strong symmetry.
A trajectory which is purely in one symmetry sector will
remain in that sector for the rest of the time evolution and thus
obey the symmetry of the system. However, starting with an
initial state which is a superposition with contributions from
multiple symmetry sectors, each individual trajectory will
randomly select one of the sectors and remain there for the
rest of the evolution. Further, no intermittency occurs between
these trajectories in different sectors. Thus, even though the
Monte Carlo average expectation value of the generator of the
symmetry is a conserved quantity, this is no longer true at the
level of single trajectories. The single trajectories can break
“spontaneously” the strong symmetry of the model. This is
an intriguing effect which might have relevance to the sin-
gle realizations of experiments. Further, the interpretation of
quantities measured in the quantum trajectory method which
stabilize at different values, should not imply different steady
states, but reflect the initial superposition.

Here, we numerically show [Figs. 2(a) and 2(b)] that even
in a system that goes beyond the special case (H o L) of
Ref. [34], dissipative freezing can occur. We show the evo-
lution of the initial state which is an equal superposition of a
state from the sector (my, = 5) and the sector (my, = 1, my, =
L, my, =1, m, =1,my, =1). We can observe that at long
times, #J 2 4074, all trajectories evolved to one of the two
symmetry sectors, as (Oy)(r) equals the expected occupation
in those sectors. The Monte Carlo average of the trajectories
stays constant throughout the following time evolution, up
to a numerical error. Figures 2(c)-2(f) correspond to a finite
on-site interaction and will be discussed later.

Breaking of the strong symmetry. For any finite interaction,
U > 0, the operators Oy no longer commute with the Hamil-
tonian, thus the strong symmetry of the Liouvillian is broken.
We analyze how the system passes over from having multiple
steady states to a unique steady state as the on-site interaction
is slowly turned on. We focus on the limit of large dissipation,
for which the generalized many-body adiabatic elimination
predicts the steady state transition between the multiple steady
states at U = 0, pg o [41] to a single steady state which is the
totally mixed state pmix [41,43].

In Figs. 3(a) and 3(b) the behavior of the expectation value
of the photon number and the conserved quantities of the
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FIG. 2. Time evolution of Oy for the single quantum trajecto-
ries sampled in the Monte Carlo average for different interaction
strengths U, with k = k; (left column) and k = k, (right column).
The initial state consists in an equal superposition between states
for the sectors (my, =35) and (my, =1, my, =1, my, =1, my, =
1, m; = 1). In each panel there are 1000 trajectories plotted, where
the black represents the Monte Carlo average, either for the full
set of trajectories, or averaged separately depending on the final
value, and we shade the interval of one standard deviation away
from the average, with light blue for the full average and light gray
for the separate averages. The parameters used are L = 10, N = 5,
18/J =2, iQv/N/J = 4.47, and Al /J = 15.

symmetry at fixed time tJ = 49.75/ is plotted as a function
of the interaction strength. We consider initial states in differ-
ent symmetry sectors. For these, we observe that at U = 0
multiple steady states are obtained as signaled by distinct
expectation values. However, as the interaction strength is
increased the values of the photon number and (Oy) for the
different initial states start to be more and more similar until
they agree with each other and with the values expected for
Pmix, for large values of interaction U. The deviations from
the predicted unique steady state ppix for small interaction
strengths are due to the fact that the system has not yet reached
its steady state at the shown time. This can be observed in
time-evolution plots given in Figs. 3(c) and 3(d) for the photon
number and (Ok) — (Ox),,, for different interaction values.
The expected steady state value for (a'a)/N is represented
with a gray line in Fig. 3(c) and (Ok),,,. = 1. In order to quan-
tify this we fitted the time dependence of (a'a) — (a'a),, .
and (Ox) — (Ok) ., With an exponential function oce™/7, and
extracted the timescales for reaching the steady state. The fits
describe very nicely the numerical data, which gives strong
support that at infinite time the steady state is given by ppix-
Additionally, the dependence of the timescale on U is repre-
sented in Figs. 3(e) and 3(f) in log-log plots. The timescales
exhibit an algebraic dependence on 1/U?. We compare this
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FIG. 3. The dependence on the interaction strength U of (a) the
scaled photon number (a’a)/N and (b) the expectation value of Oy,
using tMPS at time tJ = 49.75/ and many-body adiabatic elimi-
nation (AE). The time evolution of (c) the scaled photon number
(a'a)/N and (d) the expectation value of Oy, for different values
of U. For finite U we fit the time evolution with an exponential
decay (black dashed lines), the difference between the tMPS data
and the expected steady state value, obtained from many-body adi-
abatic elimination, using the kinetic energy as a perturbation. The
timescales obtained from the exponential fits are plotted as a func-
tion of U in log-log scale for (e) (a'a)/N and (f) O;- In (f) we
compare the timescales of Oy; with the longest timescale of a small
system of N = 2 particles in an L = 4 system computed with exact
diagonalization (ED) and many-body adiabatic elimination (AE). We
fit the timescale dependence on the interaction with an algebraic
decay ocU™* and obtain the following exponents: (e) (my, =95),
a=186£0.07; (m, =1, my, =4), « =173£0.08; (f) j =2,
a=192+£0.06; j =3, =177£0.09; j =4, « = 1.78 £0.03.
The red lines are a guide to the eye of an algebraic decay o/ 2.
The parameters are chosen to be L = 10, N = 5, iQ+/N/J = 4.47,
hé/J =2,and I'/J = 15.

behavior with results from the exact diagonalization of either
the full Liouvillian Eq. (1) (ED) or the many-body adiabatic
elimination equations of motion, with the kinetic energy as
a perturbation [43] (AE), for a small system of L =4. In
these cases we compute the timescale as the inverse of the real
part of the first excited eigenvalue and we obtain an algebraic
dependence oxU ~* with o &~ 2 confirming the tMPS results.
We observe that the timescales for (O) are consistently larger
than the timescales for the photon number, which signals that
in our simulations the photon state is reaching the steady state
before the atomic one. We attribute this to the spatial extent of
the atomic system.

Thus, we see that the time evolution at short times re-
members well the strong symmetry and the mixing of the

different symmetry sectors only occurs on timescales oc1/U?
associated with the scattering of the atoms.

A question which arises is how the breaking of the symme-
try affects the phenomenon of dissipative freezing discussed
before. We study in the following how this phenomenon is
affected by the presence of a small interaction, the symmetry
breaking term.

We observe in Figs. 2(c) and 2(d) that at U/J = 0.01 the
time evolution found for the single trajectories resembles at
an early time the one at U/J = 0. This means that the single
trajectories break the approximate strong symmetry and ap-
proach the two different symmetry sectors. At an intermediate
time 20 < tJ/h many of the quantum trajectories spend a long
time near the two values expected from the U = 0 symmetry
sectors. Only few of the trajectories directly show deviations
from these values or intermittency between the values such
that the phenomenon of dissipative freezing also occurs here
to an approximate extent. One has to be careful not to mis-
interpret this absence of intermittency as the existence of a
multiple steady state. Only starting from U/J 2 0.25 the effect
of the strong symmetry washes out in the considered time
interval.

To summarize, we analyzed the effects of a strong symme-
try and of a slight breaking of this symmetry on the dynamics
of a many-body open system consisting of bosonic atoms cou-
pled to an optical cavity. The strong symmetry stems from the
commensurability of the one-dimensional atomic chain with
the cavity field. Such a strong symmetry implies the existence
of multiple steady states and we showed that the dissipative
phase transition to the self-organized state can occur at dif-
ferent thresholds in different symmetry sectors described by
generalized Gibbs ensembles in the atomic part. We analyzed
how the nature of the steady state changes drastically when
a small term that breaks the strong symmetry is introduced.
The timescales towards the unique steady state with altered
properties were found to be proportional to 1/U? associated
with the scattering between the atoms. We have shown that
even for a many-body system with strong symmetry the phe-
nomenon of dissipative freezing can occur when one considers
the behavior of individual quantum trajectories. It appears
that, at an intermediate time, one can still identify the effect of
dissipative freezing even if strong symmetry has been slightly
broken. An open question remains whether spontaneous sym-
metry breaking can also be observed in single trajectories
of an experimental measurement. This would question the
interpretation of the absence of intermittency in experimental
measurements.
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