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Quantum systems displaying many accessible levels could be very powerful units of forthcoming quantum
computing architectures. Indeed, the large number of available states could significantly simplify the actual
implementation of several algorithms. Here we show that artificial molecular spins are particularly suitable
to realize such a platform. In particular, multispin molecules with competing interactions provide a large
number of low-energy multiplets in which decoherence is strongly suppressed compared to a single spin S
and does not increase with the system size. This feature, combined with the proper connectivity between the
multiplets, enables the implementation of complex operations with remarkable fidelity, thus fully unleashing
the potential of the molecular approach. We demonstrate the power of this approach by numerically simulating
the implementation of one- and two-qudit gates on realistic molecular systems.
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I. INTRODUCTION

Molecular nanomagnets (MNMs) are very promising units
for the design of quantum technologies [1] and in particular
of quantum computing architectures [2–13]. These molecules,
consisting of one or several interacting magnetic ions sur-
rounded by organic ligand shells, can be manipulated by
magnetic or electric pulses [14] and can be placed on surfaces
[15,16] and in superconducting resonators [17], a state-of-the-
art technology for quantum processors. In view of exploiting
MNMs for quantum information processing, the prominent
feature which makes them more attractive than most of the
other established platforms is represented by their intrinsic
multilevel structure. Indeed, MNMs are often characterized by
many accessible low-energy levels with remarkable coherence
[18,19], which can be exploited to encode information and to
design algorithms based on a multilevel (qudit) logic [20,21].
In several cases, this may simplify the manipulation and con-
trol of quantum registers, allowing for compact encodings.
Particularly in near-term architectures, these features could
significantly ease the implementation of primitive algorithmic
protocols [22–24], leading to effective realizations of digital
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quantum simulations [13,25,26] and quantum error correction
[18,19,27,28].

Here we show how a proper hierarchy of spin-spin in-
teractions in multispin clusters can significantly enhance the
performance of molecular qudits in the implementation of
complex gates. Indeed, MNMs with antiferromagnetic com-
peting interactions between different ions [29–38] (labeled
C in the following) are characterized by many low-spin
multiplets in the bottom part of the spectrum, yielding a
substantial suppression of decoherence [39], and by a high
degree of connectivity between the eigenstates, leading to ef-
ficient decompositions of complex unitaries. We demonstrate
the potential of this approach by numerically simulating the
implementation of quantum gates on realistic C systems. We
consider, in particular, an existing frustrated triangular Cu3

qudit [40] and a model system consisting of a bipyrami-
dal molecule, arranged as Ni7 [41]. Other molecules with a
similar structure also exist [42,43]. In both cases, the spec-
trum displays various low-spin multiplets at low energy. As a
reference, we also examine isostructural molecules with ferro-
magnetic exchange interactions, leading to a ground multiplet
behaving as a single spin S (S hereafter). Although chemically
simpler, single-spin S molecules show a dramatically larger
effect of decoherence and a reduced connectivity and they are,
therefore, much less powerful. By comparing the two classes
of systems, we demonstrate the striking advantage of C sys-
tems, which allows to significantly increase the working space
dimension without increasing the effect of decoherence. The
latter is included in all our simulations by considering the in-
teraction of the molecular spins with a Markovian nuclear spin
bath, the primary source of decoherence at low temperature.
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As a challenging test of our capability to achieve univer-
sal single-qudit control, we simulate a qudit Hadamard (Hd )
gate, which effectively represents a Quantum Fourier Trans-
form (QFT). Its implementation requires decomposition into
several elementary operations, which by themselves would
constitute a single-qudit universal set. In addition to that, we
show how to extend our molecular setup to a multiqudit ar-
chitecture, and we demonstrate how to implement switchable
two-qudit controlled-phase gates. Combined with universal
single-qudit operations, these constitute a universal set of
gates.

Altogether, our results show that the possibility offered
by MNMs to chemically tune their spin-spin couplings (a
rather unique resource offered by these systems) makes them
competitive not only with qudits characterized by a ladder
connectivity between the levels (such as a spin-S ion), but also
with standard multiqubits platforms.

The paper is organized as follows: We first introduce the
model systems and describe decoherence. We then illustrate
two different decompositions of a general unitary matrix on
the qudit, with different requirements in terms of level con-
nectivity. Next, we apply these decompositions to implement
the Hd gate on the two classes of systems under investigation,
i.e., multispin clusters with competing interactions and spin-S
ions. We finally introduce a multiqudit architecture affording
a switchable two-qudit gate which can be implemented on
both kinds of compounds by means of simple semiresonant
microwave pulses.

II. MODEL SYSTEMS AND DESCRIPTION
OF DECOHERENCE

A. Multispin molecules with competing interactions

We consider N-spin molecules described by the following
spin Hamiltonian:

H =
N∑

i> j

Ji, jsi · s j +
N∑

i> j

Di, j · si × s j + μBB0 ·
N∑
i

gi · si,

(1)

where si are spin operators; the first term is the leading
one and represents the isotropic exchange interaction be-
tween different ions (with couplings Ji, j), the second is the
Dzyaloshinskii-Moriya interaction (DMI) with coupling Di, j ,
and the last is the Zeeman interaction of each ion with an
external magnetic field B0, parametrized by tensors gi. The
aim of the work is to show that competing antiferromagnetic
interactions are a key ingredient in designing optimal molecu-
lar qudits. Hence, we focus on two examples: the existing Cu3

spin triangle (C1) studied in Refs. [40,44] and sketched in the
inset of Fig. 1(a), one of the simplest molecules with compet-
ing interactions, and the hypothetical bipyramidal cluster (C2)
shown in the inset of Fig. 1(b), whose structure is similar to
Ni7 molecules [41].

C1 consists of three si = 1/2 ions arranged in a practically
isosceles triangle, with spin Hamiltonian parameters deter-
mined experimentally in Ref. [40]: J12 = 0.390 meV, J13 =
J23 = 0.348 meV, gxx

1 = gyy
1 = 2.2, gxx

2 = gyy
2 = 2.1, gxx

3 =
gyy

3 = 2.4, gzz
i = 2.0, and Dx

12 = Dy
12 = Dz

12 = 0.045 meV.

FIG. 1. Multispin molecules with competing interactions.
Energy-level structure as a function of the external magnetic field of
(a) system C1 and (b) system C2. The reference frame is oriented
with the z axis exiting from the sheet (along the pyramidal axis). The
external magnetic field is tilted with respect to the z axis in the xz
plane of θ = 1 rad (θ = 0 rad). Insets: Scheme of the magnetic core
of (a) C1 and (b) C2, with lines representing relevant interactions
and the whole complex structure in transparency. System parameters
are reported in the main text.

The other DMI couplings Dα
i j are obtained by applying D3h

symmetry to D12 (see Ref. [40] for details [45]). In the
total spin basis |S12S〉 (where S12 = s1 + s2, S = S12 + s3)
the isotropic exchange is diagonal and the energies of the
multiplets can be analytically computed: E (S12, S) = S(S +
1)J13/2 + S12(S12 + 1)(J12 − J13)/2. The resulting spectrum
[reported as a function of B0 in Fig. 1(a)] shows two low-
energy doublets split by the difference between J12 and J13

and a higher-energy S = 3/2 multiplet which cross at rather
high field. An anticrossing between the two doublets occurs at
B0 ≈ 0.8 T due to the anisotropic DMI term (∼Ji, j/10), which
mixes the two multiplets. Here we have chosen the magnitude
and orientation of the static magnetic field B0 = 1 T, θ = 1 rad
[with respect to the z axis in the xz plane, as shown in the
inset of Fig. 1(a)] in order to have well distinct energy gaps
and sizable matrix elements between all the four states used
to encode quantum information (see below).

As shown in the following sections, two key characteris-
tics of optimal molecular qudits are the presence of many
low-energy weakly magnetic eigenstates and the occurrence
of sizable magnetic dipole matrix elements among most (or
even all) of them. Indeed, the former mitigates decoherence
and the latter enables one to efficiently manipulate the qudit
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state with magnetic pulses. Therefore, we identify for the C2
hypothetical system a regime of parameters leading to eight
S = 1/2 multiplets in the bottom part of the spectrum [see
level diagram in Fig. 1(b)]. This is achieved by using si =
1/2 for i = 1, . . . , 6, s7 = 3/2, isotropic exchange couplings
Ji,7 = 0.95 meV, J1,2 = 1.29 meV, J2,3 = J3,1 = 1.25 meV,
J4,5 = 1.41 meV, and J5,6 = J6,4 = 1.36 meV, and isotropic g
factors g1 = g2 = g4 = g5 = 2.1, g3 = g6 = 2.15, and g7 =
2. These values are typical for Cu2+ (s1−6) and Cr3+ (s7) ions
in a distorted octahedral crystal-field environment. We apply
a magnetic field of 2.7 T along the z axis and for simplic-
ity we consider only the z component of the DMI vector,
Dz

i, j = Ji, j/10, a value close to those found experimentally
on C1. Different choices of parameters (e.g., a different Di, j)
fulfilling the same hierarchy do not qualitatively alter our
conclusions (see below). In particular, the mixing between
different S multiplets and hence the possibility to induce
magnetic-dipole transitions between them only depends on
the rank of the anisotropic interaction.

At low temperature, the leading error affecting the state
of MNM qubits is represented by pure dephasing, induced
by the coupling of the system spins with the surrounding
nuclear spins, yielding a decay of the off-diagonal elements
of the density matrix. This process involves only diagonal
elements of local spin operators and hence it is not affected by
connectivity. Conversely, phonon-mediated relaxation mecha-
nisms are negligible. Indeed, phonon absorption is forbidden
at low temperature and the probability of phonon emission
(scaling as the third power of the energy gap) is also irrelevant
because we focus on a set of states which are rather close in
energy, whose gaps are much smaller than the Debye energy
(�50 K). This is also demonstrated by many experiments (see,
e.g., Refs. [46–48]) showing that the relaxation time T1 at low
temperature becomes several orders of magnitude longer than
the dephasing time T2.

We consider here a Markovian bath and treat the dynam-
ics of the system in the Lindblad approximation. A more
complete description of the bath dynamics would be possi-
ble through computationally expensive many-body methods
[28]. However, it would not qualitatively alter our conclusions
on engineering the system Hamiltonian and eigenstates to
suppress decoherence. Hence, we adopt a simplified picture,
which is nevertheless able to capture all the essential ingredi-
ents [39]. Within the above approximations, the time evolution
of the density matrix ρ is described by the equation (see
Appendix A)

ρ̇ = −i[H + H1, ρ] +
∑
μν

�μν (2|μ〉〈μ|ρ|ν〉〈ν|

− δμν |μ〉〈μ|ρ − δμνρ|ν〉〈ν|), (2)

where |μ〉, |ν〉 are system eigenstates; the first term represents
the coherent Hamiltonian evolution (including driving pulses
H1), while the second one models pure dephasing. This yields
an independent decay of each off-diagonal element ρμν of
the density matrix with a rate γμν = �μμ + �νν − 2�μν . The
coefficients �μν are computed from the molecular structures

shown in the insets of Fig. 1 as follows:

�μν =
N∑

j j′=1

∑
αα′=
x,y,z

Cαα′
j j′ 〈μ|sα

j |μ〉〈ν|sα′
j′ |ν〉, (3)

where Cαα′
j j′ = ∑

nn′
∑

ββ ′ χ
ββ ′
nn′ (0)dαβ

jn dα′β ′
j′n′ , χ

ββ ′
nn′ (0) is the

zero-energy bath spectral function (see Appendix A), and
dαβ

jn are components of the dipole-dipole interaction tensor
between the jth electronic spin and the nth nuclear spin, com-
puted in the point-dipole approximation. For isotropic nuclear
magnetic moments, these are given by

dαβ
jn = μBμN gN

R3
jn

[
gαβ

j − 3
Rβ

jn

( ∑
γ gαγ

j Rγ

jn

)
R2

jn

]
, (4)

where gN is the nuclear g factor, μN is the nuclear magne-
ton, and Rα

jn is the α component of the distance between the
jth electronic spin and the nth nuclear spin. We stress that
we consider the real positions of nuclear spins taken from
published molecular structures, both for Cu3 [44] and for the
double tetrahedron, in which case we consider the structure of
Ni7 [49].

Dephasing resulting from Eq. (3) is driven by differences
between the expectation values of local spin operators sα

j
on pairs of eigenstates |μ〉, |ν〉. Hence, apart from the spe-
cific distribution of nuclei determining the coefficients Cαα′

j j′ ,
decoherence depends crucially on the spin structure of the
eigenstates. The latter is mainly determined by the pattern
of isotropic exchange couplings and depends weakly on the
specific form of the DMI. For instance, we have checked
that by changing Di, j from Dz

i, j ẑ to Dz
i, j (x̂ + ŷ + ẑ)/

√
3 the

average �̄ = ∑
μν �μν/d2 only changes by ∼10%.

Even though all the following simulations have been per-
formed using the full Eq. (3), an intuitive picture of how the
form of the eigenstates affects decoherence can be gained
by considering the limiting case of (i) all the nuclear spins
very far away from the system spins and (ii) 〈μ|Sα|μ〉 ∝ δαz,
as for an axial Hamiltonian with the magnetic field along
z (here Sα = ∑

j sα
j ). In that situation Cαα′

j j′ is independent
on j, j′, �μν simplifies into �μν ∝ 〈μ|Sz|μ〉〈ν|Sz|ν〉, and the
decay rates γμν become ∝ (〈μ|Sz|μ〉 − 〈ν|Sz|ν〉)2. In this
limiting case, subspaces characterized by the same 〈Sz〉 are
decoherence free. In general, this suggests that systems with
competing interactions, whose eigenstates are characterized
by small total spin S and small differences in the expectation
values of sα

j , are substantially protected from decoherence.
Therefore, to study the suppression of decoherence which can
be achieved by proper choice of the spin system, we perform
the full calculation outlined above comparing C1 and C2
with another class of compounds, displaying a very different
structure of the eigenstates, namely, a spin-S ground multiplet.

B. Spin-S system

The simplest molecular spin qudit is a compound contain-
ing a single magnetic ion with spin S > 1/2. Hence, it is worth
investigating also this class of compounds to compare their
computational capabilities with that of the multispin systems
presented above. We describe S systems by means of the
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following Hamiltonian:

HS = DS2
z + gμBB0Sz, (5)

where for simplicity we have assumed parallel axial
anisotropy and magnetic field orientation [50]. HS and Sz

share a common basis of eigenstates |m〉, such that Sz|m〉 =
m|m〉. In the following simulations, we have assumed typical
parameters [47,51] for (i) an S = 3/2 ion such as Cr3+ in an
octahedral crystal field (S1), i.e., D = 30 µeV and g = 1.98;
(ii) an S = 5/2 ion such as Mn2+ or Fe3+ in the same ligand
cage (S2), namely, D = 30 µeV and g = 2.0; and (iii) an
S = 7/2 ion such as Gd3+ (S3) [52], i.e., D = 20 µeV and
g = 2.0.

As outlined above, two main ingredients contribute to the
dephasing time of a molecular spin system: the structure of
the eigenstates and its coupling to the nuclear spin bath. Here
we want to focus on the former and identify general properties
which can be exploited at the synthetic level to suppress pure
dephasing. Thus, we need to keep the positions of nuclear
and system spins fixed when comparing C and S. Hence,
we consider two isostructural molecules in which the sign
of the isotropic exchange is reversed. In this way, the dipolar
couplings between system and bath spins are exactly the same,
while the structure of the eigenstates changes dramatically. In
particular, a multispin molecule in which ferromagnetic ex-
change is the leading interaction is characterized by a ground
multiplet with total spin S = ∑N

i=1 si, independently from the
values of Ji, j < 0. This spin-S ground multiplet is charac-
terized by the same |m〉 eigenstates of a single spin-S ion,
although we have started from the molecular structure of C.
This allows us to make a direct comparison between S and C
and to ascribe the whole difference to the composition of the
eigenstates.

We can now easily compute 〈m|sα
j |m〉 entering Eq. (3).

Thanks to the Wigner-Eckart theorem [53] and to axial sym-
metry, within a spin-S multiplet with small anisotropy we get
〈m|sα

j |m〉 = ζ j〈m|Sz|m〉δαz. Then, one finds

�S
mm′ =

(∑
j j′

Czz
j j′ζ jζ j′

)
mm′ = mm′

T2
, (6)

where we have introduced an effective dephasing rate T −1
2 =

χ̄
∑

j j′ czz
j j′ζ jζ j′ containing all the information about the nu-

clear spin bath, namely, the distribution of nuclei and the
(unknown) bath spectral functions χ

ββ ′
nn′ . For the sake of sim-

plicity, here we have approximated χ
ββ ′
nn′ as a constant χ̄ and

we have factorized it from the geometric factor czz
j j′ . Note that

χ̄ is the same for both S and C. Hence, we rewrite Eq. (3) also
for systems C in terms of the dephasing time T2, i.e.,

�C
μν = 1

T2
∑

j j′ czz
j j′ζ jζ j′

N∑
j j′=1
αα′

cαα′
j j′ 〈μ|sα

j |μ〉〈ν|sα′
j |ν〉, (7)

where only T2 and the geometric factors cαα′
j j′ =∑

nn′
∑

ββ ′ dαβ
jn dα′β ′

j′n′ appear.

FIG. 2. Interlevel connectivity in qudit system, enabling different
decompositions of a general d-dimensional unitary matrix. (a) “Full”
connectivity among all the logical states, (b) “linear” connectivity
between consecutive levels, and (c) “pod” connectivity required by
the quantum Householder reflection, with an auxiliary level |e〉. On
systems characterized by (a) and (b) we apply the decomposition in
planar rotations. The frequency of the pulses used to implement PRs
and QHRs is indicated by ωμν for addressing the pair of |μ〉 and |ν〉
eigenstates.

III. DECOMPOSITION METHODS

A universal quantum gate set on a multiqudit system can be
obtained by combining single-qudit rotations and a suitable
entangling two-qudit operation. We will address two-qudit
gates in Sec. V below. As far as single-qudit gates are con-
cerned, several ways of factorizing a generic unitary on a
d-dimensional qudit into a sequence of elementary trans-
formations are known [22,54]. A minimal set is given, for
instance, by Givens rotations between pairs of consecutive
energy levels [55–57], also known as planar rotations (PRs)
in the context of quantum optimal control theory [58]. These
are d × d matrices Uμν (θ, β ) given by

Uμν (θ, β ) = cos (θ/2)(|μ〉〈μ| + |ν〉〈ν|)
+ sin (θ/2)(|ν〉〈μ|eiβ − |μ〉〈ν|e−iβ )

+
∑

 	=μ,ν

|〉〈|, (8)

i.e., equal to the identity except for the elements in the in-
tersection between the μth and νth rows and columns. A
decomposition in PRs can be applied to any quantum sys-
tem (e.g., both to S and C) with matrix elements enabling
transitions induced by electromagnetic pulses at least between
consecutive energy levels [as in Fig. 2(b)].

A larger number of allowed transitions (i.e., a higher
connectivity) will make the decomposition more efficient,
as discussed below. In particular, the connectivity between
energy levels obtained in C enables us to adopt a more effi-
cient decomposition scheme for an arbitrary transformation:
the quantum Householder reflections (QHRs), presented in
Sec. III B.
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A. Planar rotations

As detailed in Appendix B, a general W ∈ SU (d ) can be
decomposed in PRs as follows:

W = �
(
eiα1 , eiα2 , . . . , eiαd−1 , e−i

∑d−1
k=1 αk

)
× U1,2(θ1, β1)U1,3(θ2, β2)U2,3(θ3, β3) . . .

× U1,d
(
θ (d−1)(d−2)

2 +1, β (d−1)(d−2)
2 +1

)
× U2,d

(
θ (d−1)(d−2)

2 +2, β (d−1)(d−2)
2 +2

)
. . .

× Ud−1,d
(
θ d (d−1)

2
, β d (d−1)

2

)
(9)

where � is a diagonal matrix with the elements shown in
brackets. Notice that each PR [Eq. (8)] between a pair of
eigenstates |μ〉 and |ν〉 connected by a dipole matrix element
(∝ ∑

j gα
j s

α
j ) is implemented by a transverse magnetic pulse

resonant with the corresponding transition. The diagonal ma-
trix � is decomposed into a sequence of phase gates Pμν (α):

Pμν (α) = |μ〉〈μ|eiα + |ν〉〈ν|e−iα +
∑

 	=μ,ν

|〉〈|. (10)

Each Pμν (α) is implemented by a semiresonant pulse between
pairs of eigenstates |μ〉 and |ν〉 [25].

The decomposition shown in Eq. (9) can be always
adopted, given the matrix element between states |μ〉 and |ν〉
needed to implement each Uμν . This can be straightforwardly
applied to systems characterized by all-to-all connectivity be-
tween the energy levels, as shown in Fig. 2(a). If the direct
transition |μ〉 → |ν〉 is not allowed, Uμν can be further de-
composed into available transitions by additional π pulses.
For instance, in systems characterized by linear connectivity
such as S [Fig. 2(b)], only transitions between consecutive
levels |m〉 ↔ |m ± 1〉 are permitted. Hence, Umm′ rotations
for pairs of states |m − m′| > 1 must be further broken up
into Um,m±1 by additional π pulses to put |m〉 and |m′〉 close,
thus increasing the length of the pulse sequence. The full
sequences of pulses employed to decompose qudit Hadamard
gates Hd are reported in Appendix B [59].

B. Quantum Householder reflections

In contrast to PR, QHR decomposition requires a “pod”
connectivity between the energy levels, i.e., an auxiliary state
|e〉 connected to all the states involved in the encoding [see
Fig. 2(c)]. Remarkably, the DMI term in C can mix all the
low-energy doublets, thus establishing a pod or even a full
connectivity between the lowest eigenstates (depending on the
relative orientation between B0 and Di, j). Hence, the proposed
C systems support a QHR decomposition which significantly
hastens the implementation of the gates (see below). Each step
of the decomposition is represented by the so-called QHR,
namely,

M(v, φ) = I + (eiφ − 1)|v〉〈v|, (11)

where I is the identity matrix, |v〉 a d-dimensional normalized
complex vector and φ an arbitrary phase. As described in
Ref. [60] and in Appendix C, it is possible to analytically
calculate the vi and φi needed to decompose any unitary

FIG. 3. Number of subsequent pulses (depth) required by the
different decomposition schemes to decompose Hd as a function of
the qudit space dimension d . We compare PRs on linearly (blue) or
fully (red) connected systems and QHR (green) decompositions. All
of them show a power scaling, with different exponent, the most
efficient being QHR which requires at most ∼d subsequent pulses
(and even less for small d in the case of Hd ). The PR method yields a
∼ d2

2 depth on a fully connected system (red), with an additional cost
of (d − 1)(d − 2) pulses in the case of linear connectivity (blue).

W ∈ SU (d ):

W =
d∏

i=1

M(vi, φi ). (12)

To implement the QHR Mi = M(vi, φi ) we use a set of
simultaneous semiresonant transverse magnetic pulses [i.e.,
rectangular pulses detuned from the addressed gap by an
amount �; see Fig. 2(c)] between each of the system eigen-
states |μ〉 and |e〉, with relative amplitude ∝ |〈μ|vi〉| and
phase arg〈μ|vi〉. All pulses begin and end simultaneously. The
duration τ and the detuning � (common to all simultaneous
pulses) depend on pulse amplitude and on φi according to

τ =
√

φi(2π − φi )

�2
1e + · · · + �2

de

,

� = ±π − φi

τ
, (13)

where �μe are the Rabi frequencies of the transitions.
As shown in Fig. 3 for a qudit Hadamard gate (see defini-

tion below), QHR allows us to drastically reduce the number
of subsequent operations, leading to a circuit depth ∼d (green
symbols), as opposed to the ∼d2 scaling obtained with PR
(red and blue lines, considering full and linear connectivity
between the levels, respectively).

IV. HADAMARD TRANSFORM ON OPTIMAL
MOLECULAR QUDITS

Both PR and QHR decompositions, together with the con-
nectivity between matrix elements shown in Fig. 2, allow one
to build a general single-qudit unitary gate. As a prototypical
test case, we consider here the qudit Hadamard gate (Hd ). This
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is defined by the following transformation:

Hd = 1√
d

d∑
μ,ν=1

ei 2π
d (μ−1)(ν−1)|μ〉〈ν|, (14)

for a qudit of dimension d . It represents the quantum Fourier
transform on a Hilbert space of dimension d , i.e., the same
unitary that is usually implemented in multiqubit architectures
on a set of log d qubits. The implementation of Hd is a very
demanding benchmark of our capability to implement a gen-
eral unitary gate, because its decomposition involves a large
number of elementary steps, namely, PRs or QHRs. Hereafter,
we show numerical simulations of the implementation of a
Hadamard gate on d = 4, 6, 8 qudits defined in the basis of the
lowest d system eigenstates of either systems with competing
exchange interactions (C1,C2) or by single spin-S ions (S1,
S2, S3).

A. Four-level qudits

We start from “small” d = 4 qudits and we compare the
performance of the triangular Cu3 system (C1), characterized
by competing interactions, with a spin S = 3/2 ion (S1) such
as Cr3+. In C1, only the four states belonging to the two
lowest doublets are considered.

Figure 4(a) shows the error E = 1 − 〈ψ |ρ|ψ〉 after the
implementation of an H4 using PRs decomposition on both
systems, as a function of the driving field amplitude B1. Here
ρ is the system density matrix at the end of the simulation
and |ψ〉 = Hd |ψ0〉 is the target state, |ψ0〉 being the initial
state. We consider a large range of driving fields, from 10 to
100 G, the maximum value available in state-of-the-art pulse
electron paramagnetic resonance spectrometers [61]. We in-
clude the full sequence of rectangular pulses and the effect
of decoherence with T2 = 3 µs (solid circles) and T2 = 10 µs
(open circles). These numbers are perfectly realistic. Indeed,
as experimentally demonstrated in Ref. [62], decoherence in
S systems does not significantly depend on S, but only on
�m between the two states involved in the superposition (see
Sec. II B). The here employed values of T2 refer to single-
quantum coherences (�m = ±1) and hence we can take as
reference the T2 reported for S = 1/2 complexes, which have
been much more studied and chemically optimized so far. In
these cases, T2 in the 10-µs range can be easily obtained by
engineering the molecular structure [6,10,63], reaching even
hundreds of microseconds [64,65]. Nevertheless, we remark
that T2 ∼ 2–3 µs were already reported also for a Cr3+ com-
plex with S = 3/2 and a Fe3+ compound with S = 5/2 at
5 K [62]. For multispin systems with competing interactions
sharing the same nuclear spin bath, and a lack of experimental
information, it is again reasonable to start from the same
values.

The main figure shows results averaging on 30 configu-
rations with different ϕμ phases of the initial state |ψ0〉 =∑

μ eiϕμ |μ〉/√d . This state is particularly error prone because
it contains a uniform superposition of all the qudit eigen-
states, which are therefore all subject to decoherence. The
insets show an average over 30 different random initial states,
displaying the same trend. At fixed B1, the time required to
implement the gate (210 > tgate > 20 ns) is very similar for

FIG. 4. (a) Error E = 1 − 〈ψ0|H†
dρHd |ψ0〉 after the implementa-

tion of a Hadamard gate on state |ψ0〉 using PR decomposition on
a d = 4 qudit represented by a Cu3 (C1, red lines) or a Cr3+ spin
S = 3/2 ion (S1, blue lines) as a function of the driving field ampli-
tude B1 and for two different T2. Solid (open) circles have T2 = 3 (10)
µs. (b) Error E after the implementation of a sequence of Hadamard
gates, using T2 = 3 µs and B1 = 100 G. For C1 we show both PR
and QHR decompositions, to implement H4 and H3, respectively, by
exploiting the four lowest system eigenstates (for QHRs, the fourth
state is the auxiliary |e〉). In the main panels we have considered 30
initial superpositions |ψ0〉 = ∑

μ eiϕμ |μ〉/√d with different phases
ϕμ, while in the insets we have averaged over a set of 30 random
initial states |ψ0〉 with different amplitudes and phases, the error bars
representing the standard deviation.

the two systems: indeed C1 shows smaller transition matrix
elements |〈μ| ∑ j gxx

j sx
j |ν〉|, but the full connectivity ensures a

more efficient decomposition, without additional π pulses.
For both examined systems, dephasing is the dominant is-

sue, while pulse imperfections (yielding leakage to unwanted
transitions) are found to be less important. Indeed, considering
a T2 = 3 µs the error E decreases almost monotonically as a
function of B1. The suppression of decoherence in C1 leads
to a remarkable reduction of E of a factor R ∼ 3–4 in the
whole examined B1 range. The gain R (i.e., the ratio between
the error in S1 and C1) is found to be practically independent
from both B1 and T2.

Next, we consider the application of a sequence of H4

gates. Figure 4(b) shows the results for both cases fixing
T2 = 3 µs and the driving field close to the corresponding
optimal working point B1 = 100 G. The advantage in using
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FIG. 5. Error in the implementation of H4 (points), H6 (squares),
and H8 (triangles) gates on S1, S2, S3 (blue tones), and C2 (green
tones) systems (using d = 4, 6, 8 states for the encoding) as a func-
tion of T2/tgate. Inset: Gain ratio between errors on systems S and C
using four- (circles), six- (squares) or eight-level (triangles) qudits. In
these simulations leakage outside from the computational subspace
is neglected and, to reduce the computational effort, we consider
a single initial state |ψ0〉 = 1√

d

∑
l ei2π/μ|μ〉 where μ = 1, . . . , d

indicates the component of the |ψ0〉 vector on the basis of the qudit
eigenstates.

C1 remains even after application of up to 10 H4, with an
average R ∼ 3.5.

Here we also show an H3 gate implemented by means
of QHR decomposition (green), exploiting the three lowest
levels for the logical qudit and the fourth as the auxiliary |e〉
in Fig. 2. The final error is further reduced, demonstrating the
flexibility of C1 in efficiently allowing the implementation of
both decompositions.

B. Larger qudits

Both the suppression of decoherence and the advantage
of QHR decomposition are enhanced when the number of
qudit levels, d , increases. We show this by focusing on the
C2 system. We exploit its energy-level structure, displaying
eight low-energy doublets, to define and manipulate qudits
with a computational space dimension up to d = 8 (which
could be further increased). In particular, the eight m = −1/2
states (one per each Kramers doublet), together with the first
m = +1/2, offer the pod-system connectivity to implement
gates using QHR decomposition. Magnetic dipole transitions
between levels with m = −1/2 (defining the logical state) and
the m = +1/2 level, which will be used as auxiliary |e〉, are
all allowed due to intermultiplet mixing induced by DMI. In
particular, the here considered axial DMI induces mixing only
between states with �m = 0 and hence a transverse oscil-
lating field drives only �m = ±1 transitions. This implies a
pod connectivity (not full as in C1) between the lowest d + 1
levels, which is anyway sufficient to implement the QHR.
Moreover, decoherence is strongly suppressed by choosing
the eight logical states with the same 〈Sz〉.

Figure 5 shows the results of our simulations for imple-
menting an Hd gate with d = 4 (points), d = 6 (squares), and
d = 8 (triangles) comparing the performance of C2 (light,
medium, and dark green) with that of S1 (light blue), S2

(medium blue), and S3 (dark blue). As done in the previ-
ous section, we initialize the systems into an error-prone
state with the same absolute amplitude on each component,
|ψ0〉 = ∑

μ eiϕμ |μ〉/√d . We report simulation results in terms
of T2/tgate using a weak oscillating field B1 = 10 G, such that
leakage becomes practically negligible. This choice is moti-
vated by the fact that our focus here is on the impact of deco-
herence, and not on the effect of leakage. Indeed, pulse engi-
neering [66–74] or quantum control techniques [75] could be
used to significantly reduce it, but these methods are strongly
system specific and computationally time-consuming. Hence,
since we are dealing here with hypothetical systems, we prefer
to neglect the use of weak driving fields and neglect the small
amount of leakage to states above the lowest d + 1, thus mak-
ing our results more general. For each series, we considered
this list of values T2 = [1, 3, 10, 25, 50, 100] µs. As expected,
system C2 with competing interactions is much less affected
by decoherence, reaching R ∼ 50 for d = 8, as shown in the
inset. Remarkably, in systems with competing interactions
the effect of decoherence does not increase by increasing
the number of levels. Indeed, green curves are practically
superimposed. This removes the most important drawback of
S systems, which instead show an error increasing with the
number of levels in the encoding, and demonstrates the power
of our optimization strategy.

Obviously, also tgate is an important parameter to monitor.
As before, the competing interaction system C2 compensates
the reduction of the matrix elements exploiting the more ef-
ficient QHR decomposition, resulting in tgate very similar to
that obtained with PRs. For instance, H4, H6,and H8 require
about tgate = 200, 400, and 600 ns, using a rather slow driving
field of 10 G on average.

V. TWO-QUDIT GATES

In order to scale up the present molecular quantum hard-
ware and complete the universal gate set, we now introduce a
scheme to implement two-qudit entangling gates. To achieve
this, we consider a pair of d-level qudits linked through an
intermediate effective spin 1/2, which acts as a switch of the
qudit-qudit interaction [2,5,76,77], as shown in the inset of
Fig. 6(a). The presence of a switch to dynamically turn on and
off the effective qudit-qudit coupling is crucial to avoid un-
wanted two-qudit evolutions and hence enable the scalability
of the architecture.

The spin Hamiltonian describing the two-qudit + switch
system is the following:

H2q = H1 + H2 + �σz/2 + H1−σ + H2−σ , (15)

where H1,2 are the single-qudit Hamiltonians [either Eq. (14)
or Eq. (5)], σα are Pauli matrices of the effective two-level
switch, � is the switch splitting, and Hi−σ (i = 1, 2) is the
qudit-switch coupling. In the case of S qudits, we assume
Hi−σ = JiSi · σ. For C1, we consider the coupling between
each triangle and the switch via a single vertex, as shown in
Fig. 7(a). Other choices of the coupling pattern or of the form
(e.g., anisotropic) of the interaction lead to equivalent results.
It is important to note that the precise values of the parameters
entering Hamiltonian (15) are not important to realize our
scheme and their precise optimization must be done after the
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(a)

(b)

FIG. 6. (a) Energy levels of the selected two-qudit system com-
posed by two S = 3/2 qudits and a S = 1 switch: black, energy
levels with the switch spin expectation value −1; purple, 0. Thick
levels are those involved in the transitions indicated by arrows
and implemented in the simulation of the controlled-phase gate of
panel (b). Upper (lower) inset: Sketch of the two-qudit system with
the close (open) switch. System parameters: D1 = 30 × 10−3 meV,
g1 = 2.05, and J1 = 5 × 10−3 meV; D2 = 24 × 10−3 meV, g2 =
1.95, and J2 = 7 × 10−3 meV. The spin-1 switch has gσ = 2.2,
and dσ = −0.3 meV. (b) Simulated time evolution of the compo-
nents of the two-qudit wave function during the implementation
of the gate, implementing phases π , π/2, and π/4 to red, blue,
and green levels, respectively. Gray lines represent the other en-
ergy levels of the system, not involved in the transitions, actually
nonevolving. The initial state is uniformly populated, i.e., |ψ0〉 =∑

μ1μ2
|μ1, mσ = −1, μ2〉/d (where d = 4 is the qudit dimension).

Reported simulations are performed using B1 = 20 G as the maxi-
mum driving field amplitude.

synthesis of a suitable molecule. Our focus here is on the
required hierarchy between different terms in H2q, which is
crucial to guide future synthetic efforts.

Building a good switch requires factorization between
qudit and switch states; i.e., the eigenstates must be close
to |μ1mσμ2〉 ≡ |μ1〉 ⊗ |mσ 〉 ⊗ |μ2〉. Here we label as |μi〉
the single-qudit eigenstates and with |mσ 〉 the eigenstates
of the switch, corresponding to eigenstates of σz. Such a

(a)

(b)

(c)

FIG. 7. (a) Sketch of the two-qudit system in which each unit
consists of a C1 triangle. The two qudits are linked via a single vertex
to an interposed Ni ion and rotated with respect to one another by 90◦

around y to make them inequivalent. (b) Time evolution of the com-
ponents of the two-qudit wave function during the implementation
of the gate, applying phases π , π/2, and π/4 to red, blue, and green
levels, respectively. Solid and dotted lines represent state couples
with the switch in ground and excited states. Gray lines represent
the other energy levels of the system, not involved in the transitions,
actually nonevolving. Reported simulations are performed using a
driving field B1 = 20 G as the maximum driving field amplitude.
For the two qudits we use the same parameters as C1. We link them
through a switch gσ = 2.2, dσ = −0.3 meV considering a coupling
J1 = 1 × 10−2 meV and J2 = 1.4 × 10−2 meV. Initial state is |ψ0〉 =∑

μ1μ2
|μ1, mσ = −1, μ2〉/d (where d = 4 is the qudit dimension).

(c) Controlled-phase gate error as a function of the maximum driving
field amplitude B1: best working spot at B1 = 20 G.

situation can be easily achieved by considering a switch with
spin larger than 1/2 and then only focusing on the effective
doublet formed by two of its energy levels. For instance,
we consider here a Ni2+ ion (spin 1) with a typical axial
zero-field splitting dσ = −0.3 meV and g factor gσ = 2.2.
In an external field of ∼1 T parallel to the easy axis, the gap
between mσ = −1 and mσ = 0 is very different from that
between mσ = 0 and mσ = 1. Hence, we can neglect mσ = 1
states and use |mσ = −1, 0〉 as an effective two-level switch,
with � = dσ − gσ μBB0. A sizable dσ is important to ensure
factorization between qudit and switch states, by making the
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coupling Ji significantly smaller than the difference between
switch and qudit energy gaps.

We now illustrate how to obtain an effectively switchable
qudit-qudit coupling in the presence of permanent qudit-
switch interactions, which cannot be tuned in situ. In the
above conditions and by keeping the state of the switch frozen
to mσ = −1, in the idle phase the state of the two qudits
remains decoupled; i.e., the “always-on” Ji interactions with
the central σ merely renormalize their Zeeman energies. To
turn the effective qudit-qudit coupling on, we apply a 2π

excitation pulse to the switch, depending on the state of both
qudits, as depicted by arrows in Fig. 6(a). Here we report the
level diagram of the two-qudit S1 system (but the situation
is analogous for C1), with different colors indicating differ-
ent states of the switch. In particular, black levels refer to
states with mσ = −1 (corresponding to the idle phase with the
switch open; see inset), while purple ones are characterized
by mσ = 0 (switch closed). What turns the switch on are the
conditional excitations of the switch [arrows in Fig. 6(a)],
made possible by the interaction terms in Hi−σ in Eq. (15).
These make the transition energies of the switch δ(μ1, μ2)
dependent on the state of both qudits. In the case of S this can
be easily computed to first order, finding

δ(m1, m2) = gsμBB0 + J1m1 + J2m2, (16)

with m1,2 the eigenvalues of Sz
1,2. Hence, all the gaps are

distinguishable, provided that J1,2 are significantly larger than
the frequency broadening of the employed pulses [78]. Such a
broadening strongly depends on the shape of the pulses used
to control the system. Again, the use of proper pulse shaping
[66–74] or optimal quantum control techniques [75] could
significantly reduce leakage, while keeping the duration of
the pulses relatively short. However, a deep study of leakage
should be addressed in a separate work, with a real system
at hand. Here we only note that larger values of Ji allow us
to employ larger B1 and hence to implement faster two-qudit
gates, which are therefore less subject to decoherence. Hence,
we have used rather large Ji, leading to two-qudit gates lasting
less than 25 ns. Then, we have optimized B1 to get the lowest
error (see below).

A resonant 2π pulse as illustrated above adds a π phase to
the addressed component of the two-qudit wave function. By
properly detuning the pulse from the energy gaps of Eq. (16)
(i.e., implementing a semiresonant transition [79]), an arbi-
trary phase can be added. Provided all transitions are resolved
(J1 	= J2), this scheme can be used to add a specific phase
to all the different two-qudit states, thus implementing the
most general qudit-qudit controlled-phase gate. All in all, the
presence of a magnetic switch makes it possible to transform
a permanent interaction into a switchable one [2,5].

We implement this scheme on a pair of S = 3/2 Cr3+

qudits with B0 = 1 T and on two real Cu3 triangles, linked
via a Ni2+ ion and rotated relative to each other to make
them inequivalent through their intrinsic anisotropy Fig. 7(a).
Results for S and C are shown in Figs. 6(b) and 7(b), together
with the detailed list of parameters. We initialize the system in
the state |ψ0〉 = ∑

μ1μ2
|μ1, mσ = −1, μ2〉/d , i.e., a uniform

superposition of all the d2 components two-qudits states, in
the subspace with the state of the switch frozen in mσ = −1.

Analogously to single-qudit gates, this state is particularly
error prone, since all its components (even those not evolv-
ing for the two-qudit gate) are present and hence subject to
decoherence. The reported numerical simulations include the
parallel pulses used to implement the desired phases and the
effect of pure dephasing. Although in general a different phase
can be added to each two-qudit state component, here we add
phases to three components for clarity of presentation. We
have performed several tests with different B1 values as shown
in Fig. 7(c), in order to find the best spot considering the
effect of both leakage (increasing with B1) and decoherence
(increasing with the gate duration and hence decreasing with
B1). We find that B1 = 20 G as the optimal driving field
amplitude for both S and C cases. At fixed B1, the duration of
the pulse is proportional to the two-qudit phase we aim to add
[79]. Here, however, since we are implementing three gates
(with different phases) in parallel, we have properly rescaled
B1 in order to fix the same duration for all three simultaneous
pulses (using B1 = 20 G as maximum amplitude). Finally, we
choose T2 = 3 µs for the two qudits and 1 µs for the switch, a
reasonable choice for a Ni complex [80].

Even for this small d and rather short gate duration, we
find a remarkable advantage in using C compared to S, thanks
to the suppression of decoherence in the latter. Indeed, using
the same B1 (and hence roughly the same gate duration),
the error is reduced from 4.2% in S to 1.7% in C. This
is remarkably good considering that we have used realistic
parameters for the qudits and Ni2+ ions, as well as for the
qudit-switch interaction. By comparing Figs. 6(b) and 7(b),
we note that C still shows a significantly larger leakage error
(secondary oscillations), which could be further reduced by
proper pulse engineering or by increasing J1,2 (and hence the
spectral separation between the switch excitations) via proper
synthesis. Finally, results could be improved also by extending
the switch coherence.

VI. DISCUSSION AND CONCLUSIONS

To summarize, we have shown how to exploit molecular
nanomagnets as optimal qudits for implementing a univer-
sal set of one- and two-qudit gates. The possibility offered
by chemistry to synthesize complex multispin clusters with
tailored interactions enables one to design efficient schemes
to decompose general qudit operations. In particular, mul-
tispin molecules with competing exchange interactions are
characterized by several low-energy multiplets with strongly
suppressed decoherence, compared to the simpler case of
single-ion spin-S qudits [39]. In addition, typical anisotropic
and/or low-symmetry terms introduce dipole matrix elements
between most of them, thus significantly reducing the number
of consecutive pulses needed to implement a given unitary.
By exploiting both of these features, we have demonstrated
by realistic numerical simulations good fidelities in the im-
plementation of paradigmatic gates (such as the Hadamard
gate on a qudit, analogous to the multiqubit quantum Fourier
transform). This makes properly engineered molecular nano-
magnets competitive with other qudit platforms [23,24] and
with more advanced qubit architectures [81,82].

It is also worth mentioning that the use of a (multi)qudit
encoding to realize universal quantum computation protocols
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offers intrinsic advantages over the corresponding multiqubit
version for an equivalent total dimension of the computational
space. Indeed, in addition to asymptotic logarithmic improve-
ments in the total gate count for a generic unitary decomposi-
tion [54], qudit-based logic can reduce the number of required
two-body operations. This is well exemplified by the real-
ization of the QFT algorithm via Hd presented in this work,
and is particularly relevant for near-term quantum computing
platforms, where connectivity between computational units is
often limited in practice and two-body operations are notably
slower and more error prone compared to single-body ones.
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APPENDIX A: DERIVATION OF THE MASTER EQUATION

We outline here a brief derivation of the master equa-
tion used to describe the incoherent dynamics of the system,
driven at low temperature by the interaction with the nuclear
spin bath. The system-bath Hamiltonian HSB is given by

HSB =
N∑

j=1

M∑
n=1

∑
α,β=x,y,z

dαβ
jn sα

j ⊗ Iβ
n , (A1)

where N is the number of magnetic ions in the system and
M the number of nuclear spins in the bath, Iβ

n are bath
spin operators, and dαβ

jn are dipolar couplings defined in the
text. By moving to the interaction picture with respect to the
Hamiltonians of the free system, HS , and of the bath, HB, we
get

HSB(t ) = ei(HS+HB )tHSBe−i(HS+HB )t

=
M∑

n=1

∑
μν

∑
β

Lβ
n,μνei(Eμ−Eν )t |μ〉〈ν| ⊗ Iβ

n (t ). (A2)

Here, |μ〉 is the basis of the system eigenstates, HS =∑
μ Eμ|μ〉〈μ|, we have indicated by Iβ

n (t ) = eiHBt Iβ
n e−iHBt

the nuclear spin operators in the interaction picture, and we
have introduced

Lβ
n,μν =

N∑
j=1

∑
α=x,y,z

dαβ
jn 〈μ|sα

j |ν〉, (A3)

which contains the structure of the system eigenstates in the
matrix elements 〈μ|sα

j |ν〉. Then, in the Born and Markov
approximations, the dynamics of the system is described by
the master equation [83]

ρ̇(t ) = −
∫ ∞

0
dt ′trB[HSB(t ), [HSB(t − t ′), ρ(t ) ⊗ ρB]],

(A4)

where ρ(t ) = trB[ρSB(t )] is the reduced density matrix of the
system. By substituting Eq. (A2) into Eq. (A4) and taking the

secular approximation, we obtain

ρ̇(t ) = −
M∑

n,n′=1

∑
μ,ν

∑
ββ ′

{
Lβ

n,μμLβ ′,∗
n′,ννζ

ββ ′
nn′ (ω)

× [|μ〉〈μ|ν〉〈ν|ρ(t ) − |μ〉〈μ|ρ(t )|ν〉〈ν|] + H.c.
}
,

(A5)

where we have introduced the bath spectral functions

ζ
ββ ′
nn′ (ω) =

∫ ∞

0
dt trB

[
Iβ
n (t )Iβ ′

n′ (0)ρB
]
eiωt . (A6)

Within the secular approximation, in Eq. (A5) we have ne-
glected fast oscillating terms and in particular jump operators
of the form |μ〉〈ν| (with μ 	= ν) which are ineffective, be-
cause the difference between �μν and the bath energy gaps
is much larger than the system-bath interaction. In this limit,
no relaxation is induced on the system by its coupling with the
environment and only diagonal operators |μ〉〈μ| are retained,
leading to pure dephasing.

For a bath of interacting spins, the bath spectral functions
ζ

ββ ′
nn′ are in general unknown. Their computation from first

principles requires advanced numerical methods, such as the
cluster correlation expansion [28,84,85], and is beyond the
scope of the present work.

By rearranging terms in Eq. (A5), we obtain the final form
of the master equation reported in the main text:

ρ̇(t ) = −i[HLS, ρ(t )] +
∑
μν

�μν[2|μ〉〈μ|ρ(t )|ν〉〈ν|

− |μ〉〈μ|δμνρ(t ) − ρ(t )|ν〉〈ν|δμν], (A7)

where we have introduced the rates

�μν =
M∑

n,n′=1

∑
β,β ′

Lβ
n,μμLβ ′,∗

n′,ννχ
αα′
nn′ (0), (A8)

with

χαα′
nn′ (0) = 1

2

∫ ∞

−∞
dt trB

[
Iα
n (t )Iα′

n′ (0)ρB
]
. (A9)

The Lamb shift Hamiltonian HLS = ∑
μ Sμ|μ〉〈μ| only de-

scribes a small renormalization of the system energies due to
the coupling with the bath, and we therefore neglect it in the
simulations.

APPENDIX B: ALGORITHM FOR DECOMPOSITION
IN PLANAR ROTATIONS

An iterative procedure to decompose an arbitrary W ∈
SU (d ) in planar rotations is the following. First, we multiply
W on the right-hand side by Ud−1 d (θ d (d−1)

2
, β d (d−1)

2
), with θ d (d−1)

2

and β d (d−1)
2

such that the (d, d − 1) element of the result-

ing W1 = WUd−1,d (θ d (d−1)
2

, β d (d−1)
2

) is zero. Next, we compute
W2 = W1Ud−2,d (θ d (d−1)

2 −1
, β d (d−1)

2 −1
) fixing, as before, θ d (d−1)

2 −1

and β d (d−1)
2 −1

angles to nullify the W2(d, d − 2) element. Pro-

ceeding in this way, we obtain the Wd−1 matrix that has all
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TABLE I. Parameters to decompose the H4 gate into PRs (keep-
ing three significant digits).

μ, ν θ/2 β α

3,4 −π/4 π/2
2,4 arctan(1/

√
2) 0

1,4 arctan(1/
√

3) π/2
2,3 0.912 −0.464
1,3 arctan(−1/

√
2) −π/4

1,2 π/4 π/4
3,4 π/8
1,2 3π/8

zero in the d column and a row apart for the (d, d )th element
which must have magnitude 1 because the matrix is unitary.
Without affecting the dth column and row, the same scheme
could be repeated for all the other lines. The resulting matrix
will be a diagonal one:

WUd−1,dUd−2,d . . .U1,dUd−2,d−1 . . .U1,3U1,2

= �(eiα1 , eiα2 , . . . , eiαd−1 , e−i
∑d−1

k=1 αk ), (B1)

where � is a diagonal matrix with the elements shown in
brackets. By reverting this equation we obtain the decomposi-
tion of W in d (d−1)

2 PRs.
The sequence of pulses to implement H4, H6, and H8 by

decomposing it into PRs is reported in Tables I–III, where
full connectivity between the levels is assumed, and where
parameters θ and β are the Uμν rotation pulse parameters
[Eq. (8)]; α is the Pμν phase pulse parameter [Eq. (10)]. The
full sequence of pulses in the case of linear connectivity for
H4 is given by Eq. (B2), resulting in 14 pulses; for H6 it is

TABLE II. Parameters to decompose the H6 gate into PRs (keep-
ing three significant digits).

μ, ν θ/2 β α

5,6 π/4 −2π/3
4,6 arctan(1/

√
2) −π/3

3,6 π/6 2π

2,6 arctan(1/2) π/3
1,6 arctan(1/

√
5) 2π/3

4,5 arccot(
√

3/7) − arctan(3
√

3)
3,5 arccot(2

√
5/19) arccot(4/

√
3)

2,5 arctan(
√

31/65) π − arctan(5
√

3/7)
1,5 arctan(1/2) −2π/3
3,4 arctan(

√
37/13) − arctan(2

√
3/5)

2,4 arccot(2
√

5/19) 1/2(π + arctan(8
√

3/13))
1,4 π/6 −π/2
2,3 arctan(

√
7/3) arctan(1/3

√
3)

1,3 arctan(1/
√

2) −5π/6
1,2 π/4 1.047
5,6 −π/3
3,4 π/2
2,3 2π/3

TABLE III. Parameters to decompose H8 gate into PRs (keeping
three significant digits).

μ, ν θ/2 β α

7,8 π/4 −3π/4
6,8 arctan(1/

√
2) −π/2

5,8 π/6 −π/4
4,8 2 arctan(1/2) 0
3,8 arctan(1/

√
5) π/4

2,8 arccot(
√

6) π/2
1,8 arctan(1/

√
7) 3π/4

6,7 1.016 4.457
5,7 0.824 −0.5
4,7 0.687 0.843
3,7 0.573 2.213
2,7 0.474 −2.657
1,7 0.388 −1.178
5,6 1.093 −1.249
4,6 0.895 0.655
3,6 0.731 2.585
2,6 0.573 −1.714
1,6 0.421 0.393
4,5 1.113 −0.663
3,5 0.895 1.834
2,5 0.687 −1.906
1,5 0.464 0.785
3,4 1.093 −0.071
2,4 0.824 3.034
1,4 0.524 0
2,3 1.016 0.530
1,3 0.615 −1.963
1,2 0.785 1.178
7,8 π/16
6,7 π

5,6 7π/16
3,4 11π/16
1,2 5π/16

given by Eq. (B3), resulting in 38 pulses; and lastly, for H8 it
is given by Eq. (B4), resulting in 75 pulses. The π±

μν pulses
are properly used to swap the levels in order to perform U
rotations on adjacent μ, ν levels:

H4 = P1,2P3,4

× U1,2

× π+
1,2U1,3π

−
1,2U2,3

× π+
3,4π

+
2,3U1,4π

−
2,3U2,4π

−
3,4U3,4, (B2)

H6 = P5,6P3,4P2,3

× U1,2

× π+
2,3U1,3π

−
2,3U2,3

× π+
3,4π

+
2,3U1,4π

−
2,3U2,4π

−
3,4U3,4

× π+
4,5π

+
3,4π

+
2,3U1,5π

−
2,3U2,5π

−
3,4U3,5π

−
4,5U4,5

× π+
5,6π

+
4,5π

+
3,4π

+
2,3U1,6π

−
2,3U2,6π

−
3,4U3,6π

−
4,5U4,6π

−
5,6U5,6,

(B3)
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TABLE IV. Parameters to decompose the Hd gate into QHRs (keeping three significant digits).

H3 vi φi

1 1
2

√
1 + 1√

3
[1 − √

3, 1, 1]T π

2 1√
2
[0, 1,−1]T π/2

H4

1 1
2 [−1, 1, 1, 1]T π

2 1√
2
[0, 1, 0,−1]T π/2

H6

1 [0.544i,−0.375i, −0.375i, −0.375i, −0.375i, −0.375i]T −π

2 [0, 0.575 + 0.220i, 0.244 − 0.261i, 0.071 + 0.103i, −0.331 + 0.135i, −0.559 − 0.197i]T 1.937
3 [0, 0, −0.490 + 0.626i, 0.113 − 0.466i, 0.352 − 0.055i, 0.025 − 0.105i]T −2.478
4 [0, 0, 0, −0.322 + 0.537i, 0.395 − 0.657i, −0.073 + 0.121i]T −2.601
H8

1 [0.569i, −0.311i, −0.311i, −0.311i, −0.311i, −0.311i, −0.311i, −0.311i]T −π

2 [0, 0.432 + 0.384i, 0.230 − 0.305i, 0.238 − 0.048i, 0.062 + 0.139i, −0.194 + 0.146i, −0.381 − 0.030i, −0.388 − 0.286i]T 2.297
3 [0, 0, 0.174 + 0.819i, −0.228 + 0.008i, −0.097 − 0.316i, 0.159 − 0.231i, 0.060 − 0.056i, −0.067 − 0.22i]T 2.932
4 [0, 0, 0, 0.233 + 0.568i, −0.146 + 0.133i, −0.336 − 0.475i, 0.352 − 0.320i, −0.103 + 0.094i]T 2.752
5 [0, 0, 0, 0, 0.046 + 0.355i, 0.032 + 0.251i, −0.110 − 0.856i, 0.032 + 0.251i]T 3.014

H8 = P7,8P6,7P5,6P3,4P1,2

× U1,2

× π+
2,3U1,3π

−
2,3U2,3

× π+
3,4π

+
2,3U1,4π

−
2,3U2,4π

−
3,4U3,4

× π+
4,5π

+
3,4π

+
2,3U1,5π

−
2,3U2,5π

−
3,4U3,5π

−
4,5U4,5

× π+
5,6π

+
4,5π

+
3,4π

+
2,3U1,6π

−
2,3U2,6π

−
3,4U3,6π

−
4,5U4,6π

−
5,6U5,6

× π+
6,7π

+
5,6π

+
4,5π

+
3,4π

+
2,3U1,7π

−
2,3U2,7π

−
3,4U3,7π

−
4,5U4,7

× π−
5,6U5,7π

−
6,7U6,7

× π+
7,8π

+
6,7π

+
5,6π

+
4,5π

+
3,4π

+
2,3U1,8π

−
2,3U2,8π

−
3,4U3,8

× π−
4,5U4,8π

−
5,6U5,8π

−
6,7U6,8π

−
7,8U7,8. (B4)

APPENDIX C: ALGORITHM FOR DECOMPOSITION IN
QUANTUM HOUSEHOLDER REFLECTIONS

Equation (12) shows the sequence of QHRs needed to
decompose an arbitrary W ∈ SU (d ). All the vi vectors

and φi phases can be easily determined through an it-
erative procedure. Given the target matrix W , the pa-
rameters of the first QHR M1 = M(v1, φ1) are defined
as

φ1 = 2 arg(1 − w11) − π,

v1 = 1

e−iφ1 − 1

√
2 sin (φ1/2)

|1 − w11| (|w1〉 − |e1〉), (C1)

where w1 is the first column of the W matrix, w11 is the
first element of the w1 vector, and |e1〉 = [1, 0, . . . , 0]T . To
proceed, we apply M(w1,−φ1) on the left-hand side of the
initial matrix, defining a new matrix which we call W1 =
M(w1,−φ1)W . This latter is characterized by having all null
elements on the first row and the first column except for
the diagonal one, which will be 1. Restarting from W1 and
defining w2, φ2, and |e2〉 analogously as done for w1, φ1, and
|e1〉, we find the parameters for M2. Applying this procedure
d times, all the vi vectors and φi phases are determined. In
Table IV we report all the parameters to decompose H4, H6,
and H8.
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