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Resonance behavior for the dynamical friction of a system in a trapping potential
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The kinetic energy fluctuation metric Qx(7) is modified to extract the dynamical friction in non-Markovian
scenarios to circumvent Markovian scenarios. Dynamical friction is calculated from the ratio Qk(0)/Qk(?),
which obeys a universal scaling law. Both analytical and numerical results of a minimal non-Markovian model
substantiate the validity of the modified kinetic energy fluctuation metric. We reveal that previous studies on the
rates of relaxation in harmonically bounded proteins, which are somewhat larger than those resulting from the
experimental fit, may have neglected non-Markovian effects. When applying the metric to a system subjected
to thermal broadband colored noise in the harmonic potential, resonance phenomenon occurs. Specifically,
dynamical friction varies nonmonotonically with the frequency of the harmonic potential. The optimal frequency
inducing the strongest dynamical friction matches well with the peak frequency of power spectrum of thermal
broadband colored noise. The system then approaches to equilibrium rapidly. For an acoustic phonon spectrum,
the resonance for dynamical friction provides further insight as to why complete thermalization only occurs
when the particle frequency of the system is within a certain range of the environment particle frequencies. This
is because the closer the potential frequency is to the central value of the range of frequencies, the stronger is the

dynamical friction induced.

DOI: 10.1103/PhysRevResearch.4.043058

I. INTRODUCTION

Friction plays an important role in describing the dissi-
pative effects in protein dynamics [1,2], multidimensional
fission [3,4], and, most notably, phase transitions [5,6]. At
the macroscopic level, the viscous Stokes friction is related
to the dissipative force Fgiss = —mypv felt by a particle of
mass m moving with velocity v; here, y, denotes the coef-
ficient of static friction [7]. At a microscopic level, friction
is still poorly understood [8]. Feynman argued that with an
atomic perspective friction originates from two nonflat sur-
faces in contact with each other [9]. Friction is fundamentally
described through a generalized Langevin equation (GLE)
model that reflects the dissipative effects of a bath on the
detailed dynamics of a system [10—12]. Because of the great
significance of friction in many scientific areas of physics,
chemistry, and biophysics, the task of understanding the
physics of friction has acquired immense popularity [13—-17].

Recently, through a Langevin dynamical model, a mech-
anism underlying friction was extracted using a method for
computing the rate of kinetic energy relaxation that makes use
of the kinetic metric of the ergodic measure [18,19]. In Marko-
vian scenarios, the method not only provides a direct and
accurate means of quantifying friction, but has also been suc-
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cessfully applied to collisions and activated barrier crossings
in proteins [20,21]. However, the Markovian approximation is
only an idealization in many instances and is inaccessible to
an experimentalist [22]. Memory effects are important in sys-
tems of mesoscopic scale [23,24], especially protein folding
[25-27] and self-seeding or self-nucleation during polymer
crystallization [28]. Although it is in principle possible to
estimate friction through the Einstein relation for the transla-
tional diffusion constant D = kgT /myy [29], the task is very
difficult because of the length scales (1-10 A) and time scales
(0.1 ps—1 ns) for thermal relaxation processes in proteins. We
have developed a modified kinetic energy fluctuation metric
for extracting dynamical friction in non-Markovian scenarios.
Friction in this situation has a “memory”that depends on the
velocity history, which implies that the rate of kinetic energy
relaxation is strongly dependent on the intrinsic correlation
time of the noise source [30].

With a minimal non-Markovian model in terms of the
GLE driven by Ornstein—-Uhlenbeck noise, the validity of
the modified kinetic energy fluctuation metric is verified. We
show that our results are consistent with that from the Ein-
stein relation, whereas the unmodified metrics fail completely.
Non-Markovian effects may account for deviations in the
rates of relaxation in proteins obtained in previous studies
and from experimental fits [19]. When we apply the metric
to a system subjected to thermal broadband colored noise
[31] in a harmonic potential, the resonance phenomenon is
revealed [32-34]. Dynamical friction acting on the system
varies nonmonotonically with the frequency of the harmonic
potential. Correspondingly, the system exhibits fast ther-
malization. The resonancelike phenomenon seen in acoustic
phonon spectra [35-37] provides further insight as to why
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complete thermalization only occurs within a certain range of
frequencies [38].

Our paper is structured as follows. In Sec. II, we develop
the modified kinetic energy fluctuation metric. Adopting
a generalized Langevin model, we calculate analytically
and numerically the dynamical friction for a minimal non-
Markovian model. We also compare Markovian and minimal
non-Markovian Langevin models of the dynamics of proteins.
In Sec. III, we investigate the resonance phenomenon that
occurs in a system subjected to thermal broadband colored
noise in a harmonic potential. The results also help our under-
standing of the occurrence of complete thermalization within
a certain range of frequencies. The last section presents our
conclusions.

II. MEASURE OF DYNAMICAL FRICTION

In Markovian scenarios, the delta function in time indi-
cates that there is no correlation between impacts in any
distinct time intervals dt and ds. Specifically, the intrinsic
correlation time of a noise source has no influence on kinetic
energy relaxation. However, for non-Markovian scenarios, the
time-dependent friction function may depend on the velocity
history v(s) for times s that are earlier than times ¢. Thus, for
any colored noise, which implies a significant deviation from
Markovian behavior, the effect of the intrinsic correlation time
of a noise source on dynamical friction should be taken into
consideration.

A. Modified Kinetic energy fluctuation metric

We consider a modified kinetic energy fluctuation metric,
Qk (1), to determine dynamical friction in non-Markovian sce-
narios. 2k (#) may be written as

1 [t [ T
) = / / Cilty = p)dnds; = CRO)E, (1)
0 0

where the function Ck(t; — #,) is the equilibrium autocorre-
lation function for the fluctuations in the kinetic energy. The
parameter 7z denotes the intrinsic correlation time of the noise
source £(t) [30],

.- Jo. HE@)E(0))ldr
: O
There are a few theoretical papers which consider the univer-
sal scaling law of the metric, Qg (0)/Q2k(?) [18,19,39]. We
assume that the decay of Eq. (1) is governed by a single

parameter yayn associated with dynamical friction [19] and
consider the inverse ratio

Qk(0) 1 .
Q) 2[7CoyPdy—T
where Qg (0) = Ck(0) is evaluated from Eq. (1) by applying
g-type Hopital’s rule and the velocity autocorrelation function
(VACF), C,(y) = (v(y)v(0))/(v*(0)). It follows that
Qk(0) 1

= )
Qk (1) 2 fy Co(y)*dy —
Details of the derivation of Egs. (3) and (4) can be seen in
Appendix A. Using the modified kinetic energy fluctuation

@

Flyayt] = 3

Ydyn = slope[

metric, dynamical friction acting on the system may be de-
termined not only from the Langevin dynamical model, but
also from the generalized Langevin dynamical model.

Note that when t; = 0 (Markovian scenario), Eq. (4) is
reduced safely to the results of the unmodified metric. Dynam-
ical friction extracted from the unmodified metric is defined
by Fgyn = 1/(2 fooo C, (y)2dy) [19]. At the microscopic level,
friction describes the dissipative effects of a general bath on
the dynamics of a well-defined system, which originates from
the stochastic motion of oscillators in the bath. Thus, mem-
ory effects imposing on the dynamics friction of the system
are supposed to be considered. Although dynamics friction
can be evaluated exactly from the unmodified metric in the
Markovian case, the validity of the modified metric is verified
below with a minimal non-Markovian model (tz # 0).

B. Evaluation of yyy, for generalized Langevin equation models

The present model is established in the GLE originating
from the system-plus-heat bath model [40,41]. The general-
ized Brownian motion of a particle with mass m in a potential
U (x) is described by the following GLE [10-12]:

mu(t) = —m/ Yt —s)v(s)ds —U'(x) +&@), (5)
0

where the zero-mean noise & (¢) is represented by a function
of the initial position and velocities of the bath variables,
and y (¢ — s) denotes the memory function. Their relationship
is underscored by the fluctuation—dissipation theorem [42]:
(E@)E(s)) = mkgTy(t — 5); here, kg denotes the Boltzmann
constant and T the temperature. The dot (-) and prime (')
symbols signify the first derivatives with respect to time (¢)
and space (x), respectively.

In the absence of an external potential, i.e., U(x) = 0, we
use the initial velocity v(0) to multiply Eq. (5) and perform
the ensemble average. The integral-differential equation for
the VACF is given by

de, (o) _
dr

—/0 d[lj/(t_tl)cu(tl)~ (6)

If the memory kernel is a delta function y (r — s) = 2y6(t —
s), the VACF may be solved analytically, which is given
by C,(¢) = exp(—yot). Note that the modified kinetic energy
fluctuation metric reduces to the unmodified metric because
7z = 0. Aided by Eq. (4), we obtain yayn = yo.

To investigate quantitatively the role of the intrinsic cor-
relation time of the noise source, we consider a minimal
non-Markovian model that obeys a GLE with memory kernel
y(t) = Y Qexp(—Qt), where Q = 1/7.. The Laplace trans-
form of the VACF reads C,(z) = 1/[z + #(z)], in which the
Laplace transform of the memory kernel is given by 7 (z) =
1082/(z + 2). Applying the residue theorem [43], we obtain
an expression for the VACF [44], C,(t) =

#Z[A exp (—gt) — Bexp (—%I)]; A >0,
[$1+ 1]exp (—51); A=0, (7)
ex}j/(;z% [V _ACOS(\/?I)—FQSin(@)]; A <0,
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FIG. 1. Time-dependent universal function F' and diffusion coefficient D(¢) in the two scenarios: Markovian [panels (a) and (b)] and
minimal non-Markovian [panels (c) and (d)]. Data points are taken from Monte Carlo simulations of Eq. (5) with time step 1073 and 10°
trajectories. I'qy, denotes the dynamical friction obtained from the unmodified metric. The parameter settings used are m = 1.0, kg7 = 0.5,

and Q2 = 1.0.

where A = Q> — 40,0 = pQA=Q+ /A, andB=Q —
/2. Hence,

1
2/‘000 Cv(y)z dy — T

where 7; = 1/ has been used; details of the derivations are
provided in Appendix B.

In Fig. 1, we plot the time-dependent universal function
F and diffusion coefficient D(t) in the two scenarios: the
Markovian and minimal non-Markovian. Diffusion coefficient
D(t) = (x*(t))/2t, where (x*(t)) is the mean-squared dis-
placement of the system. Data points are taken from Monte
Carlo simulations of Eq. (5). Details of the simulations are
given in Appendix C. Notably, dynamical friction extracted
through the modified kinetic energy fluctuation metric is con-
sistent with that obtained from the Einstein relation D =
kgT /myy, where yy = f0°° y(t)dt. Figures 1(a) and 1(c) also
depict the extracted dynamical friction with different initial
velocity preparations. We find the results are independent of
the prepared initial conditions. In Fig. 1(c), we compared the
universal function F' with the unmodified metric. Clearly, the
unmodified metric fails to extract the dynamical friction when
non-Markovian effects are considered.

Ydyn = = Y0, (8)

C. Protein friction: Comparison of Markovian and minimal
non-Markovian Langevin models

There are several experimental techniques, including time-
resolved infrared spectroscopy, reaction kinetics experiment,
and resonance Raman spectroscopy [45—47], which measure
frictional forces acting upon a system. One direct experimen-
tal probe of friction in proteins is through quasielastic neutron
scattering [48]. Reference [19] demonstrates that relaxation
times for local fluctuations fall within 1-10 ps~! using a
computation method for the rate of kinetic energy relaxation
described by a Markovian Langevin dynamical model. How-
ever, the rates of relaxation are somewhat larger than those
resulting from experimental fits interpreted by Langevin nor-
mal mode models, specifically, 0.90 ps~! and 0.45 ps~!. The
discrepancy may have arisen in part because the experimental
fits were dominated by low-temperature data.

In this work, we found that neglecting non-Markovian
effects in the kinetics of protein dynamics may cause the

deviation. Special systems may exist that behave in a Marko-
vian way, in principle, but for example, transition path times
reveal non-Markovian effects in the dynamics of protein fold-
ing [25-27]. On imposing a harmonic potential, i.e., U(x) =
Imw}x®, we compared the dynamical friction extracted from
the Markovian Langevin model with that from the minimal
non-Markovian model. We obtain a differential equation for

the VACF,

dC,(t) _
dr

For the Markovian scenario, we obtain C,(t) =
exp(—yot/2)[cos(at) — yo/2asin(at)], for which a=
a)(z, — yoz /4. One obtains ygyn = yo with 7z = 0. Although no
closed form has been found for the minimal non-Markovian
scenario, we can achieve accurate evaluations using numerical
methods (see Appendix C). In Fig. 2(a), we plot the
frequency dependence of dynamical friction computed
from Markovian and minimal non-Markovian Langevin
dynamic models. When non-Markovian effects are taken
into account, dynamical friction is substantially smaller than
that obtained from the Markovian model. We thus infer that
memory effects in which the time-dependent friction function
depends on the velocity history lead to slow relaxation of
the system. Correspondingly, relaxation rates become small.
When the intrinsic correlation time 7z = 1/ of the noise
source becomes long, memory effects are more pronounced
and dynamical friction decays fast [Fig. 2(a)]. For long
intrinsic correlation times, effects of the external potential
acting on the system are weaker due to pronounced memory
effects. The system approaches its equilibrium state slowly
and the corresponding dynamical friction becomes weaker.
When effects of the external potential disappear (wy — 0),
dynamical friction in protein friction is reduced to the result
of Eq. (8) in Sec. II B.

In order to provide a further understanding that non-
Markovian effects might also account for the phenomenon
that the previous studies on the rates of relaxation in proteins
are somewhat larger than those resulting from the experimen-
tal fit, we compare dynamical friction extracted from various
evaluated methods in Fig. 2(b). As a practical example, we an-
alyze dynamical friction ygyn = 0.90 ps™" that resulted in the
best fit to the experimental data in the parametrization [48].

—/ [V(t_t1)+w(2)]cv(ll)dtl- 9)
0
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FIG. 2. (a) Dynamical friction y4y, vs harmonic potential frequency wy. Solid line and colored symbols denote Markovian and minimal
non-Markovian process, respectively. The parameter y, = 1.0 is used. (b) Time-dependent universal function F with various evaluated methods
in a practical example: unmodified metric, experimental fit, and modified metric (colored symbols). The parameters y, = 1.87 ps~! and
Q = 1.0 ps~! are used. Date points are calculated numerically from Eq. (9).

With the unmodified metric, it has been found that dynamical
friction falls on the order of 1-10 ps™', specifically, Yayn =
1.87 ps~! (see Fig. 2 of Ref. [19]), which is independent of
harmonic potential frequency wy. Setting yp = 1.87 ps~! and
Q=1.0 ps_' in the minimal non-Markovian model, we can
find that dynamical friction gradually approaches the value
of experimental fit in Fig. 2(b) with w( increasing. Thus,
the derivation of dynamical friction between the unmodified
metric and experimental fit may be reconciled by considering
non-Markovian effects due to the complexity of the cell’s
internal environment [49].

III. RESONANCE OF DYNAMICAL FRICTION

A. Thermal broadband colored noise

We apply the modified kinetic energy fluctuation metric to
a system subjected to thermal broadband colored noise [31],
thereby allowing a coverage from “red” noise to “green’ noise
[50,51] associated with a memory kernel [52,53]; specifically,

ool()-mee (1)
y@)=Tg| —exp|l —— ) ——exp|——]) |, (@10
(%) 1) T] T

with T = yot?/(t? — t}), where 7; and 7, denote two
correlation times of two Ornstein—Uhlenbeck noises. It is
worth noticing that the spectrum of noise introduced here
varies nonmonotonically with the frequency [Eq. (12)]. This
could stem from the complexity of the cell’s internal envi-
ronment [49]. Indeed, this noise can be realized from the
difference between two Ornstein—Uhlenbeck noises with dif-
ferent time constants driven by the same white noise. Under
force-free conditions, the ballistic behavior is expected to
emerge, as evident in Fig. 3(a). This behavior arises because
the effective friction vanishes in the long-time limit, i.e.,
lim;_, o f(; y(t —t1)dt; =0. The result is also verified using
the modified kinetic energy fluctuation metric.

After a straightforward derivation, the VACF is given by

Co(t) = h/(h+ f) + exp(—gt /2)[cos(kt)
+g/2k sin(ki)] — h/[k(h + f)]exp(—gt/2)
x [g/2 sin(kt) + k cos(kt)], (11)

where g = (71 + ©)/(11n2), h = 1/(t112), f = To(71 — ©2)/
(1112), and k = \/h + f — g*/4. In the long-time limit, the
VACF approaches a nonzero value, i.e., lim,_ o C,(t) =
h/(h + f), which is also observed in Fig. 3(b). We inferred
that 1/(2 fooo Cv(y)2 dy — t¢) — 00, on setting t: =0, and
thus ygyn = 0.

We next investigate how dynamical friction responds to
external harmonic potential. Unfortunately, no closed form
has been found for the time domain function in Eq. (9)
with Eq. (10). However, numerical methods again yield ac-
curate evaluations. For Fig. 4(a), we calculated the dynamical
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FIG. 3. Time-dependence of the coefficient of diffusion D(¢) and
VACF C,(t) with various 7; and 1, for a system subjected to a
thermal broadband colored noise under force-free conditions. The
inset shows the behavior of the time-dependent mean-squared dis-
placement (x*(t)). The parameter settings are those of Fig. 1 along
with yp = 1.0.
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FIG. 4. (a) Dynamical friction yay, vs harmonic potential frequency wy for the system subjected to thermal broadband colored noise with
various t; and 7, values. Data points are calculated numerically using Eq. (9) with Eq. (10). (b) Power spectrum of thermal broadband colored
noise for various 7| and 7,. (c) Time-dependent mean-squared velocity (v?(t)) for the system for different initial condition preparations, various
o, and fixed 7; = 4.0 and 7, = 0.25. Data points are from Monte Carlo simulations for Eq. (5) with a time step of 1073 and 107 trajectories;

the setting ¥ = 1.0 is used.

friction ygyy for various frequencies of the harmonic potential
wp; we find that it varies nonmonotonically with wy. The
optimal frequency, which induces the strongest dynamical
friction, matches the peak frequency of power spectrum of the
thermal broadband colored noise. According to the Wiener—
Khintchine theorem [54], the spectral density of noise is the
Fourier transformation of the correlation function of noise,

21“0‘[120)2
(14 120?) (1 + t}w?)

S(w) = kgT 12)

By calculating dS(w)/dw = 0, the peak of the power spec-
trum is found to be at w, = 1/,/7172. In Fig. 4(b), we plot the
spectral density of noise J(w) for various parameter values of
71 and 5.
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0.5 1.0 1.5 2.0 25 3.0 3.5 4.045 50 55 6.0

In other words, resonance phenomenon occurs when the
thermal broadband colored noise responds to an external po-
tential. Dynamical friction is strengthened if the frequency
wo of the harmonic potential nears the peak frequency w,
of the power spectrum. Setting 7; = 4.0 and 7, = 0.25, we
also plot the variance of the velocity (v?(¢)) for the particle
in a harmonic potential for various potential frequencies in
Fig. 4(c). The variance of the velocity approaches an equi-
librium value because of the confining potential. However,
fast thermalization appears when resonance phenomenon oc-
curs. Specifically, (v?(¢)) rapidly approaches an equilibrium
value kgT, and the relaxation time is shortened when the
frequency of the potential wy nears w,. When dynamical fric-
tion becomes stronger, the frequency of the energy exchange
between system and environment is faster. Finally, the system
approaches its equilibrium quickly.

A0 I e N
1.2 [0, = 1.5 /

L o, =3.0

FIG. 5. (a) Dynamical friction ygy, vs harmonic potential frequency w, for a system subjected to noise with a long-wavelength limit for
acoustic phonons but zero weight at low frequencies. Data points are calculated numerically using Eq. (9) with Eq. (13). (b) Acoustic phonons
spectrum with various w;. The parameter settings used are y, = 1.0 and €, = 1.0.
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B. Acoustic phonons spectrum

A few studies have found that complete thermalization in
a harmonic potential only occurs when the particle frequency
of the system is within a certain range of the particle frequen-
cies of the environment [35-37]. The results reported there
find wide application, encompassing systems as diverse as
classical plasmas and self-gravitating objects [55], ultracold
trapped atoms [56], and quasiparticles in nanostructures [57].
Therefore, further light needs to be shed on this phenomenon.

Here, the noise density of states is chosen to be S(w) =
W for wr— Q/2 <o < wr+Q/2 and S(w) =0 oth-
erwise; here, W = wmkgT yy/Q. It originates from the
long-wavelength limit of the acoustic phonons and cuts off
at low frequency. Aided by the modified kinetic energy
fluctuation metric, dynamical friction for various potential fre-
quencies may be extracted. Through the nonmonotonic trend
of dynamical friction, we provide a further explanation as
to why complete thermalization only occurs within a certain
range of frequencies in this system.

Given the fluctuation dissipation theorem, we obtain the
memory kernel function [58], which has also been success-
fully used in disordered systems [59]; specifically,

sin (%Qot)

ot cos(wyt). (13)

y(t) =yv—
2

In Fig. 5, we plot the dynamical friction ygy, for various
harmonic potential frequencies wy. Clearly, the dynamical
friction ygyn varies nonmonotonically with frequency wq of
the harmonic potential. The nearer wy is to wy, the center
value of the range of frequencies, the stronger the dynamical
friction induced. As expected, for an environment composed
of many oscillators, the energy is transferred from the system
to the environment [60]. When dynamical friction becomes
strong, the frequency of the energy exchange quickens, and
consequently, complete thermalization occurs.

IV. CONCLUSION

To achieve a reliable application in non-Markovian scenar-
ios, the kinetic energy fluctuation metric has been modified.
With a minimal non-Markovian model, we have verified the
validity of the modified kinetic energy fluctuation metric an-
alytically and numerically. The extracted dynamical friction
is consistent with that obtained from the Einstein relation,
whereas the unmodified metric fails entirely. Under the influ-
ence of a harmonic potential, the deviation seen in previous
studies for the rates of relaxation are somewhat larger than
those from the experimental fits and may have arisen because
non-Markovian effects on the kinetics of protein dynamics
were neglected. We have revealed that a system subjected to
thermal broadband colored noise exhibits resonance behav-
ior; specifically, dynamical friction varies nonmonotonically
with the frequency of the harmonic potential. Fast thermaliza-
tion occurs when the potential frequency matches the peak
frequency of the power spectrum of colored noise because
dynamical friction is strongest in this situation. By employing
an acoustic phonon spectrum, further insight into a complete
thermalization was obtained.

We performed a detailed study of the modified kinetic en-
ergy fluctuation metric, which has been applied successfully
to classical bounded Markovian and non-Markovian systems.
Although the metric for extracting dynamical friction remains
an open topic, further study may reveal other surprising find-
ings when these systems are unbounded [61] and extended to
quantum scenarios [62].
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APPENDIX A: DERIVATIONS OF EQS. (3) AND 4)

For equilibrium correlation functions, there is no preferred
origin of time and thus Cx(#; — #,) can only depend on || —
t;]. Under these circumstances, Eq. (1) may be rewritten as

2 ! Te
QK(t)=t—2/0 (t_y)CK(Y)dy_CK(O)T’ (AD)

where the function Cx (¢) is given by

m’ 2 2 2 2
k() = THU @Ov(0)) — (v @) (v (0)]. (A2

Using the ensemble-average property of a Gaussian random
variable R(t) [63], ie., (R*(t/)R*(ty)) = 2(R(t|)R(,))*> +
(R*(1))) (R*(12)), we obtain Cx (1) = m? /2(v(1)v(0))2. Apply-
ing the long-time limit,

2 oo
Qk(1) = mT/O (v(y)v(O))zdy—CK(O)rt—s- (A3)

Substituting the above equation into Egs. (3) and (4), the key
result of this paper is derived.

APPENDIX B: DETAILS OF THE DERIVATIONS
OF EQS. (7) AND (8)

Substituting $(z) = yQ/(z + Q) into €, (z) = 1/[z + P (2)]
yields

7+ Q

@)= —"r-—i,
@ 2+ Qz+0

B

where Q = Q2. C,(¢) as a key quantity can be obtained by
the inverse Laplace transform of C,(z),

1 c+ioco .
C(t) = %/ Cy(z)exp(zt)dz.

"—100

(B2)

The contour for evaluating the above integral is given in
Ref. [64] and the residue theorem may be used to calculate
this integral fully,

2K

Co(t) =) res[C,(zi)l exp(ait),
k=1

(B3)

where ¢ denotes a positive constant and z; a root of the char-
acteristic equation z?> + Qz + Q = 0. Applying the residue
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theorem, we obtain an expression for the VACF, C,(¢) =
f[A exp (——t) Bexp (—%t)]; A > 0.
[9 -+ 1exp (~0); a=o

M[MCos(Ft)—i-QSln( At)], A < 0.

NN
(B4)
where A = Q2 —40,A = Q + /A, and B = Q — /A; thus,
we have
© 11
2 C,)"dy=—+ —. (BS)
0 Yo K

The integral result is safely retained in all three situations.
From Eq. (2) with (£(¢)£(0)) = mkgT Q exp(—S2t), we have

Jo” E@0E(0)) ldr 1
—. B6
%= <52<0>> e (B0)
Using Egs. (BS) and (B6), we finally obtain
1

2.[000 Cv(y)2 dy — T

Ydyn = = Y0 B7)

APPENDIX C: MONTE-CARLO SIMULATIONS OF EQ. (5)
AND NUMERICAL METHODS TO EVALUATE EQ. (9)

The GLE for a particle of mass m in a potential reads

mo(t) = —m/ y(t —s(s)ds —U'(x) +&@r), (Cl)
0

where £(¢) is a zero-mean Gaussian colored noised with the
fluctuation—dissipation theorem: (£ (t)£(s)) = mkgTy (t — s).
By using the second-order stochastic Runge—Kutta method
[65] to solve Eq. (C1), the key point is the noise sequences

().

In the w-Fourier space, the noise correlation function reads
(E(w)E () = 2mrmkpT y (w)8(w + o), (C2)

where & (w) and y (w) are the Fourier transforms of £(¢) and
y (t), respectively. By discretizing time in N = 2" intervals of
the mesh size Az, we get the discrete version of Eq. (C2) with
o =2nw,/(NAt),

(§ (@) (wy)) = mkgTy (w, )N ALS )4y 0. (C3)

Then the noise in the Fourier space is given by

£(w,) = JmkgTNAty (0, )y, pw=1,...,N—1

& (wo) = y(wn), (C4)

0 Simulation
0.8 Theory

0 10 ¢ 20 30
FIG. 6. Correlation function of Ornstein—Uhlenbeck noise. The
black symbol signifies Monte Carlo simulation data; the red line

signifies theoretical values. The parameter settings used are m = 1.0,
ksT =0.5,% =1.0,Q=1.0,and N = 2'3.

where «,, are Gaussian random numbers with zero mean and
correlation (o, ,) = 8, _,. @, can be constructed as

1
w = E("u +iby)
where a,, and b, are, respectively, real and imaginary parts,
which are normal Gaussian random numbers. Finally, one
can obtain the discrete noise &(w,) and £(¢) is given by
inverse Fourier transform [65]. As the noise sequence has
been given, the second-order stochastic Runge—Kutta method
is appropriate to solve the GLE. For validation, we compared
the noise correlation function, (t) = yOSZ exp(—S2t), eval-
vated numerically from y(#;) = A Z E@G+ jADE®)),
with its theoretical value. The two results are in agreement
(see Fig. 6).

Figure 2 is constructed by numerical simulation of Eq. (9),
which is an integral-differential equation for C,(¢). A second-
order Runge—Kutta algorithm is

Ky = —At x Int[C,(A1)]
K, = —Ar x Int[C, (A1) + At x K;]
Cy(At) = Cy(0) + 0.5AH(K; + K>), (C6)

where C,(0) = 1 and Int[C,(At)] denotes trapezoid rule for
the integral on the right of Eq. (9). Then time series of C,(¢)
can be obtained and dynamical friction ygys is evaluated from

Eq. (4).

oy = ap; « (C5)
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