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Metal-to-insulator transition in an Anderson insulator with Kondo impurities
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We report a voltage-controlled critical behavior observed in a GaAs epitaxial structure containing a dense array
of ErAs nanoparticles. When fabricated with metal electrodes, the structure displays a voltage- and temperature-
dependent metal-to-insulator transition and strong hysteresis in the current versus voltage and versus temperature
characteristics, with critical temperatures as high as 77 K. Furthermore, we observed a diverging rms deviation of
the electrical conductance with respect to the critical bias voltage, which further supports the existence of a phase
transition. The insulating phase is governed by Efros-Shklovskii variable range hopping, and the conductance
reduces beyond instrument limits as the temperature drops toward zero; supporting it is an Anderson insulator.
The metallic phase displays a conductance minimum at a critical temperature behaving similarly to that of
single quantum dot due to Kondo resonance, and then the conductance increases as the temperature continues
to drop. Furthermore, the metallic phase displays a colossal magnetoresistance under a weak magnetic field at
77 K while the insulating phase does not. And the metal-to-insulator phase transition can be induced by the
magnetic field showing a critical discontinuity, similar to that versus temperature and voltage. We propose that
the metal-to-insulator phase transition can be explained by the concept of an Anderson insulator with Kondo
impurities.
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I. INTRODUCTION

GaAs epitaxial film with high erbium concentration
(GaAs:Er) is an excellent material for ultrafast photoconduc-
tive devices due to its high dark resistivity and subpicosecond
photocarrier recombination time [1–4]. When the dopant den-
sity is greater than ∼7 × 1017 cm−3, erbium incorporates
into epitaxial film as erbium arsenide (ErAs) nanoparticles
[5,6]. Because of its good lattice match with GaAs and its
semimetallic nature, ErAs has been investigated as metal
bases for transistors [7], and as metal contacts for single-
crystal Schottky diodes [8]. In addition, several interesting
properties of ErAs nanoparticle arrays have been revealed,
including antiferromagnetic behavior at low temperatures [9],
and low electron effective mass compared to common metals
[10].

We carried out a series of growth and characterization of
GaAs:Er epitaxial structures containing a significant amount
of ErAs nanoparticles for the development of ultrafast photo-
conductive devices [11–13]. Along the way, we have observed
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an interesting metal-to-insulator transition (MIT) behavior.
The MIT is a strong function of bias voltage, temperature, and
magnetic field, displaying several orders of magnitude discon-
tinuity and strong hysteresis. We have found it is significantly
different than the well-studied MITs in structures such as Si:P
or arrays of small metallic nanoparticles [14–19]. And this
new MIT has not been previously reported in any studies of
magnetic-impurity-doped quantum dot systems [20–25].

We propose that the insulating phase of the MIT is an
Anderson insulator arising from the strong disorder of ErAs
nanoparticles, and the metallic phase is due to Kondo impuri-
ties in Anderson insulators because Er is a rare-earth element.

II. EXPERIMENTS AND RESULTS

A. Samples

The rare-earth-doped epitaxial structures under test
had two different erbium (Er) concentrations: (A) 3.5 ×
1017 cm−3 for control structure (1.25 μm thick), and (B) 8 ×
1020 cm−3 (1 μm thick) (Fig. 1). These doping levels straddle
the widely accepted solubility limit of ∼7 × 1017 cm−3 for the
incorporation of atomic Er, so structure B is expected to have
many ErAs nanoparticles [Fig. 2(a)], and structure A few to
none.

The growth was carried out by molecular beam epitaxy
(MBE) on 76.2 mm diameter semi-insulating GaAs substrates
at a temperature of 600 ◦C as measured using band edge
thermometry. The growth rate was ∼0.65 monolayers per
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FIG. 1. Cross view of GaAs:Er epilayer.

second. The Er flux was calibrated using secondary ion mass
spectroscopy on a separate structure.

The Er and As atoms spontaneously form ErAs nanopar-
ticles because of the mismatch of the NaCl crystal lattice of
ErAs with the zinc blende of GaAs, and hence the nanoparti-
cles are energetically favored during the growth. Transmission
electron microscope (TEM) images of epitaxial structure B
[Fig. 2(a)] show that the GaAs remains a single crystal with
embedded ErAs nanoparticles that are spherical or nearly so.
No obvious stacking faults or other defects were observed
in the TEM images. The dimensions of the nanoparticles
in structure B are predominantly distributed in the range of
∼1–4 nm [Fig. 2(b)], the “most likely” being 1.6 nm height
and 2.5 nm width. They are densely packed with a typical
center-to-center separation of ∼3.4 nm and an estimated con-
centration of ∼5 × 1018 cm−3.

If perfectly spherical, a 2.0 nm diameter nanoparticle
would have a potential energy profile like that illustrated in
Fig. 2(c), where the �-point (X -point) levels correspond to the
valence (conduction) band edges in bulk ErAs. Unlike in bulk
ErAs, the � level lies below the X level due to the quantum
size effect. Quantum mechanical calculations indicate that a
nanoparticle may contain at least one bound energy level, and
sometimes may accommodate two bound levels resonant to
∼1550 nm. This is supported by near-infrared photoabsorp-
tion data (Ref. [26], Fig. S1 of [27], and Ref. [28]), and other
studies using scanning tunneling microscopy [29]. Electron
occupancy of energy levels is determined by the Fermi level,
which is assumed likely pinned at the midgap of GaAs by
interface states [29].

To characterize each epitaxial structure, we fabricated two-
terminal gap devices as illustrated in the cross-section view of
Fig. 1. Two 4.5 mm wide, 5.0 mm long, ∼200 nm thick AuGe
stripes were fabricated on top of the epitaxial layer separated
by a gap of ≈0.5 mm. Before the deposition of metal contacts,
the sample was cleaned with acetone, isopropyl alcohol, and
deionized water, and then dipped into a 90:10 HCl solution
for ∼30 s to get rid of native oxide. The electrodes were then
annealed in a nitrogen environment at 465 ◦C for 30 s. This
is a well-known technique for reducing contact resistance by
solid-state diffusion of Ge into GaAs. After the annealing, the
AuGe electrodes provide good ohmic contacts. We conducted
four-terminal as well as transmission line measurements at
room temperature, and the specific contact resistance was
estimated to be ∼1 × 10−6 � cm2.

Four such devices were fabricated for this study: device
A on epitaxial structure A, and three devices on structure
B, labeled devices B1, B2, and B3. Device B1 displayed the

FIG. 2. (a) A cross-sectional TEM image. The light-tone disks
indicate the presence of ErAs nanoparticles, consistent with Er be-
ing much heavier than Ga. (b) Histograms for nanoparticle size
distributions. (c) A potential well model based on 1550 nm optical
absorption and photoconductivity measurements [26].

043040-2



METAL-TO-INSULATOR TRANSITION IN AN ANDERSON … PHYSICAL REVIEW RESEARCH 4, 043040 (2022)

TABLE I. Hall data for control structure A at 300 K.

Resistivity (� cm) 12.4
Sheet charge density (1/cm2) 3.6 × 1011

Hall mobility (cm2/V S) 211.4
Sample polarity p-type

original MIT behavior, and devices B2 and B3 were fabricated
to check for reproducibility of the novel effects, and to inves-
tigate critical-point fluctuation and magnetoresistance.

B. Measurements of the control sample

The device under test (DUT) was mounted on the cold
finger of a Gifford-McMahon closed-cycle He refrigerator.
Apiezon grease was applied between the DUT and the cold
finger to ensure good thermal conduction. Before the DUT
was mounted, it was cleaned with acetone and isopropyl alco-
hol. The temperature was measured with a calibrated silicon
diode and read with a temperature controller. All currents
were measured with a source meter, which had a minimum
range limit of 1 pA. The source meter was precise to mea-
sure resistance as low as 100 � and as high as 200 M�. A
Python script was programmed to record the reading of the
temperature controller and the source meter automatically.
All measurements were conducted in a dark environment to
eliminate photogeneration.

To qualify our experimental technique, we started with de-
vice A—the control sample—and measured current (I) versus
temperature (T ) at different bias voltages (Vb) with low source
impedance (V mode) (Table I). The behaviors in Figs. 3 and
5(a) show typical conduction mechanisms for semiconductors
doped with point defects. Specifically, at 45 V bias and be-
tween ∼130 and 300 K, the conductance (G = I/Vb) displays
an Arrhenius behavior with activation energy of ∼0.13 eV
[Fig. 4(a); Table II]. As the temperature drops from ∼130 to
∼95 K, the G vs T curve is fitted with Mott variable range
hopping (VRH) [Fig. 4(b)] [30]; below ∼95 K but above the
“freeze-out” temperature ∼53 K, G vs T is best fitted with
Efros-Shklovskii (ES) VRH [Fig. 4(c)] [31]. Below ∼53 K,
the current drops monotonically, such that to the lower limit
of the source meter, so to the best of our capabilities, it is

FIG. 3. Device A (the control structure). Current versus temper-
ature when bias was 45 V.

FIG. 4. Device A (the control structure). (a) Arrhenius fitting of
Fig. 3 for the range of T ∼ 130–300 K. (b) Mott-type VRH fitting
of Fig. 3 for the range of T ∼ 95–130 K. (c) ES-type VRH fitting of
Fig. 3 for the range of T ∼ 53–95 K.

insulating. Analysis of the 5 V bias curve yields similar re-
sults, but without the ES VRH at low temperatures [Figs. 5(b)
and 5(c)]. The Arrhenius fitting for the range of ∼193–300 K
yields an activation energy of ∼0.18 eV, which is higher than
that of the higher bias Vb = 45 V [Fig. 4(a)]. The “freeze-
out” temperature is ∼71, K, higher than the G vs T curve
for Vb = 45 V [Fig. 5(c)]. Furthermore, we did I-V sweeps at
lower temperatures such as ∼5.8 K. The current in the range
of 0–140 V was unmeasurable with the source meter, thus
consistent with the insulating behavior.
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TABLE II. Fitting parameters for device A.

Transport Fitting parameters Bias 45 V Bias 5 V

Temperature range (K) 130–300 193–300
Arrhenius fitting [ln (G) vs 1/T ] Fitting equation y = −4.6 − 1474.5x y = −4.7 − 2110.7x

R2 of the fitting 0.9987 0.9970
Temperature range (K) 95–130 71–193

Mott fitting [ln (G) vs 1/T 1/4] Fitting equation y = 22.2 − 128.0x y = 17.9 − 123.8x
R2 of the fitting 0.9973 0.9902
Temperature range (K) 53–95 N/A

ES fitting [ln (G) vs 1/T 1/2] Fitting equation y = 9.0 − 270.3x N/A
R2 of the fitting 0.9933 N/A

C. Voltage-driven insulator-to-metal transition
and conductance minimum

Next, we characterized the device labeled as B1 for
structure B with the known high concentration of ErAs
nanoparticles, ∼5 × 1018 cm−3. Figure 6 displays the low-
bias I-V curve at room temperature, which shows a linear
relationship—direct evidence that the electrode contacts are
ohmic, not Schottky. Figure 7(a) plots the I vs T curve
in V mode Vb = 5 V (similar to the 10 V bias data pre-
sented in Figs. S2 and S3 of [27]). Unlike the piecewise
conduction mechanisms found for device A, the entire con-
ductance curve between ∼17 and 300 K is fitted better by
ES VRH [Fig. 7(b); Table III] than Mott VRH (Fig. S4
of [27]), and there is no crossover to either Mott-type or
Arrhenius behavior at the high temperatures. Lacking Ar-
rhenius activation is consistent with the fact that the Fermi
level is positioned near the midgap of GaAs, too deep to be
thermally excited. This ES-type behavior is commonly seen
in nanoparticle arrays or quantum-dot systems [32], and it
also suggests that the hopping conduction is dominated by
electron-electron interaction. The localized density of states
has a soft “Coulomb gap” centered around its Fermi level
and is likely proportional to (E − EF )2 [33]. The existence of
this type of Coulomb gap has previously been demonstrated
with scanning tunneling microscopy results [29]. As T drops
below ∼17 K, the current decreases to the lower limit of
the source meter, and the precipitous drop is consistent with
the insulating behavior expected from the Coulomb gap. Both
the temperature-decreasing and -increasing curves [Fig. 7(a)]
are practically superimposed over the entire range, contrary to
the hysteretic behavior described next.

Figure 8(a) shows I vs T behavior in V mode when de-
vice B1 was biased at a higher voltage of Vb = 45 V with
the other experimental conditions kept the same (similar to
the 50 V bias curve displayed in Fig. S5 of [27]). On the
temperature-decreasing curve, a conductance (or current)
minimum occurs at a critical temperature of TC ∼ 16.3 K,
below which the current suddenly jumps up almost two orders
of magnitude to ∼5.3 × 10−6 A and then tends to increase
slightly, down to at least 4.2 K [Fig. 8(b)]. This finite zero-
temperature conductance is a metallic behavior [34]. On the
temperature-increasing curve, which forms a clockwise hys-
teresis with the decreasing curve, the high conductance (G =
I/Vb) is approximately constant up to TK ∼ 49 K, where a
steep decrease occurs [magnified in Fig. 8(c)]. However, the

drop is not as abrupt as for the temperature-decreasing curve
near TC .

Next, I-V curves were taken for device B1 in V mode at a
fixed temperature below TC , namely T ≈ 4.3 K. The voltage
was swept from low to high and then high to low, yielding the
counterclockwise hysteresis loop shown in Fig. 9(a). When
Vb is less than VL ≈ 16 V, the device is insulating with un-
measurable current. As V increases, the current I increases
monotonically but then displays a sudden increase in slope at
an intermediate voltage VI ≈ 35 V. In the range of VL to VI , we
found that the I-V characteristic was fitted with a power law
having an exponent of k ≈ 4.8, i.e., I ≈ (Vb − VC )k , where VC

is threshold voltage [Fig. 9(b); Table IV], which may originate
from the disorder in nanoparticles [19].

This type of hopping conduction behavior has previously
been studied in nanoparticle arrays or quantum-dot assem-
blies, suggesting that transport through a small number of
nanoparticles at a time is determined by cooperative electronic
behavior via multiple inelastic co-tunneling [32]. The average
number of nanoparticles involved in the process at this tem-
perature is estimated from the exponent N ≈ (k + 3)/2 ∼ 4.
This agrees with Ref. [32] that a typical co-tunneling involves
4–4.5 “grains” at low temperatures. As temperature rises, the
power law still holds, but k decreases and eventually becomes
k ≈ 1 at room temperature (Fig. 6).

Further, at a higher voltage of VH ≈ 51.5 V, critical be-
havior is again observed as the current abruptly jumps from
4.4 × 10−8 to 8.0 × 10−6 A—over two orders of magnitude.
The abrupt increase, which is consistent with the temperature-
dependent curves at fixed bias such as 45 V [Fig. 8(a)], is
not likely cross-gap impact ionization in GaAs, or that of
nanoparticles as the electric field in our experiments is too
low, <103 V/cm, compared to the typical threshold field
(>1 × 105 V/cm) in bulk GaAs. This type of temperature
dependence has not been observed in any other nanoparti-
cle arrays even under high bias voltage, that is, beyond the
Coulomb blockade regime [32].

As Vb sweeps down, I drops rapidly at a (lower) voltage of
∼26.3 V. Furthermore, as T is increased from 4.4 to 5.8 K,
VH (VL) of the current-voltage curves shifts to the right (left)
by ∼1 V, respectively [Fig. 9(c)].

D. Current fluctuation measurements

Next, we studied electrical fluctuation of device B1 in V
mode around the critical voltage using a bias-tee circuit. The
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FIG. 5. Device A. (a) Current versus temperature at bias 5 V.
(b) Arrhenius fitting of (a) for the range of T ∼ 193–300 K. (c) Mott-
type VRH fitting of (a) for the range of T ∼ 71–193 K.

bias tee had a rise time of 45 ps and a bandwidth from 3.5 kHz
up to 7 GHz. Its inductance was 1.34 mH, and capacitance
was 0.9 μF. The DUT was connected to the RF/DC port of
the bias tee. The source meter was connected to the DC port,
which supplied the bias voltage to the DUT. The wave form
was measured with an oscilloscope connected to the RF port.
The input port of the oscilloscope was set to AC coupled with
a 1 M� input resistance. The bias tee directed most of spectral
power to the oscilloscope. Therefore, the fluctuation of the
current δI (t ) ≈ δV (t )G is proportional to the fluctuation of

FIG. 6. I-T behaviors for device B1. Linear I-V curve at 300 K.

the voltage δV (t ) measured with the oscilloscope, where G
is the differential conductance of the DUT, which can be
estimated from the I-V curve.

The time series of δV (t ) were taken for Vb biased below and
above the threshold VH , respectively [Fig. 10(a)]. The δI (t ) in-
creased (decreased) as the bias voltage approached (departed
from) the critical VC , resulting in a singular behavior shown in
Fig. 10(b). The largest measured deviation is at 53 V, which is
closest to the critical bias VH ∼ 51.5 V [Fig. 9(a)]. Divergent
fluctuations at the critical point are universal in nature of all

FIG. 7. I-T behaviors for device B1. (a) Current versus tempera-
ture curve at bias 5 V. (b) Fitting of (a) with Efros-Shklovskii VRH.
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TABLE III. Fitting parameters for device B1.

Transport Fitting parameters Bias 45 V Bias 5 V

Temperature range (K) N/A 17–300
ES fitting [ln (G) vs 1/T 1/2] Fitting equation N/A y = −10.0 − 29.6x

R2 of the fitting N/A 0.9849
Temperature range (K) 40–49.7 N/A

I vs ln (T/TK ) Fitting equation y = −3.4 × 10−7 − 5 × 10−5 ln (T/TK ) N/A
R2 of the fitting 0.8946 N/A

phase transitions [35–37]. Thus Fig. 10 supports the existence
of an MIT phase transition in the epitaxial structure B.

E. Reproducibility measurements

To investigate the reproducibility of the results for device
B1, we fabricated a second sample on epitaxial structure B,
labeled device B2. It was on a chip from a different spot of the
structure-B wafer.

At a low fixed bias Vb = 10 V, it exhibits a rapidly de-
creasing conductivity as the temperatures drop below ∼66 K
[Fig. 11(a)]. At a high bias such as Vb = 50 V, the current
(or conductance G = I/Vb) for both the increasing and de-
creasing curves first drops to a minimum at TC ∼ 21.9 K and
then increases as the temperature approaches lower values
[Fig. 11(b)]. The curves correspond to a clockwise hysteresis
loop between the two temperatures TC ∼ 21.9 K and TK ∼
44.9 K. The current increase at TC is abrupt but the drop at
TK is more gradual. The current achieves a minimum at TC

and continues to increase with decreasing temperatures below
TC , behaving like a metal.

When set at a fixed temperature such as T ∼ 6.3 K, the
I-V sweep in both forward and reverse directions displays
a six-order-of-magnitude discontinuity, and the two curves
comprise a counterclockwise hysteresis loop [Fig. 11(c)],
similar to the behavior of device B1. It is not exactly the
same, probably because of the nonuniformity distribution of
nanoparticles.

F. Colossal magnetoresistance

To investigate the magnetoresistance effect, we fabricated
a third device based upon structure B, device B3, which had
the same strip electrodes as the other devices, but on a smaller
chip that could fit in a small liquid-nitrogen Dewar in the bore
of an electromagnet.

The measured I-V curves are plotted in Fig. 12(a) at a fixed
temperature of 77 K for both V-mode and I-mode (high source
impedance) bias. As expected, Fig. 12(a) shows two discon-
tinuities in current at the critical values of the increasing-
and decreasing-voltage curves. And the discontinuity voltages
are VH ≈ 35.8 and VL ≈ 32.3 V, respectively. The I-V char-
acteristic for lower biases below VH was well fitted with the
power law I ≈ (Vb − VC )k , in which the exponent is k ∼ 4.6
[Fig. 12(b); Table IV]. This again supports that the conduction
is via macroscopic co-tunneling among nanoparticles. It is a
precursor of the current discontinuities. Figure 12(c) shows
a voltage discontinuity at a critical value (≈40.0 μA) of the
increasing current curve. We also notice that the curves in

Fig. 12(c) are noisier than those of Fig. 12(a) during the
transition. We attribute this to the fact that I-mode bias allows
access to the inherently unstable region of the I-V curve laden
with critical-point fluctuations. The rest of the curve becomes
“quieter” just below and above the critical transition.

Finally, we utilized the smaller size of the device B3 chip to
measure magnetoresistance at T = 77 K. A uniform, tunable
magnetic field was applied perpendicular to both the current
direction and the device-B3 substrate forming the so-called
Voigt configuration.

When device B3 was biased into the insulating phase at
a bias of Vb = 10 V, the magnetoresistance changes little in
response to the magnetic field [Fig. 13(a)].

But when it was in the metallic phase at a bias of Vb =
39 V, the magnetoresistance is positive, and becomes so large
that the ratio [defined as [R(B) − R(0)]/R(0)] reaches values
of ∼1627% at ∼947 G [Fig. 13(b)]. This magnitude of magne-
toresistance is comparable to that first reported for GaAs:ErAs
systems at a much lower temperature of 1.5 K, which was
attributed to a magnetic polaron effect [21].

On both the B-field-increasing and -decreasing curves,
there is a sudden jump at B ≈ 350 G. This is similar to the
voltage- and temperature-induced discontinuities described
earlier for devices B1 and B2. Above B ∼ 408 G, the mag-
netoresistance resumes to a slower rate of increase with
magnetic field, approaching an asymptote which is almost the
same as the level of insulating state prior to the MIT transition.
Therefore, the experimental data suggest that the insulating
phase transforms into the metallic phase at a critical BC of
≈350 G.

III. DISCUSSION

Temperature, voltage, and magnetic characteristics, specif-
ically the colossal magnetoresistance effect (CMR), dis-
played during the metal-to-insulator transition, have been
seen in the several MITs of strongly correlated materi-
als, such as transition metal compounds [38] (e.g., EuO),
or perovskite manganites [39–42] (e.g., Pr1−xCaxMnO3 and
La5/8−xPrxGa3/8MnO3). The similarity should provide clues
for understanding the experimental data presented in this
paper.

For example, the CMR measured in this investigation
(≈16 times) is significantly smaller than the one measured in
Pr1−xCaxMnO3, which is on the order of 105, but at a much
stronger magnetic field B ≈ 6.8 T [40]. Moreover, the CMR
in Pr1−xCaxMnO3 is negative and is believed to be related to
the ferromagnetic metallic state. The CMR in sample B3 (of
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FIG. 8. I-T behaviors for device B1. (a) Current versus temper-
ature when the bias was 45 V. On the temperature-decreasing curve,
at TC ∼ 16.3 K, the current jumps up about two orders of magni-
tude, and then increases slightly as the temperature decreases toward
zero. On the temperature-increasing curve, the high conduction is
maintained above TC , yielding a strong hysteresis. The upper limit of
the hysteresis occurs at TK ∼ 49 K. (b) Zoom-in on the temperature-
decreasing curve of (a). (c) By isolating the temperature-increasing
curve of (a), the conductance is fitted with | ln (T/TK )| (red line). The
fitting curve is plotted on the right side of (c) (Table III).

this research) is positive, and thus the metallic phase cannot
be related to any ferromagnetic state.

A. The insulating phase

First, the possibility of surface leakage current is elimi-
nated as it would not display the power-law I-V characteristic

FIG. 9. Device B1. (a) Current versus bias voltage sweeps for
device B1 in both forward and reverse directions at T = 4.3 K. The
curves display a pronounced hysteresis loop—a telltale sign of phase
transitions. (b) ln I vs ln Vb fitting in the range VL and VI on the
forward-sweeping curve of (a) (Table III). (c) Current versus bias
voltage sweeps for device B1 at T = 4.4 K and 5.8 K. VH is shifted
to the right by ∼1 V while VL is shifted to the left by ∼1 V as T varies
from 4.4 K to 5.8 K, respectively.

shown in either Figs. 9(b) or 12(b). Generally, the Fermi level
for GaAs is pinned near the midgap of the semiconductor
because of the large density of surface states contributed by As
and Ga antisite defects. These states are deprived of electrons
due to the band bending caused by the Fermi-level pinning.
This would lead to an increase in resistivity with decrease
in temperature, not the decreasing resistivity measured in our
samples.
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TABLE IV. Power-law fitting for devices B1 and B3.

Temperature (K)
Power law Fitting parameters B1 at 4.3 K

Voltage range (V) 16–35
ln (I ) vs ln (V ) Fitting equation y = −37.5 + 4.8x

R2 of the fitting 0.95513
B3 at 77 K

Voltage range (V) 0–35.8
ln (I ) vs ln (V ) Fitting equation y = −25.9 + 4.6x

R2 of the fitting 0.9802

Further, as shown in Fig. 6, the AuGe contact is ohmic. As
shown in Figs. 7(a) and 7(b), the fitting of the conductance
versus temperature curve is consistent with ES variable range

FIG. 10. (a) Time series of voltage fluctuation at T = 4.3 K.
(b) rms current fluctuation versus bias voltage.

hopping, a major conduction mechanism of noncrystalline
solids. Furthermore, as shown in Figs. 9(b) and 12(b), the
power law of the I-V curves, I ≈ (Vb − VC )k , is consistent with
macroscopic co-tunneling, a unique transport mechanism for
quantum dot/nanoparticle/grain systems. These facts support
that the transport mechanisms are from the samples them-
selves, not dictated by any effects from Schottky contacts.

Thus the experimental data in Fig. 7 and the TEM image in
Fig. 2 support that the nanoparticle array with strong disorder
in the potential wells of ErAs nanoparticles is an Ander-
son insulator because all states around the Fermi energy are
localized [32,43,44].

B. The metallic phase

Whether a material is metal or insulator is determined
by the behavior of its conductance with respect to tempera-
ture when the temperature approaches absolute zero (Fig. 1
of Ref. [34]). In the insulating regime, the zero-temperature
conductivity vanishes. In the metallic regime, the zero-
temperature conductivity remains finite. The profound physics
underneath is the Ioffe-Regel criterion, kF l ∼ 1, where kF is
the Fermi wave number, and l is the mean free path [45]. The
metallic regime corresponds to kF l � 1 whereas the insulat-
ing regime corresponds to kF l � 1. For the metallic regime
with kF l > 1, the conductance increases as the temperature is
lowered.

Figures 8(b) and 11(b) indicate that the samples become
metallic at low temperatures. The conductance can be written
in the form of G(T ) = G0 + F (T ) [34]. The linear fitting
of the temperatures T < 16 K in Fig. 8(b) yields G(T ) =
2 × 10−7 − 3 × 10−9T . G0 = 2 × 10−7 is likely determined
by the extent of disorder [34]. The negative coefficient of
F (T ) = −3 × 10−9T shows that the conductance increases
while the temperature is lowered. Thus, despite the strong
disorder, the conductance at low temperature displays the
characteristic metallic behavior kF l > 1.

In Fig. 8(b), we measured an asymptotic current of
∼7.0 μA at a bias voltage of 45 V, or a conductance of G =
1.56 × 10−7 S. Given the contact separation of s = 0.5 mm
and width of w = 4.5 mm, and the epitaxial thickness of
t = 1.0 μm, this corresponds to a bulk electrical conduc-
tivity of g = Gs/A = Gs/(wt ) = 1.73 × 10−2 S/m. Now we
consider the minimum metallic conductivity σmin using the
Mott-Ioffe-Regel limit, σmin = Ce2/h̄l , where e is the electron
charge and C is a constant ≈0.03 [15,30]. l has a differ-
ent meaning for different conduction regimes [46]. Here, we
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FIG. 11. I vs T behavior for device B2 (structure B). (a) Current
vs temperature curve, Vb = 10 V. (b) Current vs temperature curve,
Vb = 50 V. (c) Voltage vs current at a fixed temperature T = 6.3 K.

assume l would be the mean separation between nanoparticles
assuming they lie so deeply in the GaAs band gap that the
only likely transport mechanism is electron hopping. We can
estimate l knowing that the Er fraction is 4.0% by volume, and
assuming that all nanoparticles have the most likely diameter
of 2.5 nm. The resulting l is 5.9 nm, which leads directly to
σmin = 1.24 × 103 S/m.

Why is the conductivity (g = 1.73 × 10−2 S/m) lower than
the minimum metallic conductivity despite that the nanopar-

FIG. 12. (a) Voltage-controlled sweeps in both forward and re-
verse directions for device B3 of structure B. The temperature was
T = 77 K. (b) The fitting of ln(current) vs ln(voltage) prior to the
jump (Table IV). It displays a superlinear relationship between the
current and the voltage. (c) Current-controlled sweeps in both for-
ward and reverse directions.

ticle array displays metallic behavior at low temperatures?
According to the analysis in Ref. [19], the pattern of current
flow in an array of quantum dots/nanoparticles is through
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FIG. 13. Device B3. (a) Magnetic field sweeps in both forward
and reverse directions; the temperature was T = 77 K and the bias
was Vb = 10 V. (b) Magnetic field sweeps in both forward and re-
verse directions, T = 77 K and Vb = 39 V.

multiple paths (or channels) between the two electrodes. How-
ever, many paths from the left electrode to the right electrode
are still closed, contributing little to the conduction because of
the discrete nature of nanoparticles and the nonuniformity of
the array. Thus the effective area A′ used in the conductivity
calculation g = Gs/A contributed by these conducting paths
may be much smaller than the area A defined by the geometry
of the DUT (e.g., the separation s, the width w, and the thick-
ness t), A′ < A; the real conductivity g′ should be significantly
greater than the experimental value g.

In the metallic phase of the nanoparticle array under high
bias, the conductance on the temperature-decreasing locus
reaches a minimum and tends to increase as the temperature
T approaches zero, obeying neither the Arrhenius law or the
variable range hopping laws [Fig. 7(b)]. This conductance
minimum is strikingly similar to the Kondo effect that occurs
to conductance minimum associated with single nonmagnetic
quantum dot at low temperature <1 K [47–54].

It is well known that metals with (point) magnetic im-
purities manifest a resistance minimum due to the Kondo
effect when the temperature drops below the Kondo temper-
ature [55–60]. For the scenario of a quantum dot, it is the
conductance that displays a minimum because of Kondo res-
onant scattering by an unpaired spin occupying a bound level
of the quantum dot. The underlying Kondo physics for both
metal and quantum dots is essentially the same.

The increase in Fig. 8(b) is discontinuous, whereas the
single quantum-dot logarithmic behavior is continuous. For
the temperature-increasing locus of Fig. 8(a), the disconti-
nuity at the critical temperature is not as steep as for the
temperature-decreasing locus of Fig. 8(a), and is found to have
a | ln (T/TK )| dependence near TK [Fig. 8(c), Table III], which
is a characteristic feature of the Kondo effect [47–54].

How is the localization of the disorder created by the
randomness of ErAs nanoparticles weakened? Atomic Er is
known to incorporate into the rocksalt crystal structure of
ErAs nanoparticles as a trivalent ion Er3+ with atomic con-
figuration 4 f 11 [61] and an effective magnetic moment of
∼5.3 bohr magnetons [9]. An ErAs nanoparticle having the
size of those in our samples (∼2.0, nm diameter) can be
modeled as an electron potential well containing multiple
localized spins of Er ions. As T is lowered below the Kondo
temperature, an incident hopping electron may be scattered
by the localized spins of the nanoparticle through a spin-flip
exchange, which substantially enhances the tunneling proba-
bility through the potential well presented by the nanoparticle.
Thus, the localization length is enhanced by the presence
of Kondo impurities. This agrees with the theory that the
transmission of electrons through a barrier can be increased by
the presence of magnetic impurities within the barrier [62,63].
Such magnetic-impurity-induced transparency contributed by
Kondo resonant transport was confirmed by the experimental
studies on a single quantum dot [47–54].

The Kondo spin-flip exchange significantly modifies the
energy spectrum of the nanoparticle by creating a sharp res-
onant state, which is always aligned with the (local) Fermi
energy [52]. When Kondo resonance happens collectively in
an array of ErAs nanoparticles, the bandwidth W of the density
of states (DOS) for the array is reduced but the peak of the
DOS grows substantially. Hence, we propose it is the Kondo
resonance of the nanoparticle that overcomes the Anderson
localization and drives the metal-to-insulator phase transition
reported above.

More rigorous theoretical studies by Kettemann [64,65] on
2D Anderson insulators with Kondo impurities predicted that
a metal phase is possible in Anderson insulators, supporting
our hypothesis above. The theories also predicted a giant
magnetoresistance when the density of magnetic impurities
is greater than a threshold and the Kondo effect takes place.
This agrees with our observation that the metal-to-insulator
transition occurs only in the samples with high Er concentra-
tion (i.e., the B samples), and the CMR occurs to the metallic
phase in weak magnetic fields.

The giant magnetoresistance can be understood from the
resistance of the Anderson insulator, which is described in
the form of Efros-Shklovskii VRH, RES ∝ exp [(Tes/T )1/2],
where Tes = e2/εξkB. kB is the Boltzmann constant, ε is the
dielectric constant, and ξ is the localization length [31,46].
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ξ is enhanced by magnetic impurities when their density
is greater than a threshold [65], leading to metallic phase.
When the Zeeman splitting from magnetic field suppresses
the Kondo scattering induced correlation, a slight change in
the localization length ξ may cause an exponential variation
of resistance (or conductance).

Why does the metal-to-insulator transition have a critical
dependence on bias voltage? There are two possible rea-
sons. One is that electrons need to overcome the disorder of
nanoparticles or quantum dots [19]. This is evidenced by the
threshold VC in the power law ≈(Vb − VC )k prior to the current
discontinuities [32]. The other is that electrons need to hop
far enough from their residential nanoparticle to reach the
proximity of its neighboring nanoparticles. It is well known
the hopping probability is enhanced by electric field F through
a factor of ∼ exp (eFRd/2kBT ) [30], where Rd is the nearest
neighbor distance.

One may argue that the I-V curve in the V mode of Fig. 9(a)
is similar to those of n-type GaAs measured at liquid helium
temperatures, which previously was explained with impact
ionization of shallow neutral donors [66–68]. Despite the sim-
ilarity, several aspects of our data cannot be explained by the
impact ionization effect.

First, in Fig. 8(b) at 45 V bias, as the temperature decreases
to 16.3 K, the conductance of device B1 increases abruptly
instead of dropping monotonically, as the n-type GaAs does
because of the freeze-out of free carriers onto shallow im-
purities [66]. Second, in our measurements of critical point
fluctuations, the rms deviation decays with bias away from
the critical point [Fig. 10(b)]. This is contrary to the bias
dependence of impact ionization, where the fluctuation gen-
erally increases in magnitude above the critical breakdown
voltage. Third, the colossal magnetoresistance in Figs. 13(a)
and 13(b) occurring only in the metal phase above a threshold
bias is very different from the magnetoresistances observed
for both pre- and post-impact ionization breakdowns, where
the changes were continuous and substantial [69,70].

We also mention that a current discontinuity versus voltage
and temperature was reported in p-type GaAs layers doped
with Mn, a paramagnetic transition metal. This was explained
as a “hole-driven” Mott metal-to-insulator transition model
[71]. The physics underlying this effect is different from those
of our epitaxial structures, since at the low doping density of
Mn used, any nanoparticle formation should not be likely.

IV. CONCLUSION

We have presented a new type of MIT phase transition
discovered in GaAs epitaxial structures embedded with ErAs
nanoparticles because of high Er concentrations. Transport at
lower biases can be well described by the ES VRH among
localized states. And the conductance disappears as the tem-
perature drops toward absolute zero. Because the insulating
phase is traced to the disorder of the nanoparticle poten-
tials, it is categorized as an Anderson insulator. The transport
at high biases displays a conductance minimum, a drastic
increase in conductance at lower temperatures, and then a
finite zero-temperature conductance, accompanied by hys-
teretic behaviors and great magnetoresistances. This metallic
phase is likely related to a cooperative behavior among
the nanoparticles via Kondo scattering. Thus, we argue that
the voltage-controlled MIT may be explained with the con-
duction mechanisms of an Anderson insulator with Kondo
impurities.
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