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Multimetastability effect on the intermediate stage of phase separation in BaO-SiO2 glass
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Controlling the phase separation phenomenon can enhance the properties of glass materials, such as trans-
parency and strength. However, the initial and intermediate stages of phase separation of amorphous glass
are yet to be understood completely. In this study, we performed an in situ observation on glass through
scanning transmission electron microscopy, which possesses a high spatial resolution and chemical sensitivity.
We visualized the phase-separated structure in the initial and intermediate stages of phase separation and
observed a local and rapid change in the phase-separated structures and the formation of regions with advanced
and delayed degrees of phase separation. The results were compared with the phase-field simulation and it was
concluded that the characteristic change of the phase-separated structures is attributable to the multimetastability
of the amorphous phase.
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I. INTRODUCTION

Phase separation is a phenomenon that occurs when a uni-
form phase becomes unstable due to changes in temperature
or pressure and separates into two stable phases [1]. This phe-
nomenon can enhance the physical and chemical properties
of glass [2] and is primarily studied in Fourier space through
light [3], x-ray [4], or neutron [5] scattering methods. These
studies have revealed the laws for developing average struc-
ture [3,6]. Cahn and Hilliard modeled phase separation using
the Gibbs energy of the system and the composition gradient
energy [7–11], and showed that phase separation proceeds
to minimize the total energy. From the viewpoint of Gibbs
energy, the phase separation type mainly can be classified into
spinodal and binodal types, while the phase separation pro-
cess can be divided into initial, intermediate, and final stages
[1]. The initial stage begins with compositional fluctuation
or nucleation, which becomes large in the intermediate stage
and continues until the composition is binarized. After the
composition is binarized, the phases begin coarsening in the
final stage.
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Amorphous glass materials have random and isotropic
atomic structures [12]. The atomic structures of glass have
multimetastable states that can undergo structural transitions
(i.e., crystallization) [13], affecting the local phase-separated
structure. The effect of the phase-separated structure on crys-
tallization [14] and the cessation of the coarsening of the
phase-separated structure have been reported [15]. Moreover,
the effect on the local phase-separated structure when the
transition occurs in the final stage has been relatively well
studied [14–17]. However, the effect on the initial and inter-
mediate stages has not been extensively researched and only
a few observations of the phase-separated structure in the
initial and intermediate stages have been made by imaging
[18]. Because the phase-separated structure formation pro-
ceeds mainly during the initial and intermediate stages of the
phase separation, it is essential to gain insight into these stages
from the perspective of the phase separation process by imag-
ing. Moreover, imaging the formation of the phase-separated
structure is important to obtain guidelines for controlling the
phase-separated structure and crystallization. The nanoscale
sizes of the phases and the slight compositional differences
between the phases in the initial and intermediate stages made
it challenging to make observations through imaging. High
resolution and chemical sensitivity are required for imaging
the phase-separated structure at the initial and intermediate
stages. Recently, our group revealed that the high-angle an-
nular dark-field (HAADF) method conducted by scanning
transmission electron microscopy (STEM) possesses suffi-
cient spatial resolution and chemical sensitivity to observe the
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phase-separated structure in the initial and intermediate stages
[18,19].

Thus, the purpose of this study is to visualize the phase-
separated structure in the initial and intermediate stages of
the phase separation and to gain deep insight into the phase
separation process of amorphous glass. We conducted an
in situ STEM observation on the temporal change of local
phase-separated structures using a microelectromechanical
system (MEMS)-based heating holder. We examined the re-
sult of in situ STEM observation and compared them to
the phase-field simulation. Therefore, temporal change of the
phase-separated structure in the initial and intermediate stages
was observed in real space. Additionally, a local and rapid
change in the phase-separated structure being attributable to
multimetastability of the amorphous phase was observed.

II. MATERIALS AND METHODS

A. Sample preparation

A silicate-based glass [27.0 BaO–73.0 SiO2 (mol %)] was
selected for the experiment with a glass transition tempera-
ture of 695 °C [20]. The bulk glass samples were prepared
by the conventional melt-quench method. The mixed batch
materials of SiO2 and BaO were placed in a Pt90Rh10 cru-
cible and melted in an electric furnace at 1650 °C for 3 h
in air. Subsequently, the obtained melt was quenched with
water to produce small fragments, which were then mixed
and remelted at 1680 °C for 3 h to homogenize the glass.
The second melt was rapidly quenched by casting into two
rollers with a cooling water flow to prevent the phase sepa-
ration (referred to as a quenched sample from hereon). The
flakes obtained from the quenching melt were transparent.
Samples were thinned for the STEM observation by crushing
in an agate mortar and then dispersed on Fusion E-chips
(Protochips. Inc), a MEMS-based heating chip.

B. STEM observation

The high-temperature STEM observations were performed
using an aberration-corrected STEM (JEM-ARM200F, JEOL
Ltd.). The compositional distribution was measured by
HAADF image and image processing. The procedure of im-
age processing is provided in the Supplemental Material [21].
The accelerating voltage was 200 kV, while the convergent
semiangle, dwell time, and pixel size were set to 20.8 mrad,
8 μs, and 0.38 nm × 0.38 nm, respectively. The number
of scanning points for vertical and horizontal directions was
1024. The detection angle of HAADF was 54–220 mrad. We
utilized a Fusion (Protochips. Inc.) system to perform an in
situ heating experiment. The sample was heated at 695 °C for
approximately 6.5 h which decomposed due to the binodal
phase separation [22–25].

The composition and the thickness of the sample before
and after heating were measured using a four-dimensional
STEM (4DSTEM) equipped with a fast pixelated detector
(4DCanvas, JEOL Ltd.) [26]. The composition of the sample
was considered uniform before heating, while the thickness
was measured. The composition and thickness of the sample
were simultaneously measured after heating.

C. Phase-field simulation

We considered a phase-field model for a virtual A-B binary
system to conduct two-dimensional phase-field simulations of
the microstructure evolution in the BaO–SiO2 pseudobinary
system, where the composition ci(r, t ) (i = A, B) was used as
a field variable. The total free energy of the system (Gtotal) was
determined using Eq. (1).

Gtotal =
∫

r

[
Gm + 1

2
κ{(∇cA)2 + (∇cB)2}

]
dr, (1)

where Gm is the Gibbs energy of the solution phase, and
κ is the gradient energy coefficient. We considered regular
solution and polynomial models for Gm. cB is assigned to an
independent variable, and its temporal evolution is obtained
by solving the Cahn-Hilliard nonlinear diffusion equation
[Eq. (2)],

∂cB(r, t )

∂t
= ∇M∇ δGtotal

δcB(r, t )
+ ξ (r, t ), (2)

where M and ξ are the kinetic coefficient and thermal
noise, respectively. We consider that M is given by M =
Mcc0(1 − c0), where Mc is the temperature-dependent atomic
mobility and c0 is the average composition. The Cahn-Hilliard
equation was solved using the explicit finite-difference
method. All physical parameters were reduced to dimension-
less quantities in the numerical simulation using the following
scaling factors: the product of the gas constant and absolute
temperature, RT , for energy density; the unit grid size in
the difference method, l0, for length; and (McRT/l2

0 )−1 for
time.

1. Regular solution model

The regular solution model for the Gibbs energy Greg
m is

expressed in Eq. (3),

Greg
m = cAGA + cBGB + RT (cAlncA + cBlncB) + cAcB�,

(3)
where GA and GB are the Gibbs energies of the solution phase
containing pure components A and B, respectively, and � is
the temperature-dependent interaction parameter. We consid-
ered GA = GB = 0 for simplicity. We used a 2562 uniform
grid, and dimensionless parameters �̂ = 3.007 and κ̂ = 3.941
in the numerical simulation. The average composition and
dimensionless unit time step were set to c0 = 0.2 and �τ =
0.0005, respectively. The Gaussian distributed random num-
bers with mean zero and variance σ 2 = 0.0322 were used to
incorporate the dimensionless noise term ξ̂ [27].

The simulation was initiated by seeding several minor
phases with cB = 0.93 in a matrix phase with cB = 0.15. We
combined the microstructures simulated for τ = 250 (lower
left side) and τ = 10 (upper right side) to simulate the mi-
crostructure evolution when its domains with different degrees
of the phase separation progress coexisted. Subsequently, we
restarted the phase-field simulation using the combined mi-
crostructure.
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2. Polynomial model

The polynomial model for the Gibbs energy Gpoly
m is ex-

pressed in Eq. (4),

Gpoly
m = a(cB − 0.04)2(cB − 0.25)2(cB − 0.5)2(cB − 0.8)2

× (cB − 0.96)2 + b(cB − 0.04)2(cB − 0.6)2

× (cB − 0.96)2 + c(cB − 0.04)2(cB − 0.96)2

+ d (cB − 0.5)2, (4)

where a, b, c, and d are temperature-dependent coefficients.
We used a 1282 uniform grid and dimensionless parameters
â = 7417, b̂ = 9.889, ĉ = 2.472, d̂ = 0.3090, and κ̂ = 3.116
in the numerical simulation. The average composition and
dimensionless unit time step were set to c0 = 0.35 and �τ =
0.008, respectively. The Gaussian distributed random num-
bers with mean zero and variance σ 2 = 0.0082 were used to
incorporate the dimensionless noise term ξ̂ .

The polynomial function derived Gibbs energy has several
local minima at specific compositions. Because the average
composition is within the spinodal region, phase separation
by the spinodal decomposition occurs when the simulation
is initiated from a homogeneous solution phase with a small
compositional fluctuation. However, the simulation produced
a metastable microstructure consisting of two phases with
the compositions where the Gibbs energy has local minima.
Thus, two different metastable phase-separated microstruc-
ture domains were combined in this study, and the subsequent
microstructure evolution was simulated.

III. RESULTS AND DISCUSSION

Based on the phase diagrams reported in previous stud-
ies [22,23,25], the silicate-based glass 27.0 BaO–73.0 SiO2

(mol %) separated into major and minor phases of BaO (35.0
BaO–65.0 SiO2) and SiO2 (0.0 BaO–100.0 SiO2) by bin-
odal phase separation at 695 °C, respectively. The minor SiO2

phase was almost pure with a volume fraction of 23%, result-
ing in the formation of a droplet structure. Figure 1 shows the
thickness and composition maps of the sample measured by
4DSTEM before and after heating [26,28]. The sample has a
uniform compositional distribution before heating. The zero
value in the thickness map indicates the vacuum area; the
thickness gradually increases from left to right. However, the
compositional distribution becomes nonuniform after heating,
with the appearance of spherical regions with a low BaO com-
position (blue color). The composition is in the range of 17–35
BaO mol %, which is narrower than that of the two-phase
coexistence region (0–35 BaO mol %) [23]. According to the
phase diagram of the previous report [23], SiO2 phases with
high purity should be precipitated. This discrepancy was at-
tributed to the combination of the properties of STEM and the
phase-separated structure. Because the obtained STEM image
was a projection image, the information along the irradiation
direction (thickness direction) was integrated or averaged. In
this sample, the major BaO phases overlapped the minor SiO2

phases, and the measured composition of the SiO2 phases was
averaged with the overlapping BaO phases. Thus, the mea-
sured BaO composition at the SiO2 phases was overestimated.
Thus, the blue color region in the compositional map indicates
the area of the precipitated SiO2 phases.

FIG. 1. (a) Thickness map and (b) composition map of the sam-
ple before heating. (c)Thickness map and (d) composition map of
the sample after heating. The sample thickness increases from left to
right in the image, while the composition becomes nonuniform after
heating.

The region inside the black rectangle in Fig. 1(d) is se-
lected for analyzing the temporal change in the compositional
distribution. The time series of the compositional distribution
in this region are shown in Figs. 2(a)–2(f); the red and blue
colors correspond to the regions with high and low BaO
compositions, respectively. There were temporal changes in
the compositional distribution. For example, the size of the
nucleated SiO2 phase encircled by the dashed lines increased
as time passed. The BaO compositions in the BaO and SiO2

phases increased and decreased, respectively [Figs. 2(b)–2(f);
t = 2, 130–23, 150 s]. We defined the area where the SiO2

phase precipitated to quantitatively measure the temporal
changes of compositional distribution. The region whose BaO
composition was lower than 25.8 BaO mol % and area larger
than 9 pixels (20 nm2) was defined as the area where SiO2

phases precipitated. Hereafter, for simplicity, we call the area
where the SiO2 phase precipitated as the SiO2 phase. Addi-
tionally, the average compositions of the BaO and SiO2 phases
are defined as the top and bottom 10th percentile of BaO com-
position of all pixels, respectively. Since SiO2 phases should
be defined according to whether the BaO composition is lower
than the average value, the threshold should be set to 27 mol %
ideally. However, the HAADF image and the compositional
image created based on the HAADF image are affected by
noise. To reduce the effect of noise, a margin of about 5%
was taken. Similarly, the composition of SiO2 and BaO phases
should be measured by their maximum values, but to reduce
the effects of noise, they are defined as the top or bottom 10th
percentile of the BaO composition of all pixels. We measured
the temporal changes of average size and the number of the
SiO2 phases, and the average BaO compositions in the BaO
and SiO2 phases.

Figures 2(g) and 2(h) show the average BaO composition
in the BaO and SiO2 phases, respectively. Figures 2(i) and 2(j)
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FIG. 2. Temporal change in the compositional distribution. These images show the distribution after heating for (a) 0 s, (b) 2 130 s,
(c) 6 040 s, (d) 8 740 s, (e) 11 440 s, and (f) 23 150 s. The blue and red regions correspond to the SiO2 phases (low BaO composition) and
BaO phases (high BaO composition), respectively. The volume fraction of the SiO2 phase is low (minor) while that of the BaO phase is high
(major). Temporal changes in the (g) average BaO composition of the BaO phases, (h) average BaO composition of the SiO2 phases, (i) the
average area of the SiO2 phases, and (j) the number of SiO2 phases. The white, light gray, and dark gray regions in these graphs indicate the
nucleation stage (initial stage), growth stage (intermediate stage), and coarsening stage (final stage), respectively.

show the temporal changes in the average area and number of
SiO2 phases, respectively. The BaO composition in the SiO2

phases decreased, while that in the BaO phases increased.
Additionally, the average area of the SiO2 phases increased
from t = 0 to t = 15 000 s, at which point it remained con-
stant. Similarly, the number of SiO2 phases increased between
t = 300 s and t = 5000 s; however, the number decreased be-
tween t = 5000 s and t = 15 000 s and remained constant.

Therefore, in accordance with previous research [1], the
above changes can be summarized as follows: The region of
t = 0 to 5000 s is the nucleation stage [initial stage, the white
area in Figs. 2(g)–2(j)], t = 5000 to 15 000 s is the growth
stage [intermediate stage, the light gray area in Figs. 2(g)–
2(j)], and t = 15 000 s and above is the coarsening stage [final
stage, the dark gray area in Figs. 2(g)–2(j)]. The number of
phases increases in the nucleation stage with a slight increase
in the average area of the SiO2 phases. Additionally, the de-
crease in the coarsening rate in the final stage is also consistent
with that reported in a previous study [29].

Hereafter, we investigate the compositional change of the
intermediate stage in real space. We took the difference by
subtraction of two consecutive compositional maps to visual-
ize the amount of compositional change over time. Figure 3
shows the compositional difference maps; the red and blue
colors correspond to the increase and decrease in the BaO
composition, respectively. Initially, regions with rapid com-
positional changes were not observed [Fig. 3(a)]. However,
there was a region where the composition rapidly changed

in Fig. 3(b) [indicated by a white arrow at the bottom left
area]. The position of this region was displaced with time
[Fig. 3(c); the region moved from lower left to upper right],
which was also observed in other images. The increase in
the BaO composition of the BaO phase in the region was
relatively stable at approximately +2.0–+3.0 BaO mol % in
all the compositional differential images. While BaO compo-
sition of the BaO phase increased rapidly in the region, that
of the SiO2 phase decreased. This decrease is attributed to the
increased volume of the SiO2 phases (increase in the ratio of
SiO2 phase in the thickness direction). Moreover, Fig. 4(b)
shows the measurement of the temporal change in the local
area of an individual SiO2 phase [indicated by a white arrow
in Fig. 2(f)], which shows the rapid increment in the area of
the SiO2 phase when the region migrates.

Briefly, the phase separation rapidly proceeded in some de-
fined regions and the region migrated from the bottom left to
top right. Additionally, the compositional change in Fig. 4(a)
confirms the rapid change in the BaO composition. Figure 4(a)
also shows the temporal change in the average BaO com-
position within the black rectangle region of Fig. 2(f). The
BaO composition rapidly increased by 2.0 BaO mol % during
the migration of the region (10 550–12 330 s). However, the
composition scarcely changed after this migration, as shown
in Figs. 4(a) and 4(b). Therefore, this region serves as the
boundary between the domains where the progress of the
phase separation was delayed and advanced. This bound-
ary migrates from the advanced domain to the delayed one
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FIG. 3. Compositional difference between the two consecutive images. (a) 8730–7830 s, (b) 9370–8730 s, (c) 10 550–9370 s, (d) 11 440–
10 550, (e) 12 330–11 440 s, and (f) 13 250–12 330 s. The red and blue colors indicate the increase and decrease in the BaO composition,
respectively. The depth of color corresponds to the amount of the increase/decrease of BaO composition. Arrows in the images from (b) to (f)
indicate the regions where rapid change in the composition is observed.

at a speed of 0.039 nm/s. The boundary has a width of
38 nm [Fig. 3(d)], representing the region width where the
phase separation progressed for 890 s, which corresponded
to the interval of the sequential observation; thus, the actual
boundary width was approximately 3.3 nm (38–0.039 nm/s ×
890 s). Thus, the boundary with a compositional difference of
2.0 BaO % and a width of 3 nm migrates from the lower left to
the upper right of the compositional maps. The reproducibility
of domain formation and migration is confirmed as shown in
Fig. S4 in the Supplemental Material [21]. We further verified
the factors that influence the formation and movement of such
boundaries by the phase-field simulations.

First, we employed the regular solution model for
the Gibbs energy and considered the case where the
microstructure domains with different degrees of the phase
separation are connected. Figure 5(a) shows the relationship
between the Gibbs energy and the composition. As shown
in Fig. 5(b), we set the advanced and delayed domains
on the lower left and upper right, respectively; the red
and blue regions correspond to the BaO and SiO2 phases,
respectively. The temporal change in the phase-separated
structure is shown in Figs. 5(b)–5(g). In this case, the downhill
diffusion of both the elemental components occurred and the

FIG. 4. Temporal change in (a) the average composition of the
BaO phase measured from the region in the black rectangle [Fig. 2(f)]
and (b) the area of the SiO2 phase indicated by the white arrow
[Fig. 2(f)]. Green arrows indicate the rapid increase in the compo-
sition and area during the region movement (10 550–12 330 s) where
the phase separation rapidly proceeds. Both the composition and area
slightly change after the movement of the region.

compositional distribution at the domain boundary became
smooth; the domain boundary did not move from the advanced
domain (lower left) to the delayed domain (upper right). We
then measured the temporal change in the composition near
the boundary, as indicated by the black rectangle in Fig. 5(b).
The result shown in Fig. 5(h) shows a gradual increase in the
composition, which blurs the compositional difference at the
domain boundary. Figures 5(i)–5(k) illustrate the temporal
changes in the areas of the phases numbered P1, P2, and
P3 of Fig. 5(b). P1 is the phase that the domain boundary
has already passed at τ = 0, P2 is the phase that the domain
boundary is passing at τ = 0, and P3 is the phase before
the domain boundary passes through at τ = 0. The area of
P1 gradually decreased during the simulation, while that of
P2 increased until τ = 250 and further became constant. In
contrast, the P3 area continued to increase, while the increase
rate decreased during the simulation. Moreover, the rapid
increase in the area of the SiO2 phase after the passage of the
domain boundary was not observed in this simulation. Thus,
employing the regular solution model for the Gibbs energy
and joining the microstructure domains with different degrees
of progress of phase separation did not reproduce the results
of the in situ experiment, which are the migration of the
domain boundary and the rapid increases of BaO composition
in the BaO phase and the area of SiO2 phases.

Next, we presume the multimetastability of the amorphous
phase, which could originate from the short-range or medium-
range order [30] at specific compositions in an amorphous
solid. However, it is challenging to formulate the Gibbs energy
with considering the structural order due to the insufficient
precise knowledge about the structure of amorphous solids.
Thus, we approximated the Gibbs energy using a polynomial
function of only composition; the Gibbs energy is assumed
to have several local minima at specific compositions. The
polynomial function derived Gibbs energy model is just a
toy model but is assumed to capture the essence of the mul-
timetastability of the amorphous phase. Figure 6(a) shows
the Gibbs energy provided by the polynomial function of
composition with several numbered energy minima. The mi-
crostructure consisting of two phases with the compositions
numbered 1 and 5 is the equilibrium state of the system.
We placed the metastable two-phase microstructure domain
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FIG. 5. (a) The Gibbs energy curve under the regular solution approximation. The vertical dash-dot line indicates the average composition.
(b) The initial compositional distribution with a boundary between different degrees of phase separation progress (right top: delayed, left
bottom: progressed). (b)–(g) Temporal changes in the compositional distribution. (h) Temporal change of the average composition of the
matrix phase measured from the black rectangle in (b). Temporal change of the areas of phases (i) P1, (j) P2, and (k) P3.

consisting of phases with the compositions numbered 3 and 4
in the upper right and those numbered 2 and 5 in the lower left
and simulated the subsequent microstructure evolution. The
simulation results are presented in Figs. 6(b)–6(h). The minor
blue and red matrix phases in this simulation corresponded to
the SiO2 and BaO phases of the in situ experiment, respec-
tively. Compared to the regular solution model, the domain
boundary did not blur and moved from the low-energy domain
to the high-energy domain (from the lower left to the upper
right). Figure 6(i) shows the temporal change in the matrix
phase composition, which rapidly changes as the domain
boundary passes (τ = 3200). Furthermore, a rapid increase
in the minor phase area during the passage of the domain
boundary was observed. Figures 6(j)–6(l) illustrate the tem-
poral changes in the areas of the phases numbered P4, P5, and
P6 [Fig. 6(c)]. P4 is the phase passed by the domain boundary
at τ = 0, P5 is the phase the domain boundary is passing at
τ = 0, and P6 is the phase before the domain boundary passes
through at τ = 0. The area of P4 slightly increased, while the
increase rate was constant during the simulation. However,

the area of P5 increased until τ = 2000 and further became
constant. The time at which this increase halted coincided
with the time at which the domain boundary passage was
completed. A similar result was also observed in P6.

The simulations using the polynomial model for the Gibbs
energy qualitatively reproduced the temporal changes ob-
served in the in situ experiments, which are the migration
of the domain boundary and the rapid increases in BaO
composition in the BaO phase and the area of SiO2 phases.
Thus, the experimentally observed characteristic changes in
the phase-separated structure are attributable to the multi-
metastability of the amorphous phase. It is worth noting that
the phase transition occurs at the boundary between the low-
and high-energy metastable microstructure domains, and the
microstructure evolution progresses through the migration of
the domain boundary, as observed in the in situ experiment.

The BaO composition in the BaO phases and area of the
SiO2 phases rapidly increased during the phase transition
at the domain boundary. After the phase transition, these
changes in the composition and the area of SiO2 phases
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FIG. 6. (a) The Gibbs energy curve under the polynomial expression. There are five basins in the Gibbs free energy curve. Basins 2, 3,
and 4 are the metastable states, and basins 1 and 5 are the most stable states. The vertical dash-dot line indicates the average composition. (b)
The initial compositional distribution with a boundary between the different degrees of progress of phase separation (right top: delayed, left
bottom: progressed). (b)–(h) Temporal change in the compositional distribution. (i) Temporal change in the average composition of the matrix
phase measured from the black rectangle region in (c). Temporal changes in the areas of phases (j) P4, (k) P5, and (l) P6.

slowed and almost stopped in the in situ experiment. In the
terminal process of phase separation, the separated amorphous
phase could have been crystallized, which may have led to the
cessation of the coarsening of the phase-separated structure
[15,31]. However, the HAADF STEM observation cannot
reveal such a structural transition behavior; hence, further
experiments such as in situ observation of local diffractions
with low dose are required.

IV. CONCLUSION

In this study, we visualized the temporal changes of the
phase-separated structure during binodal phase separation in
a silicate-based glass. The in situ heating STEM observations
were performed to investigate the phase-separated structure in
the intermediate stage. We determined a rapid local change
in the phase-separated structures and the formation of regions
with advanced and delayed degrees of phase separation. The
boundaries of domains migrated from the advanced region to

the delayed region. The comparison with phase-field simula-
tions concluded that the multimetastability of the amorphous
phase causes the rapid local change in the phase-separated
structure and the formation and growth of domains. Our in situ
observation method can be applied to other glassy materials
and will contribute to revealing the detailed phase separation
process of an amorphous solid.
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