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Nematic confined phases in the U(1) quantum link model on a triangular lattice:
Near-term quantum computations of string dynamics on a chip
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The U(1) quantum link model on the triangular lattice has two rotation-symmetry-breaking nematic confined
phases. Static external charges are connected by confining strings consisting of individual strands with fraction-
alized electric flux. The two phases are separated by a weak first-order phase transition with an emergent, almost
exact SO(2) symmetry. We construct a quantum circuit on a chip to facilitate near-term quantum computations
of the nontrivial string dynamics.
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I. INTRODUCTION

The confinement of quarks and gluons inside hadrons is
a central dynamical mechanism in quantum chromodynam-
ics (QCD). In a pure Yang-Mills theory, in which quarks
appear only as static external color charges, quarks and
antiquarks are connected by unbreakable confining strings.
At large distances r the static quark-antiquark potential
V (r) ∼ σ r is dominated by the string tension σ . The strings
themselves are interesting dynamical objects that support
massless excitations, which are described by a systematic
low-energy effective theory of Goldstone bosons [1–3]. This
low-energy effective string theory predicts the universal sub-
leading Lüscher term correction to V (r). In the presence of
a static quark-antiquark pair some spatial symmetries as well
as charge conjugation are explicitly broken. The string exci-
tations can be classified by the irreducible representations of
the remaining unbroken subgroup and are again predicted by
the effective string theory. The dynamics of the string have
been studied in great detail by Monte Carlo simulations in
the framework of Wilson’s lattice gauge theory [4–11] and
quantitative agreement with the low-energy effective theory
has been established.

Quantum link models [12–16] provide a generalization
of Wilson’s framework of lattice gauge theory [17]. In con-
trast to the Wilson theory, quantum link models have a
finite-dimensional link Hilbert space while still maintaining
exact gauge symmetry. Quantum link models capture a wider
range of physical phenomena than those that are accessible
in the Wilson framework. This includes crystalline confined
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phases [18], which are characterized by the spontaneous
breakdown of lattice translation symmetry as well as the
splitting of confining strings into individual strands that carry
fractionalized electric flux, both in Abelian [19] and in non-
Abelian [20] quantum link models. The (2 + 1)-dimensional
U(1) quantum link model was investigated in [19,21–35].
Quantum dimer models [36] in condensed matter physics have
the same Hamiltonian as the U(1) quantum link model on the
square lattice, but realize the Gauss law in an unconventional
manner. They also display crystalline confinement and flux
fractionalization [37,38].

Quantum link models are not limited to these phenomena,
but can even be used as a regularization of QCD itself [15].
Gluon fields then emerge as collective excitations of dis-
crete quantum link variables and quarks arise as domain wall
fermions. Due to the finite-dimensional link Hilbert space of
quantum link models, this alternative formulation of QCD
is well suited for the implementation in quantum simulation
experiments [39–41]. In particular, quarks and gluons can
be embodied by ultracold alkaline-earth atoms in an optical
superlattice [42]. Quantum simulator constructions for U(1)
quantum link models with dynamical fermions have used
ultracold Bose-Fermi mixtures in optical superlattices [43],
while constructions without fermions have been based on
Rydberg atoms in optical lattices [44] or on superconducting
quantum circuits [45]. Experimental digital as well as analog
quantum simulations or computations of lattice gauge theories
including quantum link models have been realized in [46–54].
The anticipated realization of quantum link models in further
forthcoming quantum computations and quantum simulation
experiments motivates the detailed investigation of their intri-
cate confinement phases.

Near-term devices such as IBM’s 127-qubit Eagle chip
[55,56] offer unique opportunities for the quantum computa-
tion of simple gauge theories that share important properties
with QCD, without the need to perform highly nontrivial
experiments. Here we consider a U(1) quantum link model
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on a triangular lattice, which is equivalent to a dual height
model on a hexagonal lattice that ideally matches the heavy
hexagonal topology of the Eagle chip [57]. The height vari-
ables are directly embodied by individual qubits. This allows
us to study the intriguing real-time dynamics of confining
strings, which in this case also represent interfaces separat-
ing distinct nematic confined phases. In those phases lattice
rotation invariance is spontaneously broken while transla-
tion invariance remains intact (cf. [58–63]). Here we study
the confining dynamics in 2 + 1 dimensions, using near-term
quantum hardware, without taking a continuum limit.

II. MODELS AND OBSERVABLES

We consider a U(1) quantum link model on a triangular
lattice, with a two-dimensional link Hilbert space analogous
to a quantum spin 1

2 . The two link states carry electric fluxes
± 1

2 . The Hamiltonian takes the form

H =
∑

�
H� = −J

∑

�
[U� + U †

� − λ(U� + U †
�)2]. (1)

Here U� = UxyUyzUzx is an operator associated with the par-
allel transport around a triangular plaquette �. It is built from
quantum link operators Uxy connecting nearest-neighbor sites
x and y. A U(1) quantum link Uxy = S1

xy + iS2
xy = S+

xy is a
raising operator of electric flux Exy = S3

xy, constructed from
a quantum spin 1

2 , Sa
xy (a ∈ {1, 2, 3}), associated with the link

xy. The first term in the Hamiltonian inverts a closed loop of
electric flux around a triangular plaquette. It also annihilates
nonflippable plaquette states, i.e., those that do not contain
a closed flux loop. The Rokhsar-Kivelson term, proportional
to λ, counts flippable plaquettes. The Hamiltonian commutes
with the generators of infinitesimal U(1) gauge transforma-
tions, which correspond to the lattice divergence of the electric
flux operators,

Gx =
∑

i=1,2,3

(Ex,x+î − Ex−î,x ). (2)

Here î denotes unit vectors in three lattice directions separated
by 120◦ angles. In the absence of external charges, physical
states |�〉 obey the Gauss law Gx|�〉 = 0. When static exter-
nal charges Qx ∈ {±1,±2,±3} are installed at the lattice sites
x, the Gauss law is modified to Gx|�〉 = Qx|�〉. Besides the
U(1) gauge symmetry, there are several global symmetries,
including lattice translations, rotations, and reflections, and
charge conjugation C, which replaces Uxy by U †

xy and Exy by
−Exy. We consider a rhombic lattice of side length L with
periodic boundary conditions, which is equivalent to a regular
hexagon with side length L/

√
3, thus maintaining all lattice

symmetries even in a finite volume. The torus topology im-
plies an additional global U(1)2 center symmetry associated
with large gauge transformations [64]. The corresponding
superselection sectors are characterized by wrapping elec-
tric fluxes F1 = E2 − E3, F2 = E3 − E1, and F3 = E1 − E2,
where Ei = 1

L

∑
x Ex,x+î ∈ Z/2. The Fi ∈ Z commute with

the Hamiltonian, but cannot be expressed through small pe-
riodic gauge transformations Gx. It should be noted that the
three Fi are not independent because F1 + F2 + F3 = 0.

It is natural to introduce dual degrees of freedom: quan-
tum height variables which are associated with the hexagonal
lattice that is dual to the original triangular lattice. The dual
hexagonal lattice is bipartite and consists of two sublattices A
and B. The height variables on sublattice A are associated with
the center x̃ of an original triangle and take values hA

x̃ ∈ {0, 1},
while the height variables on sublattice B take the half-integer
values hB

x̃ ∈ {− 1
2 , 1

2 }. A configuration of height variables is
associated with a flux configuration

Ex,x+î = (
hA

x̃ − hB
x̃′
)
mod2 = ± 1

2 . (3)

Here x̃ = x + 1
3 (î − ĵ) and x̃′ = x + 1

3 (î − k̂), where j = (i −
1)mod3 and k = (i + 1)mod3. It should be noted that, for
a given flux configuration, the height variables are uniquely
defined only up to a global shift hX

x̃ → [hX
x̃ + 1]mod2 (X ∈

{A, B}). The introduction of the dual height variables guar-
antees that the Gauss law of the original flux variables is
automatically satisfied modulo 2. In order to impose the full
Gauss law, the height variables are subject to a corresponding
constraint. In order to define the height variables in the pres-
ence of odd charges Qx ∈ {±1,±3}, one must connect these
charges by Dirac strings running along the links of the original
triangular lattice. Across a Dirac string, one of the adjacent
height variables must be shifted by 1 modulo 2.

In order to identify the symmetry-breaking patterns in the
different phases, we introduce two order parameters

MA = 2

L2

∑

x̃∈A

(
hA

x̃ − 1
2

)
, MB = 2

L2

∑

x̃∈B

hB
x̃ , (4)

associated with the two sublattices (each with L2 plaquettes
such that MA, MB ∈ [−1, 1]). Due to the global shift ambi-
guity of the height variables, (MA, MB) and (−MA,−MB)
are physically equivalent. It is important to understand the
transformation behavior of the order parameters under the fol-
lowing symmetries: the charge conjugation C, the 60◦ rotation
O around a point on the triangular lattice, the reflection R on a
lattice axis, and the reflection R′ = RO on an axis orthogonal
to a lattice axis. The order parameters transform as

CMA = MA, CMB = −MB,

OMA = MB, OMB = −MA,

RMA = MB, RMB = MA,

R′
MA = MA, R′

MB = −MB. (5)

III. METHOD AND NUMERICAL RESULTS

It is straightforward to set up a Euclidean time path integral
for the canonical partition function Z = Tr[exp(−βH )P] (at
inverse temperature β) using the dual height variable rep-
resentation. Here the operator P, which commutes with the
Hamiltonian, imposes the Gauss law by projecting onto the
Hilbert space of physical states. We have developed an ef-
ficient quantum Monte Carlo cluster algorithm (cf. [20,65])
that operates on the height variables, one sublattice at a time.
Equal-value height variables are connected to clusters accord-
ing to rules that guarantee detailed balance. Special rules
apply in the last time slice in which the projection operator P
enforces the Gauss law. The algorithm has been implemented
in continuous Euclidean time [66].
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FIG. 1. Order parameter distributions in the (MA, MB) plane for
L = 64 at (a) λ = −0.2156, (b) λ = −0.2146, and (c) λ = −0.2152
and for L = 48 at (d) λ = −0.214 425.

In order to explore the phase structure, first in the absence
of external charges, we have performed Monte Carlo simu-
lations on systems with L = 8, 16, 32, 48, 64 at temperatures
corresponding to βJ = L. We have explored the region λ � 0
where the cluster algorithm is applicable. Figure 1 shows the
probability distribution of the order parameters (MA, MB) for
different values of λ. For λ > λc = −0.215(1) [Fig. 1(a)] the
height variables on one of the two sublattices are ordered (ei-
ther MA 
= 0 or MB 
= 0), which implies that the 60◦ rotation
symmetry O is spontaneously broken. For λ < λc [Fig. 1(b)],
on the other hand, both sublattices are ordered. This implies
that, in addition to O, also C is broken. Since translational
invariance remains intact in both phases, we encounter two
distinct nematic phases.

Remarkably, the phase transition at λc is associated with an
emergent, almost exact spontaneously broken SO(2) symme-
try, which manifests itself in the ring-shaped order parameter
distribution shown in Fig. 1(c). The corresponding pseudo-
Goldstone boson is dual to an almost massless photon. Thus,
the model mimics certain aspects of a deconfined quantum
critical point [67,68]. However, unlike for deconfined quan-
tum criticality, the radius of the ring-shaped order parameter
distribution does not shrink to zero at the transition. A sim-
ilar behavior was first observed for the U(1) quantum link
model on the square lattice [19], but has also been found in
other systems [69]. As a result, the transition that separates
the two distinct nematic phases is an exotic first-order phase
transition, with an order parameter that remains large at the
transition, while there is still a large correlation length due
to the almost massless emergent pseudo-Goldstone boson. At
present, we do not understand the origin of these long-range
correlations. Weak first-order phase transitions have been as-
sociated with slowly walking couplings near a conformal
point [70]. While it would be interesting to explore this idea
in the context of the U(1) quantum link model, in this paper
we focus on the corresponding confining string dynamics.

We now proceed to the physics in the presence of external
charges. We begin with the phase at λ > λc in which O but not
C is spontaneously broken. Figure 2(a) illustrates the energy

(a) (b)

(c) (d)

FIG. 2. Energy distribution for the strings connecting two
charges (a) ±1 at distance r = 15

√
3 and (b) ±2 at r = 26, with

λ = −0.1 > λc, as well as (c) ±3 at distance r = 15
√

3 and (d) ±2
at r = 26, with λ = −0.3 < λc.

density of the confining string that connects two charges ±1
separated along a line that is orthogonal to a lattice axis.
The string separates into two distinct strands, each carrying
a fractionalized flux 1

2 . The strands are interfaces that separate
the two degenerate bulk phases. Indeed, in the region between
the strands the flippable triangular plaquettes are on sublattice
B, while they are on sublattice A in the surrounding bulk.
The external charges are responsible for an explicit breaking
of translation invariance, of the charge conjugation C, and
of the rotation O. There are two types of reflections that are
not explicitly broken in the presence of the external charges.
One is the reflection R′ on the line connecting the charges.
The other is a combination of C with the reflection R on the
lattice axis that maps the charges onto each other. While R′
is not spontaneously broken in the bulk, the combination CR
is. Not unexpectedly, the spontaneous breakdown of CR in the
surrounding bulk manifests itself in a very slight asymmetry
in the strands. Figure 2(b) shows the situation with two ex-
ternal charges ±2 separated along a lattice axis. The string
then fractionalizes into four strands which separate regions
of alternating bulk phases. In this case, neither R nor CR′ is
explicitly broken by the external charges, but the spontaneous
breakdown of R in the bulk is responsible for a visible asym-
metry in the strand geometry.

Next we consider the other nematic phase with λ < λc in
which both O and C are spontaneously broken. Figure 2(c)
shows the structure of a string connecting two charges ±3
separated along a line orthogonal to a lattice axis. First of
all, the string now fractionalizes into six strands, which again
separate alternating bulk phases. Interestingly, the interior of
the strands consists of the bulk phase that occurs on the other
side of the phase transition. As before, for the present arrange-
ment of charges the symmetries R′ and CR are not explicitly
broken. However, unlike in the nematic phase with λ > λc,
for λ < λc not only CR but also R′ is spontaneously broken in
the bulk, while the combination CRR′ remains unbroken. This
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FIG. 3. Static charge-anticharge potential V (r) ∼ σ r as a func-
tion of the separation r and the corresponding string tension σ for
various values of λ.

explains the symmetry of the corresponding strand geometry.
Two charges ±2 separated along a lattice axis are shown in
Fig. 2(d). As before, in this situation both R and CR′ are not
explicitly broken. However, for λ < λc neither R nor CR′ is
spontaneously broken, which explains the reflection symme-
tries in the corresponding strand geometry.

Let us consider the static charge-anticharge potential V (r)
in the nematic confinement phase with λ < λc for two charges
±2 separated along a lattice axis, as in Fig. 2(d). As expected,
at large separation r the potential is linearly rising, i.e., V (r) ∼
σ r with the string tension σ (cf. Fig. 3). As one approaches λc,
σ becomes very small but does not go to zero, indicating again
that the phase transition is weakly first order. The minimal
value of σ is reached at the transition.

Finally, we realize the model as a quantum circuit that
embodies the effective string theory on a chip. The dual
formulation can also be used to perform real-time simula-
tions of the U(1) quantum link model. Since the Gauss law
constraint is partially solved, this leads to a denser encoding
of the physical Hilbert space than working directly with the
flux degrees of freedom Exy = S3

xy [25]. Each dual height
variable hA,B maps exactly to one qubit |a, b = 0, 1〉 (a = hA

and b = hB + 1
2 ). The electric field of Eq. (3) is diagonal in

this basis and can be written in terms of the adjacent qubit
operators Ex,x+î = ZA

x̃ ZB
x̃′/2. While there are no self-adjoint

single-link parallel transporters Ux,x+î in the dual formulation,
operators for closed loops still exist. Plaquette operators U�
are generically four-qubit operators acting on the plaquette
qubit A and its three nearest neighbors B1,2,3 (see Fig. 4).
The single-plaquette Hamiltonian H� = −J (U� + U †

�) can
be written as a sum of seven mutually commuting Pauli strings
with a weight of at most 3 (plus an irrelevant constant), due to
cancellations of all terms of weight 4,

H� = J

4
(1 + Z1Z2 + Z2Z3 + Z3Z1)(λ − X0). (6)

This leads to a significant complexity reduction for quantum
simulation compared to the same model on the square lattice.
The square lattice Hamiltonian contains four- and five-qubits

H Zφ

Zφ

Zφ Zθ Zθ

Zθ

Zθ H

|B1〉

|B3〉

|B2〉 |A〉

FIG. 4. Circuit decomposition of a single plaquette Trotter step
U = exp(−iH�t ). The two Hadamard gates H fully diagonalize the
Hamiltonian. Each of the seven Pauli Z strings can be simulated
independently by a single-qubit Zφ,θ rotation (θ = −Jt/2 and φ =
Jλt/2), after reducing their Pauli weight with nearest-neighbor CNOT

gates.

terms, which are more challenging to engineer on hardware
with native few-body interactions. Additionally, the triangu-
lar lattice model in its dual formulation is ideally suited for
studies on hardware with sparse connectivity, such as the
heavy hexagonal lattice topology [57] underlying the recently
unveiled 127-qubit IBM Eagle chip, as well as their lineup of
future chips [56].

A possible circuit decomposition of a single plaquette uni-
tary U = exp(−iH�t ) with only nearest-neighbor CNOT gates,
single-qubit Z rotations Zθ = exp(−iθZ/2), and Hadamard
gates H = (X + Z )/

√
2 is shown in Fig. 4. Time evolution

of the full system is achieved by separating the plaquettes of
the A and B sublattices into alternating Trotter steps. Each
plaquette unitary fully preserves the residual Gauss law.

A small-scale example of the dynamics that can already be
studied on existing devices (e.g., on IBM’s Falcon) is given
in Fig. 5. Here the system is a parallelogram of eight plaque-
ttes with fixed boundary conditions a, b = 0 on all external
plaquettes. The system is initialized in the ground state of HA,
the sum of all plaquette terms on sublattice A (white triangles),
which is just a product state. The quenched dynamics using
the full Hamiltonian H = HA + HB then leads to an oscillation
between the order parameters (4) of sublattices A and B. This
system also contains a flux string E = 1

2 connecting fractional
charges ± 1

2 at the top and bottom corners. Initially the flux

H Rθ Rθ Rθ Rθ H

|B1

|B3

|B2 A

0 2 4 6 8 10
0

1

1
2

tJ

M
A

,B

FIG. 5. (a) Circuit decomposition of exp(−iH�t ) at λ = 0, using
two Hadamard gates H , four single-qubit rotations Rθ with θ =
−Jt/2, and eight CNOT gates. (b) Real-time evolution of the order
parameters MA,B on eight plaquettes. The energy density is illustrated
at three times tJ = 0, 4.75, 8.75 in the same way as in Fig. 2.
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FIG. 6. Trotter evolution of magnetization order parameters MA

and MB (y axis) versus real-time tJ (on the x axis) for the circuit
proposed in Fig. 5 for Jdt = 1.0. The results in the time continuum
are shown by solid lines, while the symbols connected by dashed
lines indicate the first-order Trotter evolution. It is evident that the
real-time oscillatory dynamics of the order parameters is qualita-
tively captured in this approximation.

runs along the left boundary, but then oscillates along with the
order parameters, as shown in Fig. 5(b). It is curious to note
that the fluctuations in the order parameter are coherent over
reasonably long times, approximately ten times the natural
timescale of the model, set by J . Such long-lived oscillations
are typically indicative of slow thermalization and weak er-
godicity breaking of the underlying model [71].

Since the quench is done with the Hamiltonian at λ = 0,
the quantum circuit shown in Fig. 4 can be considerably sim-
plified and can be expressed very compactly in Fig. 5(a). The
use of eight CNOT gates makes this circuit highly attractive to
implement in a quantum computer, like IBMQ Falcon. A valid
concern is how much of the oscillatory dynamics of the order
parameters is visible to the discretized Trotter evolution. In
Fig. 6 we show the exact first-order Trotter evolution of the
order parameters MA and MB for a step size Jdt = 1.0 and
for a total of ten Trotter steps (symbols), superimposed on the
data from Fig. 5(b) (shown by solid lines). It is immediately
clear that even dt = 1.0 captures the relevant dynamics quali-
tatively. We estimate that about four Trotter steps are sufficient
to capture this initial evolution.

Further, we emphasize that a single Trotter step requires
fewer than 8×8 = 64CNOT gates due to the fixed boundary
conditions. Each plaquette requires 2n CNOT gates, where n is
the number of adjacent plaquettes which are dynamical. For
our setup, we therefore estimate the total number of CNOT

gates as 2×2 + 4×4 + 2×8 = 36 for a single Trotter step and
360 for the full time evolution depicted here up to tJ = 10, or
144 for tJ = 4. Estimating the current two-qubit gate fidelities
to be about 0.99%, we would achieve about 0.99144 = 0.24 for

four Trotter steps. In principle, the requirement of more SWAP

gates could make the actual simulation challenging.
We should note, however, that the estimate offered above is

very qualitative. It has already been noted that a proper assess-
ment of the resource requirements on noisy intermediate-scale
quantum devices often does not give the entire picture,
since appropriate error-correction methodologies can be
adopted to significantly improve the raw results from exper-
iments [72–74].

IV. FUTURE DIRECTIONS

The results about the phases and the phase diagram of the
model presented here immediately open up several avenues
of future research. We have noted the existence of different
symmetry breakings on either side of the phase transition. It
would be very instructive to study how the flux tubes joining
the static charge-anticharge pair rearrange themselves as the
phase transition is crossed in real time. Figure 2 suggests that
the interior of the strands consists of the bulk phase that is
realized on the other side of the transition such that the string
interior and the surrounding bulk must exchange their roles
during this transition.

The rich string dynamics of the simple U(1) quantum link
model provides additional motivation to push the experimen-
tal frontier forward in this direction, towards the ultimate
goal of quantum simulating QCD itself [75], and understand
its dynamical properties, such as thermalization, which are
beyond the reach of classical simulations. It might also be
interesting to adapt the model to the two-dimensional Rydberg
atom setups available [76] for quantum simulation. The exper-
imental results will help us to better understand the real-time
dynamics of confining strings, in particular with regard to
their thermalization.
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