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In many approximate approaches to fermionic quantum many-body systems, such as Hartree-Fock and
density functional theory, solving a system of noninteracting fermions coupled to some effective potential is the
computational bottleneck. In this paper, we demonstrate that this crucial computational step can be accelerated

using recently developed methods for Gaussian fermionic matrix product states (GFMPS). As an example, we
study the generalized Hartree-Fock method, which unifies Hartree-Fock and self-consistent BCS theory, applied
to Hubbard models with an inhomogeneous potential. We demonstrate that for quasi-one-dimensional systems
with local interactions, our approach scales approximately linearly in the length of the system while yielding a
similar accuracy to standard approaches that scale cubically in the system size.
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I. INTRODUCTION

While the quantum many-body problem for fermions
can in general not be solved numerically efficiently, a
plethora of approximate computational approaches have been
developed that are able to capture relevant properties of many-
fermion systems in certain limits. A widely used class of
such methods are Hartree-Fock and self-consistent Bardeen-
Cooper-Shrieffer (BCS) theory [1,2]. These can be viewed
as variational mean-field methods: they find the best ap-
proximation to the exact ground state within the space of
noninteracting fermion states. Another powerful approach is
density functional theory, which expresses the total energy of
the fermionic system as a—generally unknown—functional
of the electron density [3]; while finding this functional is
difficult, decades of numerical experience have shown that
relatively simple approximations to this functional, such as
the local density approximation, can successfully describe
materials where the effect of interactions is moderate [4].

Common to these approaches is that the most computa-
tionally expensive step in the numerical simulation is finding
the ground state of a system of fermions coupled to their
self-consistent potential (the mean-field potential in the case
of HF and BCS [5], and the Kohn-Sham potential in the case
of DFT [6]). Without further approximation, this step scales
cubically in the number of degrees of freedom and as such
becomes prohibitively costly for systems in excess of a few
thousand degrees of freedom.

Here, we will demonstrate that in low spatial dimen-
sions and for local Hamiltonians, this step can be accelerated
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significantly by using tensor network states (TNS) [7-18] (for
recent reviews, see Refs. [19-21]). Such states are known to
be able to compactly represent weakly entangled quantum
many-body states, such as the ground states of local Hamil-
tonians. In many cases, the computational scaling of these
approaches is empirically found to be approximately linear
in the size of the system and exponential in its bipartite en-
tanglement. However, in the case of free fermions, this can be
reduced further to a polynomial scaling in the entanglement
by using so-called Gaussian fermionic tensor network states
[22-30]. Recently, a particular variant, Gaussian fermionic
matrix-product states (GFMPS) [24], was used as basis for
efficient computational methods for noninteracting fermions
in quasi-one-dimensional systems. These methods are able to
compute equilibrium and nonequilibrium properties for sys-
tems order of magnitudes larger than naive approaches [31].

In this paper, we focus on accelerating the self-consistent
generalized Hartree-Fock (gHF) iteration [32-35] using
Gaussian fermionic matrix-product states. We begin by re-
viewing the gHF approach, which should be viewed as the
most general variational method using states of noninteract-
ing fermions and elegantly unifies Hartree-Fock and self-
consistent BCS theory. We then rederive the self-consistency
equations for gHF, review key properties of GFMPS and
discuss how to efficiently implement the gHF iteration using
GFMPS. Finally, we demonstrate the approach on an example
of interacting fermions in a quasi-dimensional geometry in the
presence of an inhomogeneous trapping potential.

We note that other numerical approaches to solve the gHF
problem have been discussed in Refs. [36,37]. In particular,
Ref. [36] discusses how to perform real- and imaginary-time
evolution in the gHF setting, and pursues imaginary-time evo-
lution as an approach to find the ground states. We focus here
instead on the self-consistent field approach, which is often
faster but may be more prone to becoming trapped in local
minima. We note that the time evolution described in Ref. [36]
could similarly be accelerated using GFMPS techniques [31].
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A different approach to improve the performance of gHF
based on highly scalable methods for solving the fermionic
problem for sparse systems was discussed in Ref. [38], reach-
ing remarkably large systems by parallelizing the computation
on several thousand computational cores.

II. METHODS

A. Gaussian fermionic states

We consider a lattice of fermions, where the operators aiT

and g; create and annihilate a fermion on the ith site, respec-
tively. For our purposes, it will be convenient to introduce
a basis of self-adjoint Majorana fermion operators, which
we denote ¢;, and which satisfy the commutation relations
{ci, cj} = 23;;. They are related to the standard creation and
annihilation operators by ;-1 = a; + &}L, o = —i(a; — &j).
In this way, any system with N fermionic modes can be
rewritten as one with 2N Majorana fermions.

For any density operator p of a system of fermions, we can
associate a real antisymmetric so-called covariance matrix I':

Iy = %Tr(ﬁ[ei, &), (1)

For pure states, which we focus on here, I' has to satisfy
I'? = —1. Gaussian states are furthermore characterized by
the property that this covariance matrix contains a full de-
scription of the density operator, i.e., the expectation value of
any operator can be computed from it [39] (for a more formal
definition of Gaussian states, see Ref. [40]). Specifically, the
expectation value of a Majorana monomial [ [, &, where X’
denotes some set of lattice sites, is given by

Tr (/3 [1 c) = PI(Ix). )

xeX

where Pf(-) denotes the Pfaffian and I" x the covariance matrix
restricted to the sites in X'. This should be viewed as embodi-
ment of Wick’s theorem in the covariance matrix formalism.

For Hamiltonians quadratic in creation and annihilation
operators (alternately, quadratic in Majorana operators), i.e.,
of the form

Tl=—i) Hjii,. 3)
iJ

where H is real and antisymmetric, the ground state is always
Gaussian. H can be diagonalized and has purely imaginary
eigenvalues. The minimum energy state is determined by the
covariance matrix

[ =i(V.vl —v,vD), 4)

where V. (V_) are the normalized eigenvectors of H corre-
sponding to eigenvalues with positive (negative) imaginary
parts. In this way, I' and the ground state can be determined
through a diagonalization of H. Such diagonalization takes
O(N?) time.

Every pure Gaussian fermionic has well-defined fermion
parity, i.e., any pure Gaussian state |y) satisfies [[ & |y) =
¢™ X4 |y = ply) with p==+1. (See Appendix B.) In
terms of the covariance matrix y corresponding to this state,
the parity is given by Pf(y), where Pf denotes the Pfaffian.

An important subset of states within the class of Gaussian
fermionic states are those with a well-defined particle number,
i.e., that satisfy ) &j&i |y) = n|y) for some integer n. These
are traditionally referred to as Slater determinants and can
be written as [, ﬁf |0), where the c?f are a new set of n
fermionic creation operators that are related to the original
&:f by a unitary transformation, and |0) is again the fermionic
vacuum.

B. Generalized Hartree-Fock

For Hamiltonians that are not quadratic, finding the ground
state is in general exponentially difficult. However, the solu-
tion can be approximated using a variational approach, i.e.,
finding the state within some efficiently parametrized varia-
tional class that minimizes the expectation value of the energy.
If a sufficiently powerful class of variational states is chosen,
this approximates physical properties of the true ground state
accurately. Choosing this variational class to be the Slater de-
terminants, i.e., Gaussian fermionic states with fixed particle
number, leads to the well-known Hartree-Fock approach. By
considering the entire set of Gaussian fermionic states, i.e.,
including those with fluctuating particle number, one arrives
at a generalized Hartree-Fock approach that is also able to
capture superconductivity at the mean-field level, i.e., contains
the ground states of BCS theory where the superconducting
order parameter has no quantum fluctuations [32]. It is known
that there exist systems that are much better approximated
by generalized Hartree-Fock than by nongeneralized Hartree-
Fock [41].

We now review this generalized Hartree-Fock approach,
rederive the self-consistent iteration for its numerical solu-
tion, and clarify its relation to better-known approaches. Our
starting point is a Hamiltonian that is quartic in the fermion
operators:

7:[ =—i Z Tijéiéj + Z U,‘jkgél‘@jék@]. 5)

Here, T;; is real and antisymmetric, while Ujjx, is real and
antisymmetric under exchange of any two indices, i.e., Ujjxr =
—Ujite = Ujkie = ... Any quartic fermion Hamiltonian can be
written in this form, including physically relevant cases such
as the Hubbard Hamiltonian and the Coulomb interaction (see
Appendix A for details).

The energy for a Gaussian state |I') with corresponding
covariance matrix I" is easily evaluated using Eq. (2) by rec-
ognizing that the expectation value of the four-fermion term
is given by

0 ry; Ci Ty
Iy, 0 Ty Ty

(FlC,’CjCkC]|F) =Pf —Ti _ij 0 Ty (6)
-I'y -T'y —-Tw O
=TIyl — Tl j + Tyl j. @)

We can now use the identities (repeated indices are summed
over):

— ZUijleiijl = — ZUikleiijl

= Z Uijal'ijTh (8)
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and
Z Uijul'u T jre = Z UijiUij T
= UyuliTu €))

to arrive at the final expression

DTy +3) UeelyTu. (10)

The factor of 3 can be viewed as counting the Hartree term,
Fock term, and BCS term each, which are traditionally viewed
as distinct. However, due to the symmetries of the Majorana
representation, here these three terms all appear symmetri-
cally.

We now have to find the pure-state covariance matrix I'
(i.e., satisfying the nonlinear constraint I'> = —1) that min-
imizes the above expression. We can recover the typical
self-consistent HF iteration by starting with an initial guess
'Y [satisfying (I'°)> = —1] and expressing the new state as
I' = T'% + 6" (where 8T is not by itself a valid covariance
matrix). In terms of this new I'" and the starting point I'°, the
energy is given by

S OTTY 43 Ui TOTY,
+ ) T(Ti = T3) +3 ) Uiiee (T =TT,
+3)  UpjeeT)(Tee — Tfy) + O(IT = T011%)
(11)
A const. + Z [T,y + 6U[jk({rl(c)z]rij. (12)

(TIH D) =

(TIAIT) =

Here, we have made the key approximation to neglect terms

of order ||[I" — T‘0||2 in order to arrive at a linear functional
of I'. Furthermore, we have used the same symmetries as
in Eqgs. (8) and (9) to collect different terms together. We
note that the final expression can be viewed as an effective
quadratic Hamiltonian acting on I,

Fi=T;+6) Uy )
ket

which is commonly referred to as Fock matrix. Its ground state
is by construction a valid covariance matrix that satisfies I'> =
—1. When the system has local hopping and interaction terms
T and U, they are sparse and will have only O(N) entries, so
the Fock matrix can be computed from I" in O(N) time. The
iteration now proceeds by solving for the ground state of F,
then replacing I’ by that new state and recomputing the Fock
matrix F', and repeating this procedure until convergence.

While it is known that this iteration cannot find the
lowest-energy state in all cases [42], for many systems, es-
pecially those in which |U|| < ||T||, it is empirically known
to converge rapidly and reliably to a global minimum en-
ergy. In other cases, there can be local minima or stable
oscillations. The Optimal Damping Algorithm attempts to
remediate this by choosing the minimum-energy convex com-
bination ™" + (1 — £)['°d [43]. Since the energy is a scalar
quadratic function of ¢, this can be directly minimized through
evaluation at any three values of 7.

Computing I' from H requires an eigenvalue decomposi-
tion, an operation which scales as O(N?) in general. In many

cases, this will become the computational bottleneck and limit
the system size for which Hartree-Fock can be used to several
fermionic degrees of freedom. It is worth noting, however,
that there are important use-cases for Hartree-Fock where
this is not the bottleneck. For example, in quantum chemistry
the Hamiltonian is nonlocal and the basis is not a real-space
grid, such that there are O(N*) terms in the Hamiltonian
that need to be computed as multi-dimensional integrals over
the basis functions. In this case, computing the terms of the
Hamiltonian is the bottleneck of the Hartree-Fock simula-
tion. However, as we will see in the next section, when the
Hamiltonian is local and the system quasi-one-dimensional,
Gaussian fermionic tensor networks offer a more time- and
memory-efficient approach.

C. Gaussian fermionic tensor networks

While a generic state on N particles can have as many
as N/2 bits of entanglement across a cut, obeying what is
commonly referred to as a volume law, the entanglement
in low-energy states is typically much less. The situation is
best understood for gapped, local Hamiltonians in one spatial
dimension, which are known to have area-law entanglement
in their ground state [44], i.e., the entanglement is bounded
by a constant regardless of system size. The same behavior
is expected for most systems also in higher dimensions [45].
The area law is typically violated in gapless systems; however,
in many cases this violation is mild. For example, confor-
mal field theories in 1D have only O(log(N)) entanglement
[46,47], i.e., the area law is violated by a logarithmic correc-
tion.

Tensor networks [19-21] make use of the entanglement
properties of low-energy states to represent them more effi-
ciently. Matrix product states (MPS) are a particular class of
tensor network states [9,10,48] that is known to be able to effi-
ciently represent the ground states of gapped one-dimensional
Hamiltonians. Furthermore, MPS can be manipulated effi-
ciently and the variational problem can in many cases be
solved efficiently using the density-matrix renormalization
group (DMRG) method [7]. The accuracy of the approx-
imation can be controlled systematically using the bond
dimension M of the MPS, which is the size of the matrices
associated with each site in the lattice; as such, the computa-
tional cost scales with the third power of the bond dimension.
The maximum bipartite entanglement that can be captured in
an MPS is bounded by In (M), and therefore M needs to grow
exponentially with the entanglement in the system. While rig-
orous bounds for the scaling of MPS simulations are available
[49,50], heuristically one often finds an approximately linear
scaling of the computation time with system size for gapped
systems.

However, if the underlying Hamiltonian is quadratic,
this exponential scaling in entropy can be improved further
[22-31]. A conventional tensor network can be understood
as associating a quantum state with the vertices of a graph
(which may or may not be the underlying lattice); the de-
grees of freedom on these states are associated with edges
of the graph and can be physical or auxiliary. The physical
quantum state is recovered by projecting the auxiliary degrees
of freedom on each edge of the graph onto a maximally
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entangled state. One can now choose these quantum states
associated with the vertices of the graph to be Gaussian states,
i.e., states satisfying Wick’s theorem, and choose the maxi-
mally entangled state that the edges are projected onto as a
Gaussian state as well. In this case, the physical state being
represented is Gaussian as well, and the entire computation
can be performed in terms of covariance matrices of the states.
This representation inherits most properties of general tensor
network states; however, the exponential scaling with the en-
tanglement entropy is replaced by a polynomial scaling, i.e.,
the ansatz is exponentially more efficient in terms of its scal-
ing with entanglement entropy. This construction was used
to obtain practical, efficient algorithms for one-dimensional
systems of free fermions using Gaussian fermionic matrix-
product states (GFMPS) in Ref. [31]; these methods form
the basis of the efficient gHF calculations presented in this
paper.

On a technical level, a GFMPS is obtained by associated
to each site i on a chain a pure Gaussian state |y;) with
covariance matrix y;. The fermionic modes on each state can
be assigned to three groups: physical modes and auxiliary
modes connecting to the left and right. These auxiliary de-
grees of freedom can be thought of as capturing entanglement
to the left and right of the system, respectively, and the physi-
cal state is obtained by projecting the right auxiliary modes
on site i with the left auxiliary modes on site i + 1 onto
a maximally mixed state (often referred to as “tracing out”
or “contracting”), so that only physical modes are left. The
number of auxiliary modes on each bond, which we denote as
x and which should be viewed as hyperparameter refining the
ansatz similar to the bond dimension M for conventional MPS,
bounds the bipartite entanglement in the state by § < x In +/2,
i.e., the maximal entanglement is linear rather than logarith-
mic in the case of conventional MPS.

As a crucial ingredient for practical calculations, Ref. [31]
describes the canonical form for GFMPS, efficient compu-
tation of the total energy as well as a way to express the
total energy as a linear function of a local tensor. These com-
ponents together allow for a straightforward generalization
of standard MPS techniques, such as the DMRG algorithm,
which (starting from an initial guess for the state, for example,
a completely random state) finds an approximation of the
ground state of the system by iteratively optimizing each ten-
sor (or pairs of tensors) in the MPS. This optimization is swept
back and forth across the system until convergence is reached.
While a detailed review of the technical aspects of GFMPS
calculations is beyond the scope of this manuscript, we review
some key aspects of the GFMPS method in Appendix C.

For the discussion of our numerical results below, an im-
portant practical difference between conventional MPS and
GFMPS is that in the latter case, it can be advantageous to
group several physical sites together and form a lattice of
such blocks. We will therefore typically refer to a block of
B sites, which is a single site in the GFMPS but encompasses
B physical sites. Choosing x and B must be done carefully,
and one must generally ascertain convergence with respect to
x. For a given y, it is typically close to optimal to choose
blocks of size 2x (if the goal is to minimize memory) or x (if
the goal is to minimize computation time).

Algorithm 1 GFMPS gHF

function Grmps-GHF(T, U)
gfmps < random initial state
GFMPSDMRG(T, gfmps);

I' = EXTRACTGAMMA (gfmps);

Eo <— OO0

for s < 1 to mazlter do
F < 6Uij,lk, + Ti 5;
GFMPSDMRG(F, gfmps);
Frew + (Fij +Ti,;)Tj,:/2
AFE < Eo — Epew
If |AE| < AFEiarget, break;
I' = EXTRACTGAMMA (gfmps);
EO — Enew

end for

end function

FIG. 1. Pseudocode description of the gHF iteration using a
GFMPS-based solver.

D. gHF using GFMPS

In the full solver, the gHF iteration forms an outer loop;
its pseudocode is shown in Fig. 1. In each iteration, it queries
the covariance matrix I'’ from the underlying GFMPS repre-
sentation, builds an effective potential F' from the covariance
matrix I'°, and then passes this new potential to the DMRG
solver to obtain an updated I' in GFMPS form. In the inner
loop, several sweeps of the DMRG optimization are per-
formed to obtain the lowest-energy GFMPS for a given Fock
matrix . The GFMPS is re-used as the initial state for the
DMRG solver in the next gHF iteration in order to speed up
convergence.

In principle, the entire dense covariance matrix I" can be
extracted from a GFMPS. However, this would require O(N 2)
memory and negate the time and memory savings of the
GFMPS approach. We focus on a local Hamiltonian, where
T and U connect each block to only a small number of other
blocks. Then we only need to extract a block-space I', popu-
lating the blocks that are connected by T and U. Strictly local
models like the Hubbard model have only intrablock quartic
terms (U) and interblock quadratic terms (7°), so that a sparse
I' can be extract in O(N) time; the same asymptotic scaling
will be preserved for models with finite but bounded range
(e.g., next-nearest-neighbor interactions). Conversely, a non-
local interaction such as an unscreened Coulomb interaction
with 1/r decay would add terms between all pairs of blocks,
and thus require computing all elements of I" and lead to a
dense I' and F'. In this unfavorable case, the GFMPS-based
approach would recover the computational cost of the dense
approach. In some cases, for example for screened Coulomb
interaction of the form e~'/% /r, it may be possible to introduce
a sharp cutoff and set all interaction terms beyond this distance
to zero in order to recover the linear scaling.

Pseudocode for the subroutines GFMPSDMRG and EX-
TRACTGAMMA can be found in Appendix D. It is important
to note that the same gfimps object is being used across itera-
tions, and the previous state computed by GFMPSDMRG is used
as input to the next GFMPSDMRG. After the first one or two
iterations, the effective potential F will not change much, so
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the previous state of gfimps is a good initial state for the DMRG
solver.

III. RESULTS

A. Model

To demonstrate the efficacy of the approach, we study the
Hubbard model on a two-dimensional rectangular lattice with
a quadratic anisotropic trapping potential, loosely modeling
trapped quantum gases [51-53]. The number operator at a
site I 1S Ay = &Ig are , and the electron density as its expecta-
tion (firs). The superfluid density is 3 (@rtar, +af,af,). The
Hamiltonian is given by

7:[ = 7:[0 + 7:Zint + ﬂtraps (14)
7:[0 = —t Z flIlU &rza - ,U«Zﬁr](r’ (15)
(ri,r),0
H=UD_ (7 (i ! (16)
int = ey — = ney, — %)
t - 1 2 { 2
ﬁtrap = Z (erf + Vyr}%)ﬁra’ (17)

r,o

where &IO creates a fermion of spin ¢ on site r = (x, y) of the
lattice, by (rj, r) we denote pairs of nearest-neighbor pairs,
and the spin index o runs over {1, | }. Here, t denotes the hop-
ping strength, p sets the chemical potential and thus controls
the filling of our system (noting that due to the Majorana rep-
resentation being used in our method, we don’t fix the particle
number), U is the strength of the on-site Hubbard interaction,
and V; and V,, control the properties of the harmonic trap. We
quote all energy scales below in units of the hopping 7.

We note that in the metallic phase, the Hubbard model
exhibits a mild violation of the area law: for a system of
width W and length L, with L >> W, the entanglement entropy
will scale as W In L. However, as previously demonstrated in
Ref. [31], the scaling of the GFMPS approach remains cubic
in W and only slightly higher than linear in L.

In addition to the parameters of the physical model, there
are the parameters of the method. Both dense gHF and
GFMPS are run until AE < 1073, where AE is the energy
difference after subsequent iterations. The GFMPS has addi-
tional parameters for the bond dimension x and block size B.
Lengths were picked to always be multiples of B, so that all
blocks were equal size. We generally performed four GFMPS
DMRG sweeps per gHF iteration and use the single-site
DMRG algorithm [54].

B. Square systems

While the GFMPS approach is much better suited to quasi-
one-dimensional systems, i.e., where the length L far exceeds
the width W, we first test the accuracy of the approach for
a square system with W = L = 32. Although this not in the
L > W regime, we are primarily interested in, this allows us
to ascertain what convergence rates or hyperparameters we
might expect, and the O(L?) scaling of the GFMPS on square
systems still outperforms the O(L®) traditional Hartree-Fock.
The parameters of the Hamiltonian were chosen as U = 0.4¢,
Ve =V, =0.02t, u = 0.3, x =32, and B = 8. This puts it

Y location
Nyt + Ny, |

10 10 1.00
0.75
0 0 0.50
_10 10 0.25
0.00

-10 0 10 10 0 10

X location

10 0.06
0.04
0
0.02
10 0.00
—0.02
-10 0 10

FIG. 2. (Top left) Filling fraction over space with standard
Hartree-Fock and (top right) with GFMPS accelerated method. (Bot-
tom) Difference between top two, contrast enhanced 13x.

M Dense — NGFMPS

in the weakly repulsive regime 0 < U/t < 1. The GFMPS
DRMG method found a state of energy —6791.37 and peak
filling 1.140, while the full dense method found —6793.47
and peak filling 1.169. The largest difference in filling was
just off-center, with 0.072. This gave agreement within a rel-
ative error of 10~* for the energy and about 6 x 1072 for the
filling. Shown in Fig. 2 are the densities of GFMPS and dense
solution in the top two panels, and the difference between the
two in the bottom panel. We can see that the 90° rotational
symmetry of the physical system is broken by choosing how
the physical system is mapped onto the one-dimensional ar-
rangement of the GFMPS. In Fig. 2, the sites of the GFMPS
are arranged along the horizontal direction of the system. The
vertical and horizontal reflection symmetry still remains in the
GFMPS solution.

C. Computational performance for
quasi-one-dimensional systems

To evaluate the performance benefit of the GFMPS ap-
proach for quasi-one-dimensional systems, we turn our
attention to systems of fixed width W = 4 and varying length
L. For the other parameters, we choose U = 0.4t, V, =V, =
(6/L2)t, u = 0.3t, x =4, and B = 8. Each run of the DMRG
used four sweeps. The potential was chosen to scale V, ~ L™2
so that the fraction of the trap occupied by particles stays
roughly constant, with the potential rising from O in the center
to 1.5 at the edges.

The first test was to see how our method compares to
dense generalized Hartree-Fock. Because it is a variational
approach, the minimum energy attained is our primary fig-
ure of merit. We also want to ensure that we see the linear
scaling of computation time with the length of the trap for the
GFMPS-based calculations, as compared to a cubic scaling
for conventional, dense Hartree-Fock.
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FIG. 3. (a) Convergence of the energy as function of CPU time
for various bond dimensions x as well as for the dense Hartree-Fock
solver. Here we have used L = 280 and U = 0.4¢. A bond dimension
of x = 80 sufficed to achieve similar energy to the dense solver
(<1073 error), but ran 7.5x faster. Energy is relative to the final result
of the dense computation, which converged on the fourth iteration af-
ter 653 s. (b) Convergence of the energy estimate as function of bond
dimension. (¢) Comparing the time for one Hartree-Fock iteration
at different bond dimensions, for L = 400¢ and U = 0.4¢. (d) Time
required to run Hartree-Fock to convergence (§ < 0.001) on varying
system lengths. The standard dense approach displays roughly O(n*)
time, while the GFMPS scales close to linearly. Dashed lines are the
lines of best fit (power law fits).

First, we held L = 280 fixed and observed accuracy and
runtime with different bond dimensions. We found that at
x = 80, the error in energy was <0.001, which represents
capturing almost all the energy that Hartree-Fock can. The
GFMPS computation took only 65 seconds, as opposed to
490 seconds with dense Hartree-Fock. This represents a 7.5x
speedup. Results with other bond dimensions are shown in
panels (a)—(c) of Fig. 3.

The same value y = 80 was then used across a broad span
of lengths to see how the computation time scaled with system
size for otherwise fixed parameters. Our results are shown in
Fig. 3(d). We expect that the GFMPS scales approximately
linearly with length, while the dense method, which requires
diagonalizing an O(L) size matrix, would scale cubically. Fit-
ting power laws ¢ = a - L? to each yielded exponents of 1.20
for the GFMPS and 2.95 for the dense methods, in good agree-
ment with expectations. Despite holding x fixed, the error in
energy did not increase significantly, staying below 1073,

D. Repulsive case

Having established the improved performance of the
GFMPS-based solver for weakly interacting systems, we now
investigate whether the expected behavior is found also in
more strongly interacting cases, starting with the case of re-
pulsive interactions. To this end, we increase the interaction
strength to U/t = 3.0. The phase diagram of the translation-
invariant Hubbard model is well-understood [55,56] and it
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FIG. 4. Comparison of the metastable state found by standard
Hartree-Fock iteration, and the true global minimum HF configura-
tion. (Top) Filling fraction along the length of the system. (Bottom)
Entanglement entropy across different cuts of the system. Orange
line is the local minimum which fails to avoid the repulsive energy
penalty, and has accordingly higher entanglement entropy in middle
of the system. Runs from several different initial random states
reliably converged to these same two cases.

is known that as p varies there are separate partially-filled
(compressible) and half-filled (incompressible) phases. The
half-filled phase occurs in a region of chemical potential u €
[0, ol centered around the half-filled point p = 0. The
critical value pu is given by [55,56]

u ® de Jy(w)e™ /4
o= 24542 (18)

o  cosh(wu/4)
~ exp(—6/u) (19)
with u = U/t and the approximation good for u < 1. By
creating an effective 4 > — o in the center of our trap and
W < —uo on the edges, we should see distinct regions appear
in the same system.

We ran with system parameters of U =3.0t, V, =V, =
6/L2t, u = 0.3t, x =40, and B = 8. The GFMPS produced
a solution in line with the two-phase result we expected. Its
electron density is shown as the solid line in the top panel
of Fig. 4. As anticipated, we find an expected region of unit
filling in the center of the trap and a continuous decay to zero
filling towards the edge.
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FIG. 5. Evolution of energy over time as GFMPS DMRG is run
with different bond dimensions. It was expected that smaller bond
dimensions would fall more quickly, but bottom out at higher energy.
We found instead that higher bond dimensions became stuck at a
higher energy, due to a local energy minimum.

Comparing the result of the GFMPS-based calculation with
the result of the dense solver, we find that the latter converged
to a state with considerably higher energy. Furthermore, as
shown in the dashed line in the top panel of Fig. 4, the state
did not exhibit the extended plateau of unit filling in the center
of the system. This was surprising as we generally view the
GFMPS as a more restricted ansatz, and therefore expect the
dense solver to produce lower energies. In this case, however,
it turns out that the dense solver becomes trapped in a stable
yet unphysical fixed point of the Hartree-Fock iteration, a
local minimum which is avoided by the GFMPS-based solver.

To understand why the GFMPS is able to avoid this fixed
point, we compared the entanglement entropy of the global
minimum and the local minimum, as shown in the bottom
panel of Fig. 4. The entanglement of the local minimum is
much larger than that of the global minimum, which in the
center of the trap potential corresponds to an incompressible
and thus weakly entangled state. This hints at why the GFMPS
is able to avoid this local minimum: like all tensor-network
based approaches, it is (at finite bond dimension) biased to-
wards low-entanglement solutions, thus making it more likely
to find the incompressible state.

To confirm this, we reran the GFMPS solver with much
larger bond dimensions, where its behavior should more
closely resemble that of the dense solver. Results are shown
in Fig. 5. We find that indeed for bond dimensions x > 80,
the GFMPS-based solver becomes trapped in the same local
minimum as the dense solver. Intermediate bond dimensions
may become trapped in this local minimum for a few sweeps,
but eventually find the global minimum. Overall, this suggests
that it may in some situations be beneficial to limit the bond
dimension of the GFMPS at least in initial sweeps of the
self-consistent iteration.

E. Attractive case

When U < 0, the interaction between fermions is attrac-
tive, and we expect the appearance of finite superconducting

pairing as measured by a; 1+a; | + a . At the half-filled
point p =0, the Hubbard model on blpartlte lattices has
a U — —U symmetry corresponding to applying (&;, +
&z T)(&,; L+ az }) at every other site. To study specifically the
behavior of the superconducting phase, we thus study densi-
ties away from half-filling.

We simulate at © = 0.5, L = 2000, varying U /¢ in order to
see both the weakly and strongly interacting cases.

As expected, we observe that the convergence is fast for
weak interactions like U = —0.5¢, where the Hartree-Fock
procedure does not modify the potential as greatly between
iterations. U = —4t converged more slowly in the middle, as
discussed in the previous section, likely for similar reasons of
gradually adjusting the potential. All solutions showed elec-
tron density oscillations, especially pronounced in the vicinity
of the (n;) =1 point (the x location with a filling of ap-
proximately one fermion per site). Running the Hartree-Fock
iteration for many more steps gradually reduced the amplitude
of the oscillations, but they did not go away, suggesting that
these Friedel-like oscillations are genuine physical effects,
but that the search procedure may be prone to overestimating
them.

It is well-known that many qualitative features of the super-
conducting phase are well-captured by the BCS [2] mean-field
solution, which can be viewed as a more restricted version
of the gHF ansatz. For the translationally-invariant case, the
mean-field solution can be obtained semianalytically by solv-
ing the gap equation, which relates the filling fraction n,
superconducting gap A and the interaction strength U, and
in one dimension takes the form

E(k) = —2cos(k) — u — U(n — %), (20)
2
n= L/ O(=§(k)) dk, (21)
2w 0
2 ke dk
- = —_— (22)
U] 0 JVEKk)?+ A2

To compare to our numerical gHF solution, we can con-
sider what we refer to as “local gap approximation” (following
the “local density approximation” widely used in density
functional theory calculations), where we approximate the
solution at each point in space by the solution of the (trans-
lationally invariant) gap equation for the parameters at that
point in space. This should be appropriate in the limit where
the potential varies very slowly compared to the coherence
length of the superconductor.

At U = -2, where the coherence length is on the order
of a few lattice sites, this local gap approximation accurately
reproduces the numerical gHF solution, as shown in the top
panel of Fig. 6. The deviation is most pronounced at the
edges of the system, where the local gap approximation has
the superfluid density drop sharply to zero, while in the true
inhomogeneous problem it tapers off over a few sites. At the
much weaker interaction strength of U = —0.65, which is
much more representative of real-world conditions, where su-
perconducting pairing is a weak effect compared to the Fermi
energy, a very distinct picture emerges. Our results for this
regime are shown in the bottom panel of Fig. 6. We find that
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FIG. 6. Comparison of gHF-GFMPS calculation of superfluid
density with predictions of superfluid density from the BCS gap
equation. Both have V = 6¢/L2. (Top) u = —1 and U = —2. (Bot-
tom) u = —0.75 and U = —0.65. As the local gap approximation
becomes more accurate as L increases, a larger L of 2000 was chosen
for the bottom figure to show how the differences persist.

the local gap approximation is much less accurate at capturing
the inhomogeneous solution, underestimating the strength of
superconducting pairing by approximately a factor of 2 in the
center of the system. Our GFMPS-based approach is still able
to solve this inhomogeneous system of several thousands of
degrees of freedom in 113 seconds.

IV. OUTLOOK

In this paper, we have demonstrated that using numerical
methods based on Gaussian tensor networks can accelerate
computational methods that map many-body electron prob-
lems onto effectively noninteracting problems. This family
includes Hartree-Fock and self-consistent BCS, which can
be unified into the generalized Hartree-Fock method used
here, but also other widely used approaches such as density
functional theory. We thus expect this general approach to be
applicable to a wide array of problems.

Application areas where an inhomogeneous real-space so-
lution may be particularly important include systems with

very large unit cells, which is a feature typically found in
Moiré materials such as twisted bilayer graphene (tBLG)
[57]. Our approach seems suitable, for example, to extend
recent studies of tBLG using hybrid Wannier orbitals to larger
systems [58]. Similarly, in mesoscopic device physics, inho-
mogeneities in the system often play an important role, and
the methods put forward here suggest a pathway to realistic
simulations of such structures.
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APPENDIX A: MAJORANA FORM OF HAMILTONIANS

In standard creation and annihilation operators, a quartic
Hamiltonian is written

N s o n atad
H= Ztijaia} + Z uijkga[aja,‘(ae + H.c. (A1)
This can be expanded in terms of Majorana operators:
N 1,A A
a; —> 5(Caim1 + iC2), (A2)
~ 1, A
al — Yeuy —itn). (A3)
Then any term from ¢ becomes
A AT 1 A A A A N N A A
tijaia; = 71ij(C2i—18aj—1 +1CyiCaj—1 — iC2i—1Caj + C2iCaj).
(A4)

Its Hermitian conjugate is
s a At 1,% /A N A A N ~ PN
1;;aj0; = 315(C2j—1Coi—1 +iCrjCri1 — iCrj—1Coi + C2C2i)
1.% N N A A N A A A
= 31;;(=Caim1Caj1 +1C2iCrj—1 — iCri—1Caj — C2ila
+44; ;,
where {¢;, ¢;} = 28;; was used. The §;;’s that arise can be

discarded, as they only add some constant shift to the Hamil-
tonian. Adding (A4) to its Hermitian conjugate yields

* *
hp+t; A A lij —1;
(iC2iCaj—1 — iCri—1C2j) +

(C2i—1C2j—1 + &2iC2j)
(AS)

iﬂt[t,«_,-]

A A . i3[ti;]
=— (62iC2j—1 — Coi—1C2j) + '

2

(C2i—1C2j—1 + C2iC2)).
(A6)

This shows that the resulting expansion has only imaginary
coefficients on the quadratic terms. The anticommutation
of the Majorana operators lets us rewrite any ¢;C; — ;; +
%(éiéj — ¢;¢;). And then, again, we can neglect the §;; terms
that lead to a constant offset in the Hamiltonian. In this way,
the quadratic terms #; j&i&; can always be transformed into
C+ Z Z'T;‘j@,‘@j (A7)
ij
with T antisymmetric and real, and some constant shift C. If
we apply the same substitution and expansion to the quartic
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terms

we will obtain additional constant terms (from, e.g.,
C162¢1¢y = —1), quadratic terms (16,636, = —¢1¢3), and
new quartic terms (¢;¢;Cxé, all indices distinct). When this
is combined with its Hermitian conjugate, the terms combine
and antisymmetrize as before, and the constant and quadratic
terms are again of the form

) A A
C+ E iT;;Ci¢j,
i

which can be absorbed into our other earlier quadratic term.
The quartic terms remain where all indices are distinct, and
the sum with the Hermitian conjugate is

(A8)
(A9)

’ AA A A I A A A A
UijkeCiCjCkC[ + Ul«jkngCijC,‘

_ / AAA A _ 67 7/% AAA A
= ,-jkgCleCkCe-i-( 1) Uijkzc,cjckce

= (Ujjpe + Ule)iCjexee = Upjadiejérle. (A10)
The (—1)° arises from the 6 swaps necessary to reorder the
¢’s, and the resulting U is completely real. Because all four ¢’s
anticommute, this U can be taken completely antisymmetric.

In general, a term with k-fermion interactions can be writ-
ten with a totally antisymmetric rank-k tensor. Since it will
introduce k-choose-2 swaps when taking the Hermitian con-
jugate, it will be real when & is a multiple of 4, and completely
imaginary otherwise.

APPENDIX B: FERMIONIC PARITY

A Majorana operator ¢; has a spectrum of 1. The +1 (re-
spectively, —1) eigenspace corresponds to the 0 (respectively,
1) eigenspace of &;&i, o)

[Te=TTe™. (B1)

Then, since the number operators 7; all pairwise commute,
they behave as c-numbers and

which is the common form of the fermionic parity operator.

APPENDIX C: GFMPS TECHNIQUES

The covariance matrix y on the i’th site of a GFMPS is
written as a block matrix

Yop  Vpt  Vpr
Y =1|VYep Y Y| (C1)
yrp Yre Yrr

where the subscript labels p, £, » denote the physical, left
auxiliary, and right auxiliary modes, respectively. The y,,
block describes covariance with the p sites, while y,, de-
scribes covariance between the p and ¢ sites. The contraction
between two such tensors is most easily illustrated for two
states where the modes are arranged in two groups each;

the generalization to three or more groups is straightforward.
Consider two covariance matrices given, in block-form, by

_ Gaa Gac _ be Hbc’
ol &) ool ] @

with a common subsystem ¢ = ¢’. They can be contracted into
the ab covariance matrix
-1
_|Gaa O Goe 0 |[Gee 1
GeH = [ 0 be] +[ 0 Hyl|l—-1 H

e

Goe 07
X |: 0 Hbc:| . (C3)
The other crucial step in DMRG is the Schmidt de-
composition, where a state is split into two blocks (two
physical subsystems), as accurately as possible, given the
limited entanglement between the two. In a standard MPS,
this is achieved by a singular value decomposition [i) =
UDV' = > |€k) Ak |ri); the smallest Ay are discarded in order
to meet the bond dimension limit. The analogous operation
for fermionic Gaussian states was first derived by Botero and
Reznik [59]. It proceeds by an SVD of the submatrix y,,,
which contains the correlations between the two halves (but

not their internal correlations):

OyabQT = @ |:16k l?ki| . (C4)

k

This necessarily produces paired singular values p; and real
orthogonal matrices O and Q. These are related to the sym-

plectic eigenvalues Ay of y,, by ux = /1 — )\]%. The Schmidt
decomposition of y is then given by

0 MmO
_)Vk 0 0 Mk
—ur 0 0 —x
0 — MUk )\.k 0
(C5)

0o Qy©0ed =g
k

and can be split into

T
Y= Lac\aCDRbc\bc = |:_00 00 ]D[_ZT %] (C6)

The modes where . = 1 are fully decoupled modes, and can
be omitted from the ¢ index to reduce the bond dimension
without altering the underlying y. Truncating the bond di-
mension is achieved by setting the largest several A; to 1 and
discarding them, keeping only the modes with smaller A; (and
thus higher entanglement).

The final ingredient to reconstruct most standard algo-
rithms for MPS in the Gaussian context is a canonical form of
the GFMPS. This can be constructed in an analogous fashion
to standard MPS using the SVD decomposition described
above; in the case of GFMPS, it turns out that the canonical
form is essential in order to make the computation of the
total energy as well as the local effective Hamiltonian in the
DMRG iteration efficient. For technical details of this, we
refer to Ref. [31]. With these tools in hand, one can perform
the conventional single- and two-site DMRG algorithms to
find the lowest-energy GFMPS for a given quadratic fermionic
Hamiltonian.
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APPENDIX D: EXTENDED PSEUDOCODE

Algorithm 2 Extracting blocks of T’

function EXTRACTGAMMA(gfmps)
Move gfmps to canonical form at block 0;
Tresuit < sparseZeros();
carriedBlocks + [|;
for ¢ < 1 to numBlocks do
Add the T';, to carriedBlocks;
Move gfmps to canonical form at block i;
for I'j, in carriedBlocks do
if block I'j; is needed by T or U then
Use I'j, to compute I'j;;
Fresult[j7 ’L] <~ Fji;
Move the 2nd index of I'j, from ¢ — 1 to 4;
else
Remove I'j; from carriedBlocks;
end if
end for
end for
Return I'yesuie
end function

Algorithm 3 GFMPS DMRG

function GFMPSDMRG(F',gfmps)
for s + 1 to mazSweeps do
Initialize effective potential Hy to 0;
for i + 1 to numBlocks do
Move gfmps to canonical form at block ¢;

Update effective potential Ho using F' and block

i of gfmps;
Gaussian SVD to optimize block 4;
end for
If |AE| < 1073, break;
end for
end function
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