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Multivariate scaling of maximum proton energy in intense laser driven ion acceleration
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The production of high-energy ions is a momentous goal of ultraintense laser lights. So far a number of
experiments and numerical simulations have been conducted to obtain the scaling of the ion energy to find
the optimal experimental condition. Due to the complexity of the relativistic laser-plasma interactions, it is not
easy to evaluate the ion energy for different experimental configurations. We propose a statistical approach
using the Bayesian inference to obtain a multivariate scaling to predict the maximum proton energy via the
target normal sheath acceleration. We derive the scaling for the experimental parameters and also for the hot
electron temperature and density observed in the corresponding particle-in-cell simulations. We demonstrate the
effectiveness of our approach in the prediction of the maximum proton energy and provide the experimental
condition to achieve a proton energy over 100 MeV.

DOI: 10.1103/PhysRevResearch.3.043140

I. INTRODUCTION

The intensity of short pulse lasers has been increased to the
level of 1021 W/cm2 after the invention of chirped pulse am-
plification [1]. High-energy ion generation using such intense
laser lights has been studied to realize compact ion sources
for applications such as cancer therapy [2]. Several acceler-
ation mechanisms of ions have been proposed, e.g., target
normal sheath acceleration (TNSA) [3], collisionless shock
acceleration, and radiation pressure acceleration. In TNSA,
ions are accelerated by the sheath electric field generated
at the rear side of a thin foil heated by intense laser light.
Since TNSA is a controllable method that can produce ions
with small emittance without being affected strongly by the
plasma instabilities, TNSA has been studied intensively both
experimentally [4–11] and theoretically [12–17].

There might be a true function for the maximum pro-
ton energy Emax accelerated by TNSA with variables such
as laser intensity IL, pulse length τL, spot diameter W , and
foil thickness L. If we know such a function, we will have
a capability to provide experimental setups to achieve ion
energies required in the applications, e.g., 100-MeV protons.
The dependence of Emax on the experimental parameters has
been studied with several approaches shown in Fig. 1. One
approach is to use the regression analysis, i.e., a statistical
approach to find the relation of the observed values with the
experimental parameters as variables. So far, the analysis is
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limited to single variable scalings, e.g., the Emax dependence
on IL [4] and the Emax dependence on L [17,18].

Particle-in-cell (PIC) simulations have also been used for
the prediction of Emax. However, since not all the physics is
included in the simulation models and also because the actual
shot by shot conditions in the experiment such as preformed
plasma distribution and laser intensity on the target are not
clear, even three-dimensional PIC simulations cannot predict
the experimental results accurately.

Recently, a neural-network-based approach, adapting 1000
one-dimensional (1D) PIC simulation data to train the net-
work, has been used to forecast Emax for different plasma
conditions, e.g., preformed plasma [19]. Theoretical models
have been proposed with the support of the simulations. For
instance, the isothermal plasma expansion theory [15] as well
as employing the ponderomotive scaling [20] for the laser-
accelerated hot electron temperature Th can describe well
an ideal one-dimensional TNSA for short-pulse lasers qual-
itatively. However, as the theories use approximations, the
quantitative prediction for Emax is difficult.

In this paper we propose a different approach, the mul-
tivariate regression analysis using Bayesian inference in
combination with experimental data and also 1D PIC simu-
lations, as illustrated in Fig. 1. The Bayesian inference was
employed successfully to optimize the neutron yields in iner-
tial confinement fusion [21].

In the past, the number of experiments using ultraintense
laser light was limited due to the repeatability of the laser
system. Thus, the experimental data covering a wide range
of multidimensional parameter regimes were not available,
so a multivariate analysis of experimental data had not been
attempted. However, with the advent of high-repetition lasers
in recent years, it is becoming possible to obtain a large
amount of data with various experimental parameters. Our
method proposed in this paper is considered to be an effective
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FIG. 1. Conventional approaches and the proposed approach
(blue) for the prediction of the laser-driven ion acceleration.

tool to have a more accurate prediction of experiments in the
future as more statistics will be available when more high-
repetition-rate laser facilities will be commissioned. In this
paper we assemble the previously published data [4–11] for
the statistical analysis (see Fig. 2).

II. CONVENTIONAL APPROACH FOR TNSA
ENERGY PREDICTION

Figure 2 shows the dependence of the proton maximum
energy Emax on the laser intensity [Fig. 2(a)] and the pulse
duration [Fig. 2(b)]. In Fig. 2(a) we plot two scalings for
intensity, proportional to IL and proportional to I1/2

L , with gray
lines. From the data it is impossible to tell which scaling
represents the IL dependence of Emax. Beyond 1020 W/cm2,
Emax is saturated. There are two reasons for the saturation.
One is the limitation of the focusing spot size, which should
be larger than the excursion length lex of electrons [5]. The
excursion length is the electron’s oscillation length in the laser
electric field and it is given as lex = a0λL/2π , where λL is the
laser wavelength, a0 = eEL/mecωL the normalized amplitude
of the laser field, e the elementary charge, EL the laser electric
field amplitude, me the rest mass of the electron, c the light
speed, and ωL the laser angular frequency. When the laser
light is focused on a small spot to increase its intensity, lex

eventually becomes larger than the laser spot size. The elec-
trons then slip out from the interaction region before they get
full acceleration, and thus the electron acceleration becomes
inefficient.

The other reason is the pulse profile, especially the rising
edge. In the case of an extremely intensified laser light over
1020 W/cm2, the rising edge could have the relativistic in-
tensity before the main pulse. The TNSA then starts before
the main pulse arrives at the target [26]. Such a preacceler-
ation can cause the detachment of protons from the target,

FIG. 2. Experimentally observed proton maximum energies
against (a) laser intensity and (b) pulse duration. The data are taken
from Ceccotti et al. [22], Clark et al. [23], Dover et al. [5], Fuchs
et al. [4], Kaluza et al. [6], Malka et al. [11], Mariscal et al. [10],
Murakami et al. [24], Ogura et al. [25], Robson et al. [9], Spencer
et al. [7], and Yogo et al. [8].

preventing them from being accelerated by the main pulse.
We thus discriminate the experimental data by the intensity
(i) below and (ii) above 1020 W/cm2.

Regarding the pulse duration, it has been reported that laser
lights having pulse durations greater than 1 ps show a different
property for the proton acceleration [8,10], because of the
change of the laser absorption due to the plasma blowout [27].
We therefore distinguish the data by the pulse duration (i)
below and (ii) above 500 fs.

We perform the corresponding 1D PIC simulations with
the PICLS code [28]. The foil target is modeled as a fully ion-
ized plasma consisting of hydrogen and deuteron evenly. The
initial target electron density is set to 253nc. It is high enough
density that the targets can survive during the laser plasma
interaction even with the highest intensity. A preplasma is
placed in front of the target. The preplasma starts from 50nc

and drops exponentially with a 0.5-μm scale length in 3 μm.
We fixed the preplasma distribution for all the experimental
conditions. The laser light has an amplitude a0 with a flat
intensity profile and rises and drops with the Gaussian shape
with a 33-fs temporal width. We start the simulation two
e-foldings down from the peak amplitude. The total pulse
duration is set as the experimental one.

We plot Emax obtained in the simulations against that ob-
tained in the corresponding experiment by the red plus points
in Fig. 3. When the predicted Emax and the Emax in the
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FIG. 3. Prediction for the maximum proton energy Emax obtained
from the 1D PIC simulations (light blue points) and the 1D theoret-
ical model [15] (red pluses). The solid line shows that the predicted
Emax equals the Emax observed in the experiments.

experiment have the same value, the point is on the guiding
solid line. The Emax in the simulations show higher values than
the experimental ones for most of the cases. In other words,
the 1D PIC overestimates the proton energy. In order to im-
prove the accuracy, we need to have more precise information
in the experiment such as the preformed plasma characteristic
and we need to perform multidimensional PIC simulations.
However, the quantitative prediction is still hard. We can
adjust the maximum proton energy of the PIC simulation by
changing, for example, the preformed plasma scale length, but
not in a sophisticated way. Instead we will consider a rising
edge of the incident laser light in the later analysis.

We also plot Emax predicted by a theoretical model by Mora
[15], Emax = 2Th{ln[τ̃a + (τ̃ 2

a + 1)1/2]}2, by blue circles. Here
τ̃a is the normalized acceleration time τ̃a ≡ ωpiτa/(2eN )1/2,
ωpi = (4πnhe2/Mi )1/2 is the ion plasma frequency of the pro-
ton at the hot electron density nh, Mi is the ion mass, and
eN is Napier’s constant. We use Th and nh evaluated in the
simulations and set the acceleration time τa with the rule
defined in Ref. [29], τa ≡ κ (τL + tmin), where tmin ≡ 60 fs and
κ varies linearly from 3 at an intensity of 2 × 1018 W/cm2 to
1.3 at 3 × 1019 W/cm2 and stays constant at 1.3 for higher
intensities. Note that κ = 1.3 corresponds to the scaling in
Ref. [4]. The theoretical values are scattered around the solid
line, although they show a similar trend to the 1D PIC results,
i.e., they overestimate the experimental values in the high-
intensity regime.

III. STATISTICAL APPROACH FOR TNSA
ENERGY PREDICTION

The formula for predicting the maximum acceleration en-
ergy of protons was derived by regression analysis based on
the framework of Bayesian inference. The experimental data
[4–11,22–25] in Fig. 2 have the parameter range for intensities

(1.5 × 1018)–(5 × 1021) W/cm2, pulse lengths 30–3000 fs,
focal spots 2.6–60 μm, and target thicknesses 0.5–125 μm.

We use the linear regression analysis based on the Bayesian
statistics. The objective variable ŷi has the average value

ŷi =
K∑

k=0

βkxki + εi, (1)

where i is the number of data of Fig. 2, βk are the coefficients
of the linear regression, xki are the explanatory variables, and
εi is the uncertainty having a normal distribution with the dis-
persion σ 2, i.e., N (0, σ 2). In order to estimate the distribution
of ŷi, we apply the Bayesian inference with the Markov chain
Monte Carlo method using the PyMC3 library [30].

Here we assume the objective variable ŷi = ln(Emax i ) in
the form

ln(Emax i ) =
K∑

k=0

βk ln(xki ) + εi, (2)

where xki is the parameters in the simulations or experiments,
except x0i = exp(1) for all i. We can rewrite Eq. (2) as

Emax i = exp(β0)
K∏

k=1

xβk

ki exp(εi ), (3)

which has the log-normal distribution. To obtain the indices
βk , we have to choose xk from the variables related to the
TNSA.

First, we apply the Bayesian inference for the simulation
results. In the following analyses, we take the initial distri-
bution of each βk to be uniform. We use data in area (i) of
Figs. 2(a) and 2(b) for the training and the validation. Since we
know that the TNSA depends on the hot electron temperature
Th and density nh from Mora’s theory, we choose these two
values in the 1D PIC simulations. The regression analysis
yields

Emax (MeV) = 7.77
( Th

mec2

)0.61(nh

nc

)0.31
(

W

10 μm

)0.65

. (4)

In the derivation of Eq. (4), the dispersion of ln(Emax) is
σ 2 = 0.34. Equation (4) then has an uncertainty with a rela-
tive standard deviation of [exp(σ 2) − 1]1/2 exp(σ 2/2) = 0.75.
The coefficient of determination R2 = 1 − (N − 1)

∑
i(yi −

ŷi )2/(N − K − 2)
∑

i(yi − ȳ)2, which is a quick summary of
the model fit in linear regressions, is 0.79 in this calculation,
where yi is the observed value of ŷi, ȳ is the averaged value
of yi, and N is the total number of data. In Eq. (4) we also
put the spot diameter W as an explanatory variable to include
the multidimensional effect, which is missing from 1D PIC
simulations. The Emax in Eq. (4) depends strongly on Th as in
the conventional understanding [15] and also has dependences
on nh and W .

Figure 4 shows the prediction from Eq. (4). The black line
indicates that the predicted Emax equals the experimental one.
Both the training data (blue closed circles) and the validation
data (orange closed circles) reproduce the experimental val-
ues well. Compared with Fig. 3, the prediction is improved
notably, even though we only use the 1D simulations for the
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FIG. 4. Prediction for the maximum proton energy Emax by
Eq. (4) for the Bayesian inference applied to the simulation pa-
rameters. The blue pluses are the training data in region (i). The
orange closed circles, open squares, and closed squares are the data
in region (ii) of Fig. 2 to see the applicability of the prediction to the
parameter regime outside the training data. Here R2 is the coefficient
of determination.

prediction. Data shown by the light blue plots, which are from
region (ii) in Fig. 2, are scattered around the black line.

We here check the dependences of Th and nh on the exper-
imental parameters, intensity IL, pulse duration τL, and target
areal mass density ρL. The parameter ρL is introduced to take
into account the stopping length of fast electrons. Using the
same Bayesian inference, we obtain

Th (MeV)

= 1.16
(
I20λ

2
μm

)0.41
( τL

10TL

)0.07
(

ρ

ρAl

L

1μm

)−0.01

(5)

and

nh

nc
= 38.4

(
I20λ

2
μm

)1.47
( τL

10TL

)1.66
(

ρ

ρAl

L

1μm

)−1.03

, (6)

where I20 is the laser intensity normalized by 1020 W/cm2,
λμm is the laser wavelength normalized by 1 μm, TL = 3.3
fs is the oscillation period of a light with wavelength 1 μm,
and ρAl is the mass density of aluminum. Interestingly, Eq. (5)
shows that Th is proportional to I1/2

L and has almost no depen-
dence on the other parameters. This Th scaling is consistent
with the ponderomotive scaling [20]. Here nh depends on IL,
and also on τL and 1/L as a result of the recirculation [18].
By substituting Eqs. (5) and (6) into Eq. (4), we find that
Emax is almost proportional to the intensity IL. The preplasma
scale length �p set in the simulation mainly affects the scaling
of nh. The first coefficient on the right-hand side of Eq. (6)
decreases almost linearly with �p, by changing the scale length
as �p = 0.25, 0.5, and 0.75 μm. The coefficient and power
indices in Eq. (4) change within the error range accordingly.

Next we apply the regression analysis to obtain the Emax

scaling with respect to the experimental parameters IL, τL, ρL,

FIG. 5. Prediction for the maximum proton energy Emax by
Eq. (7) for the Bayesian inference applied to the experimental pa-
rameters. The markers are the same manner as those in Fig. 4.

and W from region (i) of Fig. 2 and obtain

Emax (MeV) = 132.8
(
I20λ

2
μm

)0.95
( τL

10TL

)0.51

×
(

ρ

ρAl

L

1μm

)−0.62( W

10 μm

)0.70

, (7)

with an uncertainty with a relative standard deviation of 0.47
(σ 2 = 0.17) and R2 = 0.90. Equation (7) is consistent with
the prediction using the simulations, Emax ∝ IL, and the other
parameter dependences. We plot the prediction by Eq. (7)
in Fig. 5. The training and validation data are distributed
along the black line. The data in region (ii) of Fig. 2, i.e.,
an intensity over 1020 W/cm2 and a pulse duration over 500
fs, are overestimated. We thus cannot extrapolate Emax for the
data in region (ii) using Eq. (7).

We now do the Bayesian inference including the data in
the region of high intensity, (ii) of Fig. 2(a), to see the overall
scaling. We have

Emax (MeV) = 27.1
(
I20λ

2
μm

)0.61
( τL

10TL

)0.68

×
(

ρ

ρAl

L

1 μm

)−0.43( W

10 μm

)0.82

, (8)

with an uncertainty with a relative standard deviation of 0.64
(σ 2 = 0.27) and R2 = 0.86. In Eq. (8) we see a weaker de-
pendence on the intensity than in Eq. (7). The first coefficient
is also reduced significantly to about 1

5 . Figure 6 shows the
prediction by Eq. (8). All the data including those from the
high intensities scatter around the black line. Note here that
Eq. (8) indicates that lasers with an intensity of 1020 W/cm2,
a pulse duration of 100 fs (�30TL), and a spot diameter of
10 μm and Al targets with 1 μm thickness produce only
Emax = 34.8 MeV. Such a low ion energy is attributable to
the analysis including the low-performance experimental data
over 1020 W/cm2.
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FIG. 6. The prediction for the maximum proton energy Emax by
Eq. (8) including the data in the high intensity region (ii) of Fig. 2(a).
The markers are the same as in Fig. 4.

There are two reasons for the low performance as we dis-
cussed above, i.e., tight focusing and an unavoidable rising
edge of the high-intensity lasers. The relativistic rising edge
preaccelerates protons in a contamination layer and makes
them detach from the target; thus the main pulse could not ac-
celerate the protons efficiently [26]. Hence the time when the
rising edge exceeds the relativistic intensity, defined as τpre, is
an important parameter for the proton acceleration, especially
for extremely intensified laser lights. We here model the rising
edge by fitting the observed rising edge of the J-KAREN-P
laser pulse [26] as a Gaussian with temporal width τ f = 250
fs and having a peak intensity of 1020 W/cm2 at the main
pulse peak of 5 × 1021 W/cm2; thus the peak ratio (main pulse
to rising edge) is 50. The rising edge exceeds the relativistic
intensity (greater than 1018 W/cm2) at τpre � 400 fs before
the main pulse with this profile. For the main peak intensity of
ILλ2

μm < 8 × 1019 W/cm2 we use τpre = τ f arcsin(0.8I20λ
2
μm )

to avoid a sharp transition of τpre. In the regression analysis,
we keep the peak ratio 50 and scale the peak of the rising
edge with the same pulse profile to estimate τpre. In order to
include the above two effects, we introduce two additional
explanatory variables (τL + τpre )/τL and (W + 2lex)/W for
the regression analysis and derive

Emax (MeV) = 152.1
(
I20λ

2
μm

)1.01
( τL

10TL

)0.51

×
(

ρ

ρAl

L

1 μm

)−0.56( W

10 μm

)0.61

×
(τL + τpre

τL

)−0.48(W + 2lex

W

)−1.42

, (9)

with an uncertainty with a relative standard deviation of 0.48
(σ 2 = 0.18) and R2 = 0.91. The power index for I20λ

2
μm is

recovered to 1.01, which is close to that in Eq. (7), and
the first coefficient exceeds 100 MeV. In addition, τpre for
a peak intensity of 1020 W/cm2 is about the pulse dura-

FIG. 7. Prediction for the maximum proton energy Emax by
Eq. (9). The markers are the same as in Fig. 4. The high-intensity data
in region (ii) of Fig. 2(a) are also used in the training. Red crosses are
validations using 2D PIC simulations.

tion for high contrast lasers. Regarding the excursion length,
lex � 1.33 μm for IL = 1.5 × 1020 W/cm2 and λ = 0.8 μm,
so [(W + 2lex)/W ]−1.42 � 0.84 for W = 10 μm, resulting in
Emax � 122 MeV for τL = 33 fs (�10TL) and in Al targets
with thickness L = 1 μm. We can make the energy even
higher with targets thinner than 1 μm; however, another lim-
itation is due to the target preheating by the prepulse as
discussed in Ref. [6].

The predictions from Eq. (9) are shown in Fig. 7. The data
points are scattered around the black line similarly to Fig. 6.
We here emphasize that the prediction by Eq. (9) agrees with
physical understanding of the overall parameter dependences
without losing the accuracy.

Figure 8 shows the maximum proton energy Emax predicted
by Eq. (9) for a laser with 10 J by changing the pulse dura-
tion τL and laser intensity IL. The laser spot diameter W is
determined automatically by W = 2

√
(10 J)/π ILτL. The W

cannot be smaller than the laser wavelength λL, which is the
diffraction limit. This map shows what pulse configuration is
favorable for the proton acceleration by TNSA. We see that
the higher intensity results in a higher Emax unless the intensity
exceeds about 1021 W/cm2 due to the excursion length effect.
The longer pulse duration can achieve a higher Emax than the
shorter one can. This is because the rising edge effect becomes
weaker.

We performed 2D PIC simulations using the PICLS code,
which includes atomic processes such as Coulomb collisions
and ionizations [31], for two different cases to benchmark
the prediction of Eq. (9). The first case, case A, has a 2-μm
titanium foil irradiated by a J-KAREN-P laser light with an
intensity of 3 × 1021 W/cm2, a 0.8-μm wavelength, a spot
diameter of 1.6 μm, and a 40-fs pulse duration, including
the relativistic rising edge 300 fs before the main pulse. The
second case, case B, is the recommended configuration from
Eq. (9), which has 1-μm aluminum irradiated by a widely
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FIG. 8. Maximum proton energy Emax predicted by Eq. (9) for
10 J laser energy. The target is fixed to 1 μm aluminum and the laser
wavelength is 1 μm. The top right corner is an unreachable regime
due to the diffraction limit, i.e., W < λL .

focused laser light with a lower intensity of 1.4 × 1020

W/cm2, a 1.0-μm wavelength, a diameter of 12 μm, and a
40-fs pulse duration. The pulse has no relativistic rising edge
but it exceeds the relativistic intensity 50 fs before the pulse
peak. The pulse profiles used in the 2D PIC simulations are
illustrated in Fig. 9. The target materials and thicknesses are
different between cases A and B. We choose a heavier target
in case A to ensure that the target is not distorted under high-
intensity laser irradiation. Both cases have a 20-nm proton
layer behind the target and a 2-μm preformed plasma in front
of the target.

Figure 10 shows the temporal evolution of energy densities
of ions and protons in each case. We use different contour

FIG. 9. Laser temporal profiles used in the 2D PIC simulations
for cases A (orange) and B (green). An orange line is the temporal
profile of a J-KAREN-P laser experiment (detailed in Ref. [26]). A
blue line is the typical pulse profile used in the model in deriving
Eq. (9).

FIG. 10. 2D PIC simulation for a tightly focused laser pulse (case
A) and a widely focused laser pulse (case B). Energy densities (in
petapascal) of target ions (black, red, and white) and protons (rain-
bow) are shown for case A observed (a) right after the main pulse
irradiation and (b) 100 fs later. (c) and (d) Same energy densities
for case B, respectively. (e) Energy spectrum of protons for case A
(dashed line) and case B (solid line).

colors for bulk ions and protons to distinguish them. In case
A with the relativistic rising edge, the proton layer was pre-
detached when the main pulse arrived. There is a vacuum
gap behind the protons; thus hot electrons were stopped in
the gap and they are not delivered to the proton front. As a
result, the protons did not get efficiently accelerated but the
bulk ions did, as discussed in Ref. [26]. In contrast, case B
with a widely focused but lower peak intensity could achieve
the standard TNSA without having negative impacts from
the tight focusing and from the relativistic rising edge. The
protons in case B [Fig. 10(d)] are continuously accelerated to
energies greater than 100 MeV. We plot the simulation result
with the predicted proton energy for each case with a red cross
in Fig. 7.

Equation (9) predicts the proton maximum energy for case
A, 10 ± 4.9 MeV, and for case B, 119 ± 57 MeV. Note here
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that case A has a proton maximum energy of 25 MeV, which
is higher than the prediction. Since we used the 2D PIC sim-
ulation, the proton acceleration via TNSA in the tight focus
laser plasma interaction is overestimated. In contrast, case B,
with wider focus laser, demonstrates proton energy greater
than 100 MeV, as predicted by Eq. (9).

IV. DISCUSSION AND CONCLUSION

The scaling given by Eq. (9) tells us how to exceed 100
MeV in the TNSA of protons. Equation (9) shows that Emax is
proportional to the laser intensity. Further, Emax � 100 MeV
requires laser intensities higher than 1020 W/cm2. However,
we must keep a wide focal spot to avoid the degradation of
the electron acceleration. Pulse shape control is also essential
to reduce the effect of the relativistic prepulse. The scaling
derived here is for TNSA proton acceleration. A thinner target
is better to produce higher Emax from Eq. (9), but when the
target is too thin to be relativistically transparent, the acceler-
ation mechanism shifts to other accelerations, e.g., radiation
pressure acceleration, for which the scaling is not applicable.

In this paper we applied the Bayesian inference to obtain
the scaling of the proton maximum energy via the TNSA, for
which the physics is relatively well known. As we demon-
strated the scaling of Th and nh [Eqs. (5) and (6)], this method

is also a robust tool to find unknown dependences of physical
quantities on experimental parameters. The same multivariate
scaling approach will be beneficial to optimize other products
in the relativistic laser-plasma interactions such as x and γ

rays and neutrons.
The neural-network-based modeling [19] might obtain a

scaling equation but with a limited number of variables. Com-
pared to the neural-network-based modeling, our approach
has the advantage of providing a multivariate scaling with
implementation of physical considerations, e.g., the effect
of the excursion length, and thus is powerful tool to see a
dependence on each variable for the objective, e.g., Emax, of
experimental setups.

Our scaling has an uncertainty of σ 2 in the Bayesian in-
ference. This uncertainty could be smaller by increasing the
training data. More current and near future laser systems have
a high repetition rate and thus they are preferable for use in
our approach.
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