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Emergence of Dirac composite fermions: Dipole picture
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Composite fermions (CFs) are the particles underlying the novel phenomena observed in partially filled
Landau levels. Both microscopic wave functions and semiclassical dynamics suggest that a CF is a dipole
consisting of an electron and a double 2h/e quantum vortex, and its motion is subject to a Berry curvature that is
uniformly distributed in the momentum space. Based on the picture, we study the electromagnetic response
of composite fermions. We find that the response in the long-wavelength limit has a form identical to that
of the Dirac CF theory. To obtain the result, we show that the Berry curvature contributes a half-quantized
Hall conductance, which, notably, is independent of the filling factor of a Landau level and not altered by the
presence of impurities. The latter is because CFs undergo no side-jumps when scattered by quenched impurities
in a Landau-level with the particle-hole symmetry. The remainder of the response is from an effective system
that has the same Fermi wave vector, effective density, Berry phase, and therefore long-wavelength response
to electromagnetic fields as a Dirac CF system. By interpreting the half-quantized Hall conductance as a
contribution from a redefined vacuum, we can explicitly show the emergence of a Dirac CF effective description
from the dipole picture. We further determine corrections due to electric quadrupoles and magnetic moments of
CFs and show deviations from the Dirac CF theory when moving away from the long-wavelength limit.
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I. INTRODUCTION

The fractional quantum Hall (FQH) effect, a phenomenon
discovered nearly four decades ago [1], remains unique as
the only topological effect driven by electron correlations
and observed in laboratories. In two dimensions, electrons
subjected to a strong magnetic field are confined in a Landau
level (LL). In such a system, the kinetic energy is completely
quenched, and the electron-electron interaction dominates its
behavior. Surprisingly, according to the theory of composite
fermions [2], the system can be interpreted as a noninter-
acting or weakly-interacting system consisting of fictitious
particles called composite fermions (CFs). It is hypothe-
sized that these particles are bound states of electrons and
quantum vortices, reside in a hidden Hilbert space, and form
simple quantum states [3]. The theory of CFs prescribes an
ansatz for mapping a state in the hidden Hilbert space to
a quantum state of a partially filled LL in the real world.
The theory is very successful: by interpreting FQH states as
integer quantum Hall states of free CFs, wave functions con-
structed from the ansatz reliably achieve high overlaps with
those determined by exact diagonalizations. The theory also
prompts experimental searches for CFs. In various geomet-
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ric resonance experiments and ballistic transport experiments
[4–7], CFs do exhibit behaviors expected for genuine parti-
cles. One could treat CFs as if they are elementary particles
in the hidden Hilbert space, just like electrons are to the real
world.

To treat CFs as the elementary particles of the hidden
Hilbert space, one needs an effective theory to specify their
dynamics. For a long time, the de facto standard effective
theory for CFs is the one proposed by Halperin, Lee, and
Read (HLR) [8]. The theory underlies the designs and inter-
pretations of most CF experiments [4,5]. In the HLR theory,
CFs feel an effective magnetic field and behave just like ordi-
nary particles by following the ordinary Newtonian dynamics.
Such a picture naturally emerges from the Chern-Simons (CS)
field theory of CFs, which tries to justify the CF picture by in-
terpreting the electron-vortex binding as a singular CS gauge
transformation [9–11]. However, the CS theory disregards the
fact that the physics occurs essentially in the projected Hilbert
space of a partially filled LL. It contains artifacts, which have
to be eliminated in the HLR theory. For instance, to remove
the unwelcome presence of the bare band mass of electrons
without introducing inconsistencies, one has to assume phe-
nomenologically that a mass renormalization is accompanied
by a corresponding renormalization to the effective interaction
between CFs [12,13]. Another obvious flaw, i.e., the absence
of a half-quantized CF Hall conductance expected for a half-
filled LL with the particle-hole symmetry [14], is remedied
only recently by Wang et al., who show that spatial fluctua-
tions of the effective magnetic field can induce CF scattering
with side jumps and gives rise to a half-quantized CF Hall
conductance [15].
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These difficulties prompt Son to propose the Dirac CF the-
ory [16]. Besides the aforementioned issues, Son also notices
that the HLR theory does not exhibit explicitly the particle-
hole symmetry expected for a LL in the zero-mass limit. As
an effort to address the issue, Son conjectures that CFs are
massless Dirac particles. The interpretation of CFs in the
Dirac CF theory differs in many ways from that in the HLR
theory. Most notably, a Dirac CF traversing a Fermi circle
acquires a π -Berry phase, which is absent in the HLR theory.
It leads to the predictions of suppression of back-scattering
of CFs [17] and an extra phase in SdH oscillations [18].
Moreover, the theory shows the swap of the notions of density
and magnetic field, i.e., the density of Dirac CFs is set by
the magnetic field, while the effective magnetic field felt by
CFs is set by the electron density. This is because Dirac CFs
are actually particles dual to electrons in a charge-neutral
massless Dirac cone [19]. This is distinct from the HLR theory
in which CFs remain electron-like, having the same density,
Fermi wave vector and dynamics.

One of manifest distinctions between the two effective
theories is in how the conductivity tensor of electrons σ (ω)
is related to that of CFs σ̃ (ω). In the HLR theory, the two
conductivity tensors are related by a simple resistivity-shifting
rule [2,8]:

σ−1(ω) = σ̃−1(ω) + σ−1
CS , (1)

with

σCS = e2

2h

(
0 1

−1 0

)
, (2)

whereas in the Dirac CF theory, they are related by [16]

σ (ω) = −σCSσ̃
−1(ω)σCS + σCSβ(ω) (3)

with

β(ω) =
(

1 −iω/ω̃B

iω/ω̃B 1

)
, (4)

where ω̃B ≡ eB/m∗ is a characteristic frequency set by the
external magnetic field B = −Bẑ. The relation is established
in the long-wavelength limit, and depends on a CF effective
mass parameter m∗, which is phenomenologically introduced
to recover the Galilean invariance for the Dirac CF the-
ory [16,20]. As a result of the distinction, the two theories
will predict different electromagnetic (EM) responses of CF
systems.

An alternative effective description parallel to these
theories is the dipole picture proposed by Read [21]. In
the picture, a CF is not a point particle but a dipole con-
sisting of an electron and a double 2h/e quantum vortex,
which is spatially separated from the electron. Intriguingly,
the momentum of a CF, which is proportional to its ve-
locity, can be interpreted as the transverse of its dipole
vector. The picture emerges naturally from the Rezayi-Read
wave function �({za}) ∝ J ({za + ikal2

B}) exp(i
∑

a k̄aza/2),
which is obtained by applying the CF ansatz �({za} =
P̂LLLJ ({za})ψCF({ra}) to a CF wave function ψCF({ra}) =
exp(i

∑
a ka · ra) for a set of free CFs with wave vectors

{ka} in the hidden Hilbert space [22], where we denote za =
xa + iya for ra ≡ (xa, ya), ka = kax + ikay for ka ≡ (kax, kay)
and k̄a the complex conjugate of ka, J ({za}) ∝ ∏

a<b(za −

zb)2 is the Bijl-Jastrow factor, lB = √
h̄/eB is the mag-

netic length, and P̂LLL is the projection to the lowest LL
[2,3]. By interpreting zeros in the Bijl-Jastrow factor as
quantum vortices, one observes that a double-vortex is dis-
placed from the electron to which it is bound by za → za +
ikal2

B. Microscopic wave functions prescribed by the theory
of CFs are well tested and widely accepted as precise de-
scriptions of many-body states of fractionally filled LLs [23].
The fact that the dipole picture is directly inferred from a
microscopic wave function distinguishes it from the HLR
theory and the Dirac CF theory, both of which are based
on conjectured effective field theories and cannot be directly
associated with actual microscopic wave functions except for
a few special cases [24–26].

For a long time, the dynamics of CFs as dipoles is not
explicitly specified. There is even a misunderstanding that the
dipole picture is just a complement to the HLR theory and has
the same dynamics. To this end, Shi and Ji derive the semiclas-
sical dynamics of CFs in a CF Wigner crystal that is basically
a set of CF wave packets in the hidden Hilbert space [27].
From the semiclassical dynamics, they obtain a dipole picture
similar to that suggested by Read. Specifically, in the picture,
CS-like fields emerge as a result of the correlations embodied
in the Bijl-Jastrow factor and couple only to vortices, while
external EM fields couple only to electrons. By adopting the
same interpretation of the momentum as in Read’s theory,
they obtain a dynamics in which CFs are subject to a uniform
Berry curvature �z = 1/eB in the momentum space [28,29].
The presence of the Berry curvature is a clear indication that a
dipole is not identical to the CF envisioned in the HLR theory.

Notably, even though the dipole picture and the Dirac
CF theory are very different microscopically, their CFs share
some basic properties (see Sec. II B): (1) a CF traversing a
Fermi circle acquires a π -Berry phase; (2) the Fermi wave
vector kF = √

eB/h̄ is set only by the magnetic field and
independent of the electron density. These properties underly
various effects predicted for the Dirac CF theory [17,18,30].
On the other hand, different from the Dirac CF theory, the
dipole picture does not exhibit explicitly the particle-hole
symmetry. It is due to the lack of the particle-hole symmetry
of the vacuum assumed in the picture: the vacuum is an empty
LL for electrons and a filled LL for holes. The latter has a
nonzero Chern number Cvac = 1. The difference is superficial
and may not have a physical consequence (see Sec. VI B).
Therefore, it is reasonable to believe that although the two pic-
tures are distinct microscopically, they may share predictions
for macroscopic effects, e.g., the EM response.

In this paper, we determine the EM response of CFs in the
dipole picture. We show that, in the long-wavelength limit,
the response has a form identical to Eq. (3) of the Dirac CF
theory, and is different from Eq. (1) even though the dipole
picture is closer microscopically to the HLR theory. The Dirac
CF-like EM response arises because the Berry curvature con-
tributes a half-quantized intrinsic Hall conductance, which,
notably, is independent of the filling factor. We show that
CFs undergo no side jumps when scattered in a LL with the
particle-hole symmetry. Therefore, the intrinsic contribution
due to the Berry curvature is not altered by extrinsic im-
purity scattering. The remainder of the response is from an
effective system with a Fermi wave vector kF = √

eB/h̄ and
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a π -Berry phase, indistinguishable from a Dirac CF system
in the long-wavelength limit. By redefining the vacuum of
the dipole picture and interpreting the intrinsic response as
a contribution from the vacuum, we can explicitly show the
emergence of a Dirac CF effective description. On the other
hand, although we can reproduce the result by Wang et al. at
half filling [15], the dipole theory and the HLR theory are in
general not equivalent when the filling factor of a LL deviates
from 1/2. Finally, we show that deviations from the Dirac
CF theory arise when higher order corrections due to electric
quadrupoles and magnetic moments of CFs are considered.

The remainder of the paper is organized as follows. In
Sec. II, we introduce the dipole picture of CFs, and discuss its
dynamics as well as a constraint imposed by the particle-hole
symmetry. In Sec. III, we determine the intrinsic response
of CFs, and show that it contributes a half quantized Hall
conductance independent of the filling factor. In Sec. IV, we
show that CFs in a particle-hole symmetric LL undergo no
side-jumps when scattered. Therefore, the intrinsic response
is not altered by the scattering. In Sec. V, we solve the
Boltzmann equation and determine the extrinsic response of
CFs. In Sec. VI, we apply CS self-consistent conditions and
determine the total response of CFs to EM fields, and show
the emergence of the Dirac CF effective theory in the dipole
picture. In Sec. VII, we determine corrections due to electric
quadrupoles and magnetic moments of CFs. In Sec. VIII, we
test our theory by fitting to experimental data. Finally, we
summarize and discuss our results in Sec. IX.

II. DIPOLE PICTURE OF CFs

A. Lagrangian

In the dipole picture, a CF is the bound state of an electron
and a double quantum vortex. The electron and the vortex
are separated spatially, and bounded together by an attractive
force due to the void created by the vortex and the repulsive
Coulomb interaction between electrons [21]. CS-like fields
emerge and couple to vortices. Meanwhile, electrons are cou-
pled to external EM fields including the strong magnetic field,
which confines electrons in a LL. This is the dipole picture
explicated in Ref. [27]. Our study will be based on this par-
ticular dipole picture instead of other variants, which can be
found in literatures [31–37].

The picture of CFs is described by the action in (2+1)
dimensions:

S =
∫

d3x

(
−A · je − a · j + e2

4h
εμνγ aμ∂νaγ − ε

)
, (5)

where ( je)μ ≡ (ρe, je ) and jμ ≡ (ρ, j) are charge-current
densities of electrons and vortices, Aμ ≡ (�, A) and aμ ≡
(φ, a) denote the external EM fields and the emergent CS
fields, respectively, and ε denotes the binding energy between
electrons and quantum vortices. The action assumes that both
electrons and vortices have zero mass and are subject to the
external magnetic field and the CS magnetic field, respec-
tively. As a result, the motion of the electrons (vortices) is
confined in a LL created by the external (CS) magnetic field.

Under the mean-field approximation, differentiating the
action with respect to the CS fields a gives rise to the self-
consistent conditions

ρ = − e2

2h
b, (6)

j = −σcse, (7)

where e = −∂t a − ∇φ and b = ∇ × a ≡ bẑ are CS electric
and magnetic fields, respectively. While the HLR theory has
the same set of self-consistent conditions, the dipole picture
differs in that (a) the CS fields only couple to vortices and are
not equivalent in effects to the EM fields; (b) the conditions
as well as the CS term in Eq. (5) should be regarded as an ap-
proximation only for the long-wavelength limit. Corrections
are expected when the wavelength of the EM fields is com-
parable to the length scale of the dipoles, i.e., the magnetic
length lB [27].

To proceed, we relate the charge-current densities of elec-
trons je to their counterparts for vortices j. The charge-current
densities of electrons are defined by

ρe(t, x) = −e
∑

a

δ
(
x − xe

a(t )
)
, (8)

je(t, x) = −e
∑

a

ẋe
aδ

(
x − xe

a(t )
)
, (9)

where {xe
a(t )} denotes the set of electron coordinates. The

charge-current densities for vortices (ρ, j) can be similarly
defined by using the set of vortex coordinates {xa(t )}. We
introduce the dipole vector

da ≡ xe
a − xa. (10)

After applying multipole expansions [38], we obtain

ρe = ρ − ∇ · P + ∇∇ : Q . . . , (11)

je = j + ∂t (P − ∇ · Q) + ∇ × M + . . . , (12)

where we keep dipole and quadrupole corrections for the
charge density, and displacement current and magnetic dipole
corrections for the current density. Because CFs have a length
scale lB and an energy scale h̄ω̃B, the expansions are in rising
orders of qlB and ω/ω̃B, where ω and q are the frequency and
wavenumber of probing EM fields, respectively. The dipole
density P, the quadrupole density tensor Q, and the magneti-
zation density M are defined, respectively, by

P(t, x) = −e
∑

a

daδ(x − xa), (13)

Q(t, x) = − e

2

∑
n

dadaδ(x − xa), (14)

M(t, x) = −e
∑

a

da ×
(

ẋa + 1

2
ḋa

)
δ(x − xa). (15)

Substituting the expansions into Eq. (5) and applying integrals
by parts, we obtain

S ≈
∫

d2xdt

[
−(a + A) · j + e2

4h
εμνγ aμ∂νaγ

+ M · B − (ε − E · P − Q : ∇E )

]
. (16)
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We then follow Read to define the momentum of a
CF as [21]

pa = eBẑ × da. (17)

We find

M · B =
∑

a

pa · ẋa + 1

2eB
(pa × ṗa) · ẑ. (18)

Substituting it into Eq. (16) and interpreting xa as the coordi-
nate of a CF, we obtain an action in which a CF is governed
by the Lagrangian

La = pa · ẋa + 1

2eB
(pa × ṗa) · ẑ − eẋa · ã(t, xa)

+ eφ̃(t, xa) − Ea. (19)

From the Lagrangian, we see that the CF is subject to an effec-
tive field ã ≡ (φ̃, ã) = a + A, a Berry curvature �z = 1/eB,
and an energy dispersion with electric dipole and quadrupole
corrections

Ea = ε(pa) − 1

B
(E × ẑ) · pa

+ 1

2eB2
(pa × ẑ) · ∇E · (pa × ẑ), (20)

where ε(pa) denotes the binding energy of a CF, and ε =∑
a ε(pa).
We model the binding energy as a harmonic potential

ε(pa) ∝ |da|2. After substituting Eq. (17), the binding energy
becomes the dispersion of CFs, and can be written as

ε(pa) = b

B

p2
a

2m∗ , (21)

where we interpret m∗ as the effective mass of CFs. For a
reason, which will be clarified in Sec. II C, we append a b/B
factor to the dispersion. The extra factor becomes 1 at half
filling.

B. Dynamics

From the Lagrangian Eq. (19), we can obtain equations
of motion of CFs. For the moment, we focus on the long-
wavelength limit and ignore all spatial gradients of E, B, and
b. The time dependence of B is also ignored since ∂t B =
−∇ × E is of the same order of the gradient of E. The
equations read:

ẋ = b

B

p
m∗ − 1

B
E × ẑ − 1

eB
ṗ × ẑ, (22)

ṗ = −eẽ − eb̃ẋ × ẑ, (23)

where for the simplicity of notations we drop the subscripts
indexing particles, ẽ = e + E and b̃ = b − B are the effective
electric and magnetic fields experienced by CFs, respectively.
The equations should be regarded as a zeroth order approxi-
mation. Corrections due to gradients of the EM and CS fields
will be determined in Sec. VII.

The dynamics of CFs in the dipole picture is different
from that assumed in the HLR theory. Two differences are
notable: (a) CFs are subject to a Berry curvature �z = 1/eB;
(b) The external electric field E introduces a correction to the

group velocity due to the dipole correction to the energy. In
the HLR theory, EM fields can be completely absorbed into
the effective fields. Therefore, they are equivalent to the CS
fields in driving CFs. This is not true anymore in the dipole
picture. Besides being a part of the effective fields, they also
introduce the Berry curvature and the dipole correction. As
we will see, these corrections change fundamentally how a
CF system responses to EM fields.

The presence of the Berry curvature has important physical
consequences. It introduces a π -Berry phase for an electron
traversing a Fermi circle. The π -Berry phase is regarded as
a feature of the Dirac CF theory, and its effects has been ex-
tensively explored [17,18]. Another consequence of the Berry
curvature is a correction to the phase-space density-of-states
[39]. In ordinary two-dimensional systems, a quantum state
always occupies a h2 phase-space volume. In the presences
of both the Berry curvature and the (effective) magnetic field,
however, the phase space volume element d2xd2 p/h2 is mod-
ified to Dd2xd2 p/h2 by the density-of-state correction factor

D = 1 + eb̃�z = b

B
. (24)

For a homogeneous system, we have D = 2ν, where ν ≡
−ρeh/e2B is the filling factor of the system. The factor mod-
ifies the Fermi wave vector from its usual value k0

F = √
4πn,

where n is the density of CFs, to

kF = k0
F/

√
D =

√
eB

h̄
. (25)

We see that, even though the CF density in the dipole picture
is the same as the electron density, the Fermi wave vector is set
only by the magnetic field B and independent of the density.
The prediction differs from the HLR theory and agrees with
the Dirac CF theory but has a different interpretation: kF is
modified due not to a change of the CF density but the phase-
space density-of-state correction.

For the convenience of later applications, the equations of
motion Eqs. (22) and (23) can be solved for ẋ and ṗ:

ẋ = p
m∗ − 1

b
ẑ × e, (26)

ṗ = eb̃ẑ × p
m∗ − 1

D
ee − eE. (27)

C. Particle-hole symmetry and CF dispersion

The particle-hole symmetry imposes a constraint on how
the CF dispersion depends on the filling factor. To see that,
we assume that CFs have the dispersion εp = p2/2m′ as in
the HLR theory. Away from half-filling, CFs experience an
effective magnetic field b̃, and form �-levels [2]. In our case,
the gap between neighboring �-levels is [39,40]

� = h̄e|b̃|
Dm′ . (28)

The presence of D in the denominator is notable. The particle-
hole symmetry requires that the gap at fillings ν and 1 − ν

should be equal when one fixes the external magnetic field
and changes the density [2]. However, if m′(1 − ν) = m′(ν) is
assumed as in the HLR theory, the gap predicted by Eq. (28)
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will be asymmetric for particles and holes since D = b/B =
2ν is proportional to the filling factor.

To compensate, we explicitly include a factor D to the CF
dispersion in Eq. (21), and interpret m∗ as the effective mass
of CFs. With the factor, the particle-hole symmetry requires

m∗(ν) = m∗(1 − ν). (29)

We note that m∗ also depends on B, as shown in Ref. [8].

III. INTRINSIC RESPONSE

A. Intrinsic Hall conductance

We first determine the intrinsic response, which is the EM
response when the system is in a local equilibrium state. In our
case, the distribution function of the local equilibrium state is

f0(x, p, t ) = nF(E (p) − μ), (30)

where nF is the Fermi-Dirac distribution function, μ is the
chemical potential, and E (p) is the energy dispersion shown
in Eq. (20). The intrinsic contribution to the current is

j0 = −e
∫

[d p]Dẋ f0(p) (31)

with [d p] ≡ d2 p/h2.
To evaluate the intrinsic current, we note that the elec-

tric field is to shift the center of the CF dispersion, i.e.,
E (p) ≈ ε(p − m∗E × ẑ/b) to the linear order of E. Substitut-
ing Eq. (26) and the dispersion into Eq. (31), and making the
substitution p → p + m∗E × ẑ/b, we have

j0 = −e
∫

[d p]DnF(ε(p) − μ)

(
p

m∗ − ẑ × ẽ
b

)
. (32)

The first term of the integral vanishes, and the second term
can be determined by using the identity −e

∫
[d p]DnF(ε(p) −

μ) = ρ and the self-consistent condition Eq. (6). We obtain

j0 = −σCSẽ. (33)

The intrinsic response contributes a Hall conductance
σ̃ 0

xy = −e2/2h for the effective electric field. It is notable that
the Hall conductance is independent of the density or the
filling factor.

B. Definition of the CF coordinate

In the last subsection, we obtain a half-quantized intrinsic
Hall conductance for CFs. It seems to provide a solution to
the issue raised by Kivelson et al., i.e., CFs must have a half-
quantized Hall conductance in a particle-hole symmetric LL
[14]. However, the issue is not fully resolved due to an ambi-
guity in defining the coordinate of a CF. The interpretation of
the dynamics, in particular the presence of a Berry curvature,
depends on the definition we adopt for the CF coordinate,
while the intrinsic Hall conductance is directly related to the
Berry curvature.

To see that, we examine the Lagrangian Eq. (19) to see
how the definition of the CF coordinate affects its inter-
pretation. At half-filling, the Lagrangian for a CF has the
form L = p · ẋ + (p × ṗ) · ẑ/2eB + eφ̃(x) − E , where x is the
coordinate of the vortex in the CF. We implicitly define the co-
ordinate of the CF as the coordinate of its vortex and interpret

the second term as a Berry curvature �z = 1/eB. However,
the interpretation changes with an alternative definition of
the CF coordinate. For instance, if we define the CF co-
ordinate as the center coordinate xc = x + d/2 = x + p ×
ẑ/2eB, the Lagrangian becomes L = p · ẋc + eφ̃(x) − E , and
the Berry curvature vanishes. Similarly, if we define the CF
coordinate as the coordinate of its electron, the Berry curva-
ture will reverse its sign. Then, what would be the physical
interpretation?

The answer lies in the local equilibrium state that the sys-
tem adapts to. When external fields are applied, the system
rapidly relaxes to a local equilibrium state with its momentum
distribution determined by momentum relaxation processes.
By assuming the local equilibrium distribution Eq. (30), we
implicitly assume that the momentum relaxation processes do
not change x, i.e., the position of the vortex, otherwise the
effective potential φ̃(x) would affect the energy conservation
of relaxation processes and therefore the detailed balance
condition for determining the local equilibrium distribution.
It is the momentum relaxation process instead of an arbitrary
choice of the definition of the CF coordinate that determines
the intrinsic response.

To elucidate the point, we try an alternative definition of the
CF coordinate, say, the center of the dipole xc. In this case,
multipole expansions lead to a dispersion E ′(p) = ε(p) −
[(E − e) × ẑ] · p/2B. We still assume that a momentum re-
laxation process does not change the position of the vortex.
It implies that a process inducing a momentum change �p
also induces a change of the CF coordinate (side jump) �xc =
�p × ẑ/2eB, and a change of energy �E ′(p) + e(e + E ) ·
�xc = �ε(p) − (E × ẑ) · �p/B ≡ �E (p). The principle of
detailed balance will lead to the same local equilibrium dis-
tribution Eq. (30).

In the next section, we will establish that the momentum
relaxation processes in a LL with the particle-hole symmetry
do keep x unchanged. It makes x a convenient choice as the CF
coordinate since one needs not to deal with the complexities
associated with side jumps [15]. When the filling factor devi-
ates from 1/2, there is another reason for choosing x as the
CF coordinate. In this case, the particular choice provides the
simplest form of the equations of motions. With other choices,
nondiagonal Berry curvature components will appear, making
the equations more complicated and their interpretation more
difficult. The latter point is discussed in Ref. [27].

IV. SCATTERING OF CFs

In this section, we investigate the momentum relaxation
processes of CFs. At low temperatures, the processes are dom-
inated by elastic scattering induced by quenched impurities.
For CF systems, there are two possible ways that impuri-
ties can affect CFs: (a) impurities induce a random potential
coupling to the electrons in dipoles; (b) the random impurity
potential induces a spatial modulation of the CF density, and
in turn induces a spatially fluctuating CS magnetic field. We
will show that CFs undergo no side-jumps when scattered by
both the fields as long as CFs adopt a dispersion consistent to
the particle-hole symmetry requirement Eq. (29). It justifies
our choice of defining the coordinate of a CF as its vortex
position.
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FIG. 1. Collision between a CF and an impurity. Left: the impu-
rity exerts an impulse �I to the electron in the CF. Right: after the
collision, the electron coordinate as well as the center coordinate xc

are shifted. Depending on the definition of the CF coordinate as the
center coordinate xc or the vortex coordinate x, the scattering can be
interpreted as with or without a side jump, respectively.

We will first consider scattering by the impurity potential
only. The more complete consideration including the fluctuat-
ing CS field will be presented in Sec. IV B. Our consideration
is similar to Wang et al.’s consideration for the HLR theory
[15]. The correspondence between the two considerations will
be discussed in Sec. IV C. Our result also coincides with
numerical observations by Geraedts et al. [41]. It will be
discussed in Sec. IV D.

A. Scattering by the impurity potential

At low temperatures, the momentum relaxation is domi-
nated by elastic scattering induced by impurities ubiquitously
presented in real materials. Impurities introduce a random
potential into the system. As an electrostatic potential, it only
couples to the electrons in dipoles. Electrons feel an effective
random potential Veff(xe ), which consists of the random poten-
tial imposed directly by impurities and a screening potential
from other electrons. It is important to note that the potential
depends on xe instead of x.

We first present a heuristic picture for a CF colliding with
an impurity. We assume that the scattering is instantaneous,
i.e., the impurity exerts an impulsive force to the electron with
a total impulse �I. The motion of an electron confined in a
LL is governed by the equation eBẑ × ẋe = F, where F is
the total force acting on the electron, including the binding
force from the vortex and the impulsive force exerted by the
impurity. Since the binding force is negligible in the infinitesi-
mal time period of the collision, the equation predicts that the
electron will have a coordinate shift �xe = �I × ẑ/eB after
the collision. Meanwhile, the position of the vortex does not
change. The process of the collision is illustrated in Fig. 1.
According to the dipole picture and Eq. (17), it corresponds
to a CF momentum change �p = eBẑ × �xe = �I and no
change to the CF coordinate. We therefore conclude that the
collision does not induce a side jump. Note that the conclusion
is valid only when we define the coordinate of the CF as its
vortex position. Had we chosen xc as the CF coordinate, for
instance, we would conclude that the collision induces a side
jump �xc = �I × ẑ/2eB = �p × ẑ/2eB.

To treat the problem more formally, we follow the approach
developed by Sinitsyn et al. [42]. For a canonical quantum
system, it is shown that the side jump induced by elastic

scattering is

�x̃p̃′,p̃ = −h̄(∂p̃ + ∂p̃′ )arg[Vp̃′,p̃], (34)

where Vp̃′,p̃ = 〈p̃′|V̂ | p̃〉 is the matrix element of a scattering
potential V̂ in the momentum eigenstates | p̃〉 and 〈p̃′|, and
arg[Vp̃′,p̃] denotes its phase angle. Note that the formula is
valid for a canonical system, i.e., its classical Lagrangian
should have the form of L = p̃ · ˙̃x − H (x̃, p̃), where x̃ and p̃
are the canonical coordinate and momentum, respectively.

For more general Lagrangians in which dynamic variables
are not necessarily canonical, the side jump can be deter-
mined by the following procedure: (a) find a transformation
from original dynamical variables (x, p) to canonical vari-
ables (x̃, p̃); (b) determine the scattering matrix element and
the side jump �x̃p̃′,p̃ by using Eq. (34); (c) determine the
side jump in terms of (x, p) by transforming the canonical
variables back to the original dynamic variables.

We can determine the side jump for the current case by ap-
plying the procedure. At half filling, the Lagrangian Eq. (19)
is reduced to L = p · ẋ + (p × ṗ) · ẑ/2eB − ε − Veff . It is easy
to find the canonical variables p̃ = p and x̃ = xc = x + p ×
ẑ/2eB. Using the canonical variables, the scattering potential
can be written as Veff(xe ) = Veff(x̃ + p̃ × ẑ/2eB). The scatter-
ing matrix element can be determined straightforwardly:

Vp̃′,p̃ = Ṽeff(q) exp

[
i
( p̃′ × p̃) · ẑ

2eBh̄

]
, (35)

where Ṽeff(q) is the Fourier transform of the effective impurity
potential, and h̄q = p̃′ − p̃ ≡ �p is the change of the momen-
tum induced by the scattering. By applying Eq. (34), we obtain

�x̃p̃′,p̃ = h̄q × ẑ

2eB
. (36)

The result is identical to �xc determined in the heuristic ar-
gument. Transforming back to the original variables, we have

�xp′,p = �x̃p′,p − �

[
p × ẑ

2eB

]
= 0. (37)

It confirms our conclusion from the heuristic argument that
scattering of CFs by impurities does not induce side jumps.

B. Effect of the fluctuating CS magnetic field

In the last subsection, we analyze the scattering of CFs by
considering only the effective impurity potential. However,
the potential can also induce a density modulation of CFs.
According to Eq. (6), the density modulation will induce a
spatially fluctuating CS magnetic field. Wang et al. analyze
the effect of the fluctuating CS magnetic field in the HLR
theory, and find that it induces side jumps and gives rise to
a half-quantized CF Hall conductance [15]. Here, we consider
the same effect in the dipole picture.

We first determine the modification to the Lagrangian by
the fluctuating CS magnetic field. Following Wang et al.’s
consideration, we can determine the fluctuating CS magnetic
field δb(x) = −(2m∗/eh̄)Veff(x) [15]. It gives rise to a CS
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vector potential δa(x). The Lagrangian is modified to

L = p · ẋ + 1

2eB
(p × ṗ) · ẑ − eδa(x) · ẋ − ε − Veff (xe ). (38)

Following the procedure outlined in the last subsection,
we proceed to find a set of canonical variables (x̃, p̃) for the
modified Lagrangian. Unlike the previous case, the presence
of the CS vector potential makes both x and p noncanonical.
As in Wang et al.’s consideration, we assume that the impurity
potential is weak and slowly varying in space. It thus suffices
to find a transformation accurate to the linear order of δa and
its first spatial gradient. We have [43]

x = x̃ + 1

2eB
ẑ ×

[
p + 1

2B
(ẑ × p) · ∇δa(x̃)

]
, (39)

p =
[

1 − δb(x̃)

2B

]
p̃ + eδa(x̃). (40)

It is straightforward to verify that L = p̃ · ˙̃x − ε − Veff −
d[δa(x) · (ẑ × p)/2B]/dt + O[(δa)2,∇2a], i.e., x̃ and p̃ are
indeed canonical.

We can then determine the perturbation to the hamiltonian
of the canonical system. Besides the direct perturbation from
V̂eff (x̂e ), there is a perturbation to the kinetic energy ε( p̂) =
Dp̂2/2m∗ induced by the CS magnetic field. The perturbation
can arise from: (a) the substitution of the momentum operator
Eq. (40); (b) the modulation of D(x) ≈ 1 + δb(x̃)/B induced
by the CS magnetic field modulation; (c) the dependence of
m∗ on the filling factor ν, which is also modulated with the
local density. For a particle-hole symmetric LL, the contri-
bution from (c) disappears in the linear order because m∗ is
symmetric about ν = 1/2. Moreover, the extra factor before p̃
in Eq. (40) just cancels the contribution from (b). Therefore,
the total perturbation is

V̂ = e

2m∗ [ ˆ̃p · δa(x̃) + δa(x̃) · ˆ̃p] + V̂eff (x̂e ). (41)

We proceed to determine the scattering matrix element.
The Fourier transform of δa(x̃) is δã(q) = −iδb̃(q)(ẑ ×
q/q2) = i(2m∗/eh̄q2)(ẑ × q)Ṽeff (q). Thus, the total scattering
matrix element is

Vp̃′,p̃ = Ṽeff(q)

[
ei ( p̃′× p̃)·ẑ

2eBh̄ + 2i( p̃′ × p̃) · ẑ

h̄2q2

]
. (42)

Following Wang et al.’s assumption that Ṽeff(q)/q does not
diverge at q → 0, we determine that the phase angle of the
scattering matrix element is arg(Vp̃′,p̃) ≈ −h̄2q2/2[( p̃′ × p̃) ·
ẑ] to the linear order of qlB.

Applying Eq. (34), we determine the side jump in the
canonical system:

�x̃p̃′,p̃ = q × ẑ

2k2
F

, (43)

for CFs on the Fermi circle. Substituting kF = √
eB/h̄ into the

relation, we find that it is identical to Eq. (36) determined for
a scalar potential.

Finally, we determine the side-jump in terms of x and p.
Note that the side jump is determined by comparing particle
trajectories in asymptotic regions far from an impurity [42].
In these regions, the CS field δa(x) induced by the impurity

is negligible. Therefore, the relation between (�x,�p) and
(�x̃,�p̃) is the same as Eq. (37). We thus have

�xp′,p = 0. (44)

It indicates that when both the impurity potential and the
fluctuating CS magnetic field are considered, the scattering of
CFs does not induce side jumps in a LL with the particle-hole
symmetry.

C. Compared to Wang et al.’s result

The discussion in the last subsection closely follows Wang
et al.’s model on how impurities affect a CF system. An
obvious difference between the two considerations is in the
choice of the CF coordinate: Wang et al. adopt xc (or x̃) as
the coordinate of a CF, while we use x. The results obtained
in the two considerations are identical: Eq. (43) is exactly the
side jump obtained by Wang et al. [15].

In the microscopic level, the presence of the Berry curva-
ture and the internal structure of CFs in the dipole picture do
introduce differences. In our theory, the impurity potential are
coupled to electrons. It leads to a phase factor in the first term
of Eq. (42). It is inconsequential because its contribution to the
phase angle of the scattering matrix element is of the higher
order in qlB. The more fundamental difference is in Eq. (40),
which is different from the usual Peierls substitution by a fac-
tor ∼1/

√
D. It is also inconsequential because it is canceled

by the D factor in the CF dispersion Eq. (21). The resulting
perturbation Eq. (42) is identical to that of Wang’s theory
except for the aforementioned inconsequential difference in
the effective impurity potential.

D. Compared to Geraedts et al.’s result

As an attempt to determine the Berry phase and Berry
curvature of CFs, Geraedts et al. numerically calculate the
matrix element of the density operator ρ̂−q = ∑

a exp(iq · ra)
between two Rezayi-Read states with different sets of wave
vectors [41]. In Ref. [44], we argue that their calculation could
be regarded as a “first-principles” determination of the scat-
tering matrix element from the microscopic wave function. It
is then interesting to see how the scattering matrix element
Eq. (42) determined from an effective picture is compared to
the “first-principles” result.

We find that the simple formula Eq. (42) captures all essen-
tial features observed in Geraedts et al.’s calculation. To see
that, we rewrite Eq. (42) in the limit q → 0 as

Vp̃′,p̃ ≈ −i
2Ṽeff(q)

h̄q
p̃ sin θ exp

(
i

h̄q

2 p̃ sin θ

)
, (45)

where θ denotes the polar angle from p̃ to q, and Ṽeff(q) in the
current context is the effective potential induced by a single-
mode scalar potential V (r) = exp(iq · r). The formula predicts
that (a) when q is parallel to p̃, i.e., θ = 0, the matrix element
vanishes; (b) when q is perpendicular to p̃, i.e., θ = ±π/2,
the matrix element has a phase equal to ±(h̄q/2 p̃ − π/2);
(c) traversing anticlockwise an circular path around the origin
of the momentum space and cumulating the first part of the
phase, one always obtains a total phase π , independent of
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the radius of the path. These are exactly what are observed
in Geraedts et al.’s work.

The phase obtained from the scattering matrix element is in
general not the Berry phase [44]. Geraedts et al. interpret the
lack of dependence of the cumulated phase on the radius of
the circular path as a manifestation of the singular distribution
of the Berry curvature in a massless Dirac cone. However, we
see that it is also a property of the scattering matrix element
Eq. (42) even though it is for a system with a uniform Berry
curvature.

Nonetheless, Geraedts et al.’s result does provide a “first
principles” support for the model of impurity scattering shown
in Sec. IV B.

V. EXTRINSIC RESPONSE

A. Boltzmann equation

In this section, we determine the extrinsic response of CFs.
It is the contribution from the deviation of the non-equilibrium
distribution of the system from the local equilibrium distri-
bution Eq. (30). The non-equilibrium distribution function
f = f (t, x, p) is determined by the Boltzmann equation

∂t f + ẋ · (∂x f ) + ṗ · (∂p f ) = ∂ f

∂t

∣∣∣∣
coll

, (46)

where ∂ f /∂t |coll denotes the collision contribution of impurity
scattering.

The collision contribution can be explicitly specified. In
the last section, we show that CFs undergo no side jumps
when scattered. It greatly simplifies our consideration be-
cause we can model the collision term as usual for elastic
scattering [45]:

∂ f

∂t

∣∣∣∣
coll

= −
∫

[d p′]DWp,p′[ f (t, x, p) − f (t, x, p′)], (47)

where Wp,p′ denotes the transition probability from state p′
to p. For elastic scattering, the energy conservation requires
Wp,p′ ∝ δ[E (p) − E (p′)].

The solution of the Boltzmann equation can be decom-
posed into

f (t, x, p) = f0(t, x, p) + f1(t, x, p), (48)

where f0 is the local equilibrium distribution specified in
Eq. (30), and f1 is the deviation induced by driving fields. It is
obvious that f0 fulfills the condition of detailed balance, i.e.,
the collision term vanishes for f0.

The collision term can be further simplified. We as-
sume that the scattering is approximately isotropic, Wp,p′ =
W δ[E (p) − E (p′)]. By substituting it into the collision term,
and noting that E (p) and E (p′) can be replaced with ε(p) and
ε(p′) since f1 has already been in the linear order of driving
fields, we have [46]

∂ f

∂t

∣∣∣∣
coll

= − f1 − f̄1

τ
, (49)

where 1/τ = ∫
[d p′]DW δ(εp − εp′ ) is the reciprocal of the

relaxation time, and

f̄1 = 1

2π

∫ 2π

0
f1(φ)dφ (50)

is the average of f1 over the polar angle φ of the momentum p.
Strictly speaking, the transition probability for our case must
be anisotropic, as evident in Eq. (42). However, in the regime
qlB 
 1 we are interested in, the anisotropy will not introduce
qualitative differences. Therefore, we ignore the anisotropy
for simplicity. The generalization for anisotropic scattering is
straightforward and can be found in Ref. [46].

To solve the Boltzmann equation to the linear order of
driving fields, it suffices to solve for single-mode fields
[E(t, x), e(t, x)] = (E, e) exp(−iωt + iq · x). The solution
has the form f1(t, x, p) = f1 exp(−iωt + iq · x). By substitut-
ing Eqs. (26) and (27) into Eq. (46), we have

[−1/τ + iω − iv · q − ω∗
c (ẑ × p) · ∂p] f1

= ev · (e + βE )

(
−∂ f0

∂ε

)
− f̄1

τ
, (51)

where v = p/m∗, β is defined in Eq. (4), and ω∗
c = eb̃/m∗

is the effective CF cyclotron frequency. The solutions of the
equation for ν = 1/2 and ν �= 1/2 will be discussed in the
following subsections.

With the distribution function, the extrinsic contribution to
the CF (vortex) current density can be determined by

j1 = −e
∫

[d p]D f1ẋ ≈ −e
∫

[d p]D f1
p
m

. (52)

B. ν = 1/2

We first consider the case of half-filling. In this case, the
effective magnetic field b̃ = 0, therefore ω∗

c = 0. Equation
(51) can be readily solved. We have

f1 = ev · (e + βE )
(− ∂ f0

∂ε

) − f̄1/τ

−1/τ + iω − iq · v
. (53)

By averaging both sides of Eq. (53) over the polar angle
of the momentum, we obtain a self-consistent equation for
determining f̄1. After solving the equation, we have

f̄1 = τev̄ · (e + βE )

(
−∂ f0

∂ε

)
, (54)

where v̄ = −ivFql/{(1 − iωτ )(1 + γ )[1 − γ (1 − iωτ )]},
vF = h̄kF/m∗ is the CF Fermi velocity, l = vFτ is the mean
free path of CFs, and

γ =
√

1 + (ql )2

(1 − iωτ )2
. (55)

The solution of the Boltzmann equation can be written as

f1 = e(v − v̄) · (e + βE )

−1/τ + iω − iq · v

(
−∂ f0

∂ε

)
. (56)

Substituting Eq. (56) into Eq. (52), we obtain

j1 = σ̃ (e + βE ), (57)

σ̃11 = 2σ0

(1 − iωτ )(1 + γ )

iωτ

1 − γ (1 − iωτ )
, (58)

σ̃22 = 2σ0

(1 − iωτ )(1 + γ )
, (59)
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where σ0 = e2nτ/m∗ is the Drude conductivity, n is the den-
sity of CFs, and the subscripts 1 and 2 denote the longitudinal
(‖ q) and transverse (‖ ẑ × q) directions, respectively. The
nondiagonal elements of σ̃ vanish at half-filling.

It is important to note that the extrinsic response is not
driven by the effective electric field ẽ but by e + βE. As a
result, E is not equivalent to the CS electric field e in driving
the response. It manifests the fact that CFs in the dipole
picture are not point particles and subject to the dipole cor-
rection from which the β matrix arises. The dipole correction
is derived from the internal structure of CFs. This is in contrast
with the Dirac CF theory, in which a CF is regarded as a
point particle and the dipole moment is introduced only as
an after-thought for fulfilling the requirement of the Galilean
invariance [16,47].

C. ν �= 1/2

Away from half filling, the effective magnetic field b̃ = b −
B is nonzero. Solving Eq. (51) becomes more complicated. To
this end, we note that Eq. (51) is identical to the Boltzmann
equation for ordinary particles albeit with a driving field e +
βE. For ordinary systems, Mirlin and Wölfle obtain a solution
in Ref. [46]. Their solution can be adapted to our case by
noting the relation − f ′

0(ε(p)) = D−1δ((p2 − p2
F)/2m∗). We

obtain

σ̃11 = −2σ̃0
iωτ

(ql )2

(
1 − iωτ

A00

A00 − ω∗
cτ

)
, (60)

σ̃22 = 2σ̃0

ω∗
cτ

(
A2

0s

A00 − ω∗
cτ

+ Ass

)
, (61)

σ̃12 = −σ̃21 = −2σ̃0
ω

vFq

A0s

A00 − ω∗
cτ

, (62)

where σ̃0 = σ0/D ≡ ñe2τ/m∗ is the Drude conductivity for a
system with the effective density ñ = n/D = eB/2h, and the
coefficients Ai j are defined by

Ai j = 1

2π

∫ 2π

0
dφψi(φ)

∫ φ

∓∞
dφ′ψ j (φ

′) exp{K (φ, φ′)},

K (φ, φ′) = −φ − φ′

ω∗
cτ

(1 − iωτ ) − iqvF

ω∗
c

(sin φ − sin φ′),

ψ0(φ) = 1, ψs(φ) = sin φ, (63)

where the lower bound of the integral over φ′ is −∞ (∞) for
b̃ > 0 (b̃ < 0).

The result has an important feature: it is identical to the
response of a system with an effective density ñ = eB/2h and
a Fermi wave vector kF = √

4π ñ = √
eB/h̄, which are exactly

the parameters of a Dirac CF system [16]. The effective den-
sity is set by the magnetic field instead of the electron density,
exactly the swap of notions observed in the Dirac CF theory.

The formula hides a subtle difference from the HLR the-
ory, which could have an experimental effect. At finite q,
the formula predicts a magneto-conductivity oscillation with
respect to qvF/|ω∗

c | = qR∗
c , where R∗

c = h̄kF/e|b̃| is the effec-
tive cyclotron radius of CFs [4,8,46] (see Sec. VIII). Because
the Fermi wave vector is now determined by the magnetic
field, the magneto-conductivity oscillation will show asym-

metry about ν = 1/2 in the positions of conductivity extrema
[30], similar to that observed in recent geometric resonance
experiments [48,49].

VI. ELECTROMAGNETIC RESPONSE

A. CF current

Combining the intrinsic response Eq. (33) and the extrinsic
response Eq. (57) of the CF current, we have

j = −σCS(e + E ) + σ̃ (e + βE ). (64)

It is important to note that σ̃ is a Fermi surface property. As
we have shown in the last section, it is identical to that of an
effective Dirac CF system.

To determine the actual response to external EM fields, we
apply the self-consistent condition Eq. (7), and find

e = (
σ̃−1σCS − β

)
E. (65)

Substituting the relation into Eq. (7), we obtain

j = (−σCSσ̃
−1σCS + σCSβ )E. (66)

It yields a conductivity tensor exactly the form of Eq. (3).

B. Emergence of the Dirac CF theory

To elucidate how a Dirac CF-like EM response emerges in
the dipole picture, we identify the extrinsic contribution j1 =
j − j0 = j + σCSẽ as the “Dirac CF” current j̃, and jD =
j − σCSE as the “Dirac electron” current [16]. By applying
the equations of continuity for CF and electron densities,
we can generalize them to the densities ρ̃ = ρ + (e2/2h)b̃
and ρD = ρ + e2B/2h, respectively. We thus have jμD = jμ +
(e2/2h)εμνγ ∂νAγ . Substituting the CS self-consistent condi-
tions Eqs. (6, 7), or jμ = (e2/2h)εμνγ ∂νaγ into the relation,
we obtain

jμD = e2

2h
εμνγ ∂ν ãν = jμ0 . (67)

We find that the “Dirac electron” current is nothing but the
intrinsic current determined in Eq. (33). Substituting the re-
lation and the CS self-consistent conditions into the identity
j̃ = j − j0, We obtain

j̃μ = − e2

2h
εμνγ ∂νAγ . (68)

The two relations Eqs. (67) and (68) are exactly the self-
consistent conditions yielded by the action of the Dirac CF
theory [16].

We can rewrite the action Eq. (16) in terms of j̃ and the
effective fields ã, we have

S =
∫

d2xdt

[
e2

4h
εμνγ Aμ∂νAγ − e2

2h
εμνγ ãμ∂νAγ

− ã · j̃ + LDipoles

]
. (69)

It has the same gauge structure as the Dirac CF action, al-
though its particles are governed by a different Lagrangian
LDipoles = M · B − E − E0 with E0 = ã[ jD] · jD/2 and ã[ jD]
determined by solving Eq. (67). Nonetheless, as far as Fermi-
surface properties, e.g., the response of j̃ to external fields,
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are concerned, the particles are indistinguishable from Dirac
CFs because they have the same effective density, Fermi wave
vector and Berry phase (see Sec. V C). We thus find that a
Dirac CF effective theory emerges from the dipole picture.

Transforming the action Eq. (16) to Eq. (69) redefines the
vacuum of the effective theory from an empty (or filled) LL of
electrons to a half-filled LL of vortices. It is feasible because
the intrinsic response Eq. (33) contributes a half-quantized
Hall conductance, which is independent of the filling fac-
tor and not altered by impurity scattering. We can interpret
the intrinsic response as the contribution from the redefined
vacuum, E0 as the polarization energy of the vacuum, and
the remainder of the response as from an effective Dirac CF
system.

C. Electron current

The electron current je is the current actually measured in
experiments. It is related to the CF current j by Eq. (12).
To determine the electron current, we need to determine
P and M.

To determine the dipole density P, we make use of Eq. (26).
Applying the average −e

∫
[d p]D f to both sides of the

equation, we obtain

j = ω̃Bẑ × P − σCSe. (70)

Applying the self-consistent condition Eq. (7), we find

P = 0. (71)

For the magnetization density M, it is easy to see that M
is proportional to B and b. Since we ignore all variations of B
and b for the moment, we conclude that M does not contribute
to the response of je.

We thus have

je = j (72)

when only the dipole correction is considered.

VII. QUADRUPOLE AND MAGNETIC CORRECTIONS

In the previous sections, we ignore the quadrupole term in
Eq. (20) as well as the temporal and spatial dependences of the
magnetic fields. In this section, we will consider their effects
on the EM response.

The corrections can be classified by orders of qlB. The EM
response determined in the last section is accurate only to
the zeroth order of qlB. By considering the electric quadrupole
correction in Eq. (21), we can determine the response accurate
to the linear order of qlB. Because ∂t B = −∇ × E is of the
same order of the quadrupole correction, it should be consid-
ered on an equal footing. On the other hand, corrections due
to the spatial gradient of B is of the quadratic order in qlB, and
considering them requires a multipole expansion of je to at
least the order of the magnetic quadrupole [38]. It is beyond
the scope of the current study.

Corrections due to the variation of b should be fully ac-
counted for. Even thought b looks like the counterpart of B,
it is actually equivalent to the density because of the self-
consistent condition Eq. (6). Since it is not subject to the
approximation of the multipole expansions, considering its

gradients will not introduce inconsistencies. As we will see,
its corrections are essential for obtaining a density response
function of CFs with a correct static limit.

For simplicity, we consider these corrections only for half
filling.

A. Quadrupole correction

By using Eq. (19) and the complete form of Eq. (20), we
determine modifications to the equations of motion Eqs. (22)
and (23) due to the quadrupole correction to the energy and
the time dependence of B. We have

ẋ = b

B

p
m∗ − 1

eB
ṗ × ẑ + 1

eB2
ẑ × ∇E · (p × ẑ), (73)

ṗ = − 1

B
∇E · (p × ẑ), (74)

where we keep only terms related to ∇E since only they are
relevant to the quadrupole correction for the linear response to
EM fields. Substituting Eq. (74) into Eq. (73), we obtain ẋ =
p/m∗, i.e., the quadrupole correction does not change Eq. (26).

The Boltzmann equation can then be solved. We decom-
pose the distribution function into f = f0 + f1, where f0 still
assumes the same form as Eq. (30) but with the quadrupole
term in Eq. (20) included. It is easy to see that it introduces no
correction to j0. The correction to f1 is

� f1 = e(v′ − v̄′) · E
−1/τ + iω − iq · v

(
−∂ f0

∂ε

)
, (75)

where v′= − (ω/2ω̃2
B)q·(ẑ × v)(ẑ × v) and v̄′ = −vF(qlB)

(ω/ω̃B)γ /[2(1 + γ )(1 − γ (1 − iωτ ))].
The quadrupole correction to j1 can then be determined by

using Eq. (52). It is obvious from Eq. (20) that the quadrupole
term has a similar effect as the dipole term in making E
nonequivalent to e. Therefore, the quadrupole correction can
be characterized by a correction to the β matrix. We have

�β11 = − (qlB)2

4

1 + γ (1 − iωτ )

(1 + γ )(1 − iωτ )
≈ 0, (76)

�β22 = −qlB
4

iω(ql )

ω̃B

1

(1 + γ )(1 − iωτ )
, (77)

and nondiagonal elements vanish. The correction then propa-
gates to Eq. (66) for the total EM response.

To determine the electron current je, we need to determine
the displacement current JQ = −∂∇ · Q/∂t . Note that P = 0
is still true since Eq. (26) is not modified by the quadrupole
correction. One may evaluate JQ directly, or apply the On-
sager relation, which yields in the current context

JQ = (�βσ̃ )(e + βE ) = �βσCSE, (78)

where we apply Eq. (65) to get the last form. The total correc-
tion to the electron conductivity tensor of the system is

�σ = σCS�β + �βσCS, (79)

where the first term is from the �β correction to Eq. (66). To
the linear order of qlB, it contributes a correction to the Hall
conductivity

�σxy = −e2

h

qlB
8

iω

ω̃B

ql

(1 + γ )(1 − iωτ )
. (80)
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B. Magnetic correction

In this subsection, we determine corrections due to the
variation of the CS magnetic field δb. It has two effects. First,
it modifies the equations of motion, and introduces correc-
tions to the responses of the CF current. Second, it gives
rise to a magnetization current because the CF dispersion
Eq. (21) implies that each CF carries a magnetic moment
mb = −(p2/2m∗B)ẑ with respect to the CS magnetic field.
Both the effects should be considered.

First, we determine the corrections to the CF responses. In
this case, the local equilibrium distribution is assumed to be

f0(x, p, t ) = nF(ε(p) − ε(pF)), (81)

where we drop terms in the energy irrelevant to δb and assume
a local chemical potential μ(x) = ε(pF) = b(x)p2

F/2m∗B so
that the distribution has a uniform density. Note that the
choice of μ(x) does not affect the steady-state solution of the
Boltzmann equation.

We can then determine the correction to the intrinsic
current j0. δb introduces extra forces −(p2/2m∗B)∇δb −
eδbẋ × ẑ into the system. As a result, Eqs. (26) and (27) are
modified to

ẋ = p
m∗ − 1

b
ẑ × e + 1

eb
mb × ∇δb, (82)

ṗ = eδbẑ × p
m∗ − e

(
e
D

+ E
)

− ∇δb

b

p2

2m∗ . (83)

The correction to j0 is

� j0 = −
∫

[d p]D f0
mb × ∇δb

b
= e2

16πm∗ ẑ × ∇δb. (84)

The correction to the extrinsic current j1 can also be deter-
mined. It is straightforward to determine that δb introduces a
correction to f1:

� f1 = e(v − v̄) · (
h̄

2m∗ ∇δb
)

−1/τ + iω − iq · v

(
−∂ f0

∂ε

)
, (85)

i.e., the effect of δb is equivalent to an effective electric field
(h̄/2m)∇δb. Therefore, the correction to j1 is

� j1 = σ̃
h̄

2m∗ ∇δb. (86)

Next, we determine the magnetization current. The CS
magnetization is determined by Mb = ∫

[d p]D f mb. We de-
compose mb as mb(pF) + [mb(p) − mb(pF)], and note that f1

does not contribute to the expectation value of the second
term. We obtain

Mb = h̄ρ

2m∗ ẑ −
∫

[d p]D f0
p2 − p2

F

2m∗B
ẑ = h̄ρ

4m∗ ẑ. (87)

After applying Eq. (6), we find that the magnetization
current is

jm = ∇ × Mb = e2

16πm∗ ẑ × ∇δb = � j0. (88)

Summing all the corrections, we find that Eq. (64) is mod-
ified by substituting e with e + (h̄/2m∗)∇δb. After applying

the self-consistent conditions Eqs. (6) and (7), we obtain

j = −σCSσ̃
−1σCSE∗ + σCS

[
βE + 1

e2χ̃0
∇ρ

]
, (89)

where χ̃0 = −m∗/2π h̄2 is the static density susceptibility of a
free CF system at q = 0, and

E∗ = E + 1

e2χ̃0
∇ρ. (90)

Finally, we determine the electron current je. We need
to determine the polarization density P and the magnetiza-
tion density M. The polarization density does not vanish
due to the magnetic correction in Eq. (82). Applying the
average −e

∫
[d p]D f to both sides of Eq. (82) and noting

−e
∫

[d p]Dẋ f = j − jm in the current context, we obtain

P = − 1

ω̃B

e2

8πm∗ ∇δb. (91)

Next, we determine the magnetization density M. Each
CF carries a magnetic moment with respect to B: mB =
∂L/∂B = (p× ṗ)/2eB2 − ẑ(b/B2)(p2/2m∗) + m′

B, where m′
B

denotes contributions from such as the B dependence of the
effective mass or the zero-point energy of a LL as discussed
in the M2RPA theory [13,50]. Substituting Eq. (83), we ob-
tain mB = mb + m′

B. The terms related to driving fields in
Eq. (83) are ignored because their contributions are of higher
orders of qlB.

The total electron current can then be obtained by applying
Eq. (12). We note that jm should be subtracted from j when
applying the relation. It cancels part of the contribution from
mB. The net magnetization correction to the electron current
is thus contributed only by M ′ ≡ ∫

[d p]Dm′
B f . We have

je = (−σCSσ̃
−1σCS + σCSβ )E∗ + ∇ × M ′. (92)

Applying the relation ρ(ω, q) ≈ ρe(ω, q) = q · je(ω, q)/ω,
we can rewrite the electron current as je = σE + ∇ × M ′

with the conductivity tensor σ determined by

σ−1 = (σ ∗)−1 − iq2

ω

1

e2χ̃0

(
1 0
0 0

)
, (93)

where σ ∗ = −σCSσ̃
−1σCS + σCSβ is the conductivity tensor

with respect to E∗.

C. Density response function

From Eq. (93), we can determine the density response
function χ of electrons by using the relation χ (ω, q) =
−iq2σ11(ω, q)/e2ω. We have

1

χ
= 1

χ̃0
+ iωσ̃22

q2

(2h/e)2

1 + 2h
e2

iω
ω̃B

σ̃22
, (94)

where σ̃22 is the transverse component of σ̃ shown in Eq. (59).
It can be shown that χ is related to the magnetic sus-

ceptibility of CFs. The first term in the right hand side of
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Eq. (94), which is contributed by the magnetic correction,
can be absorbed into the second term as a correction to
σ̃22. In the low-frequency limit ω → 0, we have �σ̃22 ≈
(e/2h)2q2/iωχ̃0. Because the magnetic susceptibility of CFs
is related to the transverse component of the CF conductivity
tensor by χ̃m = iω[σ̃22 + �σ̃22]/q2 [51], we have

1

χ0
=

(
2h

e

)2

χ̃m
0 , (95)

where χ0 (χ̃m
0 ) denotes the static density (magnetic) suscepti-

bility of electrons (CFs).
Equation (95) implies a self-consistency condition for

the model of CFs. In Sec. IV B, we assume the relation
δb(x) = −(2m∗/eh̄)Veff(x) for determining the magnitude of
the fluctuating CS magnetic field. It leads to the conclusion
of no-side-jumps in Sec. IV B, and our derivation of the
extrinsic response is based on the conclusion. The relation
requires that the density response function of electrons should
have the long-wavelength static limit χ0 = χ̃0. Therefore, to
make our considerations self-consistent, the static density sus-
ceptibility χ̃0 of CFs should be related to χ̃m

0 by the same
relation as Eq. (95). It is easy to verify that the relation indeed
holds for our semiclassical model. However, our semiclassical
approach cannot fully determine the magnetic susceptibility
without taking account of quantum effects (e.g., Landau dia-
magnetism) and specifying an effective hamiltonian to the
quadratic order of δb [52]. Therefore, we need to assume
that a full effective hamiltonian of CFs has these corrections
canceled.

VIII. AN EXPERIMENTAL TEST

The longitudinal conductivity σ11(ω, q) of a two-
dimensional electron gas (2DEG) at finite q can be measured
by using a surface acoustic wave (SAW) that traverses the
2DEG. The SAW is attenuated by the 2DEG and its velocity is
altered [53–55]. It is shown that the shift of the sound velocity
vs is related to σ11(ω, q) by [46,53,56]

�vs

vs
= α2

2
Re

1

1 + iσ11(ω, q)/σm
, (96)

where α2/2 = 3.2×10−4 is the piezoelectric coupling con-
stant for GaAs, σm = 2εeffvs, and εeff is the effective dielectric
constant for the 2DEG.

The dipole theory (as well as the Dirac CF theory) predicts
a longitudinal conductivity σ11(ω, q) different from that of the
HLR theory. The most important difference is contributed by
the off-diagonal component of the β matrix in Eq. (3), which
originates from the dipole correction (see Sec. VI A). We have

σ
Dipole
11 − σ HLR

11 ≈ i
e2

2h

ω

ω̃B
. (97)

The magnitude of the correction (∼3×10−7S for the ex-
periment considered below) turns out to be comparable
to that of σm. Since the correction to the imaginary part
of the conductivity scales the velocity shift: �vs/vs ≈
(α2/2)[1 − Im(σ11/σm )]/[Re(σ11/σm )]2, there is a good
chance to detect its effect in a SAW experiment.

FIG. 2. Experimental data of the SAW velocity shift adapted
from Ref. [57] (black circles) and fits to the data by using the dipole
theory (red-thick lines) and the HLR theory (blue-thin lines). Two
different ways of fittings are shown: (I) fits the data as it is by treating
σm as a fitting parameter; (II) fits the data after subtracting a constant
background and fixes the value of σm to 6.8×10−4S. For clarity, (II)
is offset vertically by −0.8×10−4.

As a test of our theory and an effort of looking for the
dipole correction, we fit the data presented in Ref. [57]. The
experiment is one of a series of SAW experiments carried out
by Willett et al. on CF systems [6,55,57,58]. It employs a high
SAW frequency (10.7 GHz) and thus has the best data quality.
The data is shown in Fig. 2.

We first fit the data as it is. We find that the dipole theory
fits the data rather well. It reproduces the main features of the
resonances and coincides well with the data in the whole range
of �B, as evident in Fig. 2 (denoted as I). The parameters for
the fit are shown in Table I. All parameters except σm are close
to their respective reference values. σm, on the other hand, is
approximately a factor of two larger than the expected value.
In comparison, the HLR theory fits the data less well. It cannot
fit the data near �B ∼ 0 and at the two ends simultaneously,
and produces subresonance features that are too pronounced.
Moreover, we cannot treat m∗ as a fitting parameter for the
fitting to the HLR theory because it converges to an unphysical

TABLE I. The values of fitting parameters. Underlined numbers
indicate values fixed in fittings. (�vs/vs )0 is the value of the back-
ground subtracted from the data. The last line shows the reference
values of the parameters as well as their sources.

vs m∗ τ σm α2/2 (�vs/vs )0

(103m/s) (me) (ps) (10−7S) (10−4) (10−4)

I Dipole 3.1 0.6 14 14 3.2 0
HLR 3.0 0.3 7.3 12 3.2 0

II Dipole 3.1 0.7 20 6.8 2.8 0.89
HLR 3.1 0.3 5.7 6.8 4.4 0.30

Reference 3.0 [59] 0.8 [57] 6.8 3.2
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negative value. We therefore set m∗ = 0.3me. Smaller values
of m∗ yield slightly better fits but not much different from the
one shown. The fitted value of σm is also significantly larger
than its expected value.

The disparity between the fitted values of σm and its ex-
pected value is an issue. In literatures, the value of σm is
usually quoted as 3.5×10−7S [6,55,57,58]. The value is ob-
tained by assuming εeff = (ε0 + ε)/2, where ε0 and ε are the
dielectric constants of vacuum and GaAs, respectively. The
assumption is appropriate only when the 2DEG is on top of a
sample surface, while in reality 2DEG is always a finite depth
d underneath the surface. When qd � 1, which is likely true
for the current case, one should use εeff ≈ ε [59]. It yields the
reference value σm = 6.8×10−7S shown in Table I. Unfortu-
nately, it is not easy to account for the remaining disparity in
the value of σm. We are not aware of another mechanism that
could increase σm.

We therefore try to fit the data by insisting σm = 6.8 ×
10−7�−1. In this case, both the theories cannot fit the
data as they show sizable deviations and too strong reso-
nances. Actually, in the regime ql � 1 (ql ≈ 8 in the current
case) necessary for the observation of strong resonances,
we have

σ11(�B = 0) ≈ e2

4h

(
q

kF
± i

ω

ω̃B

)
, (98)

where the + and − signs are for the dipole theory and the HLR
theory, respectively. The real (and dominant) part of the con-
ductivity is set only by external parameters (the wavenumber
and the density). It predicts �vs/vs ∼ 0.4×10−4 at �B = 0
for σm = 6.8×10−7S, much lower than the value actually
observed in the experiment. Moreover, because σ11 is deter-
mined by the transverse component of the CF conductivity σ̃22

whose real part is not renormalized by interaction in the clean
limit [60], the disparity cannot be eliminated by considering a
residual interaction between CFs.

We thus conjecture that there may exist extrinsic
mechanisms, which contribute a background to the experi-
mentally measured SAW velocity shifts. We treat the value of
the background as a fitting parameter. We also treat the piezo-
electric coupling constant α2/2 as a fitting parameter because
it is shown to be a function of the depth d of the 2DEG layer
[59]. The fittings are shown in Fig. 2 with parameters shown
in Table I (denoted as II). It is evident that the dipole theory
has the better fit. It yields parameters close to their respective
reference values or in the reasonable regime. On the contrary,
in the fitting to the HLR theory, we find sizable deviations and
a fitted value of α2/2, which is too large [61].

Although the dipole theory consistently provides better fits
to the experimental data, the support to it cannot be regarded
conclusive before either the value of σm or the conjectured
background can be clarified. We also apply the fitting to the
set of data presented in Ref. [58]. We find that both the theo-
ries can reproduce main features but with sizable quantitative
deviations. More experiments may be needed for clarifying
various factors that may affect the measurement. Our analysis,
nevertheless, does show that SAW experiments have the po-
tential for measuring the dipole correction and differentiating
different theories of CFs.

Finally, we note that the magnetic correction shown in
Eq. (93) only slightly modifies σ11, and the quadrupole cor-
rection, which only alters the Hall conductivity, does not
have an effect to the velocity shift. Therefore, SAW exper-
iments can not distinguish the dipole theory from the Dirac
CF theory.

IX. SUMMARY AND DISCUSSION

In summary, we determine the EM response of CFs of the
dipole picture. We show how the Dirac CF-like EM response
emerges in the dipole picture (Sec. VI B). We show that a CF
system has an intrinsic Hall response, which is independent
of the filling factor (Sec. III A) and not altered by impurity
scattering (Sec. IV). When one ascribes the intrinsic response
to a redefined vacuum, the remainder of the EM response can
be interpreted as from a Dirac CF system as far as the the low
energy and long wavelength response is concerned.

When we go beyond the zeroth order in qlB, deviations
from the Dirac CF theory start to show up (Sec. VII). We
see that the quadrupole correction gives rise to a correction
to the Hall conductivity, and the magnetic correction modifies
the density response function. Although it could be hard to
detect these corrections in experiments, they do manifest an
important fact of the dipole picture, i.e., a CF has an internal
structure.

It is natural to ask whether or not the internal structure of a
CF can be probed in experiments. In the dipole picture, a CF
has a length scale lB, comparable to its Fermi wavelength. It
suggests that carefully designed experiments that can measure
the Fermi wavelength could potentially probe the internal
structure as well. To this end, we fit the SAW measurement
data by Willett et al., and show that the contribution from the
dipole correction is sizable and improves fittings. To distin-
guish the dipole model and the Dirac CF theory, on the other
hand, we need to detect quadrupoles or higher order correc-
tions. In Ref. [30], we propose such an experiment. We show
that a geometrical resonance experiment with a modulated
magnetic field will give rise to asymmetry opposite to that
observed in a similar experiment but with a modulated scalar
potential (or the CS magnetic field).

Our theory suggests a couple of constraints on the effective
model describing the dipole, including the density-of-state
factor appeared in the dispersion Eq. (21) and the relation
Eq. (95) between the magnetic and density susceptibilities.
In principle, one could infer an effective Hamiltonian directly
from microscopic wave-functions. It is necessary to develop
a scheme to do that and test the viability of our assumptions.
This will be left as a future investigation.

We do not consider the effects of residual interaction be-
tween CFs for a reason. For both the HLR theory and the
Dirac CF theory, the consideration is essential because both
the theories rely on renormalizations to eliminate the un-
welcome presences of bare parameters, i.e., the band mass
for the HLR theory and the velocity of the massless Dirac
cone for the Dirac CF theory. For our theory, on the other
hand, the consideration is less important because our model
is inferred directly from a microscopic CF wave function
defined in the projected Hilbert space of a LL. Spurious de-
pendencies on bare parameters have been eliminated from
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the beginning. The residual interaction between CFs, which
should also be derived directly from the microscopic CF wave
function, would renormalize model parameters. In contrast to
the HLR theory and the Dirac CF theory, the renormalization
in our theory needs not relate the parameters to their bare
counterparts.
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