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Controlling core-hole lifetime through an x-ray planar cavity
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It has long been believed that the core-hole lifetime (CHL) of an atom is an intrinsic physical property,
and controlling it is significant yet is very hard. Here, the CHL of the 2p state of a W atom is manipulated
experimentally by adjusting the emission rate of a resonant fluorescence channel with the assistance of an x-ray
thin-film planar cavity. The enhanced emission rate is linearly accelerated by the photonic density of states
inside the cavity, which can be directly controlled by adjusting the cavity field amplitude through choosing
different cavity modes or changing the angle offset in experiment. This experimental observation is in good
agreement with the prediction of a developed theoretical model. It is found that the manipulated resonant
fluorescence channel can even dominate the CHL. The controllable CHL realized here will facilitate the nonlinear
investigations and modern x-ray scattering techniques in the hard x-ray region.

DOI: 10.1103/PhysRevResearch.3.033063

I. INTRODUCTION

The particularity of an inner-shell excitation or ionization
is to produce a core vacancy, which has a finite lifetime, i.e.,
the so-called core-hole lifetime (CHL), and then it decays into
lower-lying states. There are two main relaxation pathways,
i.e., radiative (fluorescence) and nonradiative (Auger decay
or autoionization) channels, and the CHL is determined by
the total decay rate of all relaxation channels. Normally, the
Auger effect dominates the decay routes of the K shell for
low-Z atoms [1] and L and M shells for higher-Z atoms [2],
so the CHL is sometimes called the Auger lifetime. The CHL
has long been considered an intrinsic factor and controlling
it is impossible because the relaxation channels are hard to
manipulate with common methods.

Nevertheless, an adjustable CHL is strongly desired, since
CHL changes are useful to detect ultrafast dynamics. An ad-
justable CHL is needed to give deep insight into nonlinear
light-matter interaction with the advent of the x-ray free elec-
tron laser (XFEL), because the ratio of CHL-to-XFEL pulse
width does matter for multiphoton ionization [3], two-photon
absorption [4], population inversion [5], and stimulated emis-
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sion [6,7]. The CHL is also a key factor in the resonant x-ray
scattering (RXS) process [8,9], where the dynamics of the
core-excited state is controlled by the duration time, which
is determined by both energy detuning and the CHL [10].
Because of the lack of an efficient method to manipulate CHL
experimentally, the controlling scheme for the duration time
has been based on energy detuning up to now [11–16]. The
dynamics of the core-excited state determines the applica-
tion range of RXS techniques, e.g., resonant inelastic x-ray
scattering (RIXS) [9]. Since Coulomb interaction between
core-hole and valence electrons only occurs during the exis-
tence of the core-excited state, the relative time scale between
the CHL and elementary excitations governs the effectiveness
of indirect RXIS [17–19], especially for charge and magnon
excitations [18,20–23]. In time-resolved RIXS, the CHL also
needs to be flexibly adjusted to pursue a higher time resolution
[24–27]. Therefore, a controllable CHL will be very useful
and thus is strongly desired, from both fundamental and ap-
plication perspectives.

Because the CHL is determined by the total decay rate of
all relaxation channels, controlling the CHL means having
manipulatable decay channels, at least one of them, which
is a challenging task. A stimulated emission channel could
be opened by intense and short x-ray pulses to accelerate the
CHL [6,7], but such a scheme can only be implemented in
XFEL. The present work proposes another scheme to control
the spontaneous emission channel. R. Feynman once said
that the theory behind chemistry is quantum electrodynamics
(QED) [28], indicating that the spontaneous emission rate of
an atom depends on the environment (photonic density of
states). A cavity is an outstanding system to robustly structure
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the environment and modify the spontaneous emission rate in
the visible wavelength regime [29,30], known as cavity QED.
With the dramatic progress in new-generation x-ray sources
and thin-film technology, the cavity-QED effect in the hard
x-ray range was demonstrated in the laboratory using a thin-
film planar cavity with nuclear resonance, e.g., the collective
Lamb shift [31], electromagnetically induced transparency
[32], spontaneously generated coherences [33], Fano inter-
ference [34], group velocity control for x-ray photons [35],
and collective strong coupling of x-rays and nuclei [36], as
well as with electronic resonance, e.g., spectral control of the
L-edge transition [37] and directional fluorescence emission
[38], which breeds the new field of x-ray quantum optics [39]
and opens up an effective way to control the core-hole lifetime
in the x-ray region.

In this work, a controllable CHL for the 2p state of the W
atom is realized by adjusting the spontaneous emission rate
of the resonant fluorescence channel with the assistance of an
x-ray planar cavity. WSi2 has a remarkable white line around
the LIII edge of W, which is a resonant channel and generally
known to be associated with an atomiclike electric dipole
allowed transition, from an inner shell, 2p, to an unoccupied
level, 5d [40,41]. Inside the cavity, the emission rate of the
resonant channel depends on the photonic density of states
where the atom is located, which can be modified by the cavity
field amplitude in experiments. Because a thin-film planar
cavity can only enhance the photonic density of states, and
not suppress it, only CHL shortening is realized in the present
experiment. As long as the cavity effect is strong enough, the
total decay rate will show measurable changes and lead to
a controllable CHL. In this work, the enhanced spontaneous
emission rate could be even higher than the natural decay
rate, indicating that the limitation of unchangeable Auger and
radiative decay channels is broken.

II. THEORETICAL MODEL AND EXPERIMENTAL
METHOD

Figure 1(a) depicts the cavity structure used in the present
work. The thin-film cavity is made of a multilayer of Pt and
C. The top and bottom layers of Pt with a high electron
density are used as mirrors, and the top one is relatively thin
so that the x-ray can couple to the cavity. The layers of C in
the middle with a low electron density are used to guide the
x-ray and to stack the cavity space. In this design, at certain
incident angles θth below the critical angle of Pt, the x-ray can
resonantly excite specific cavity guided modes where dips in
the rocking curve appear as shown in Fig. 1(b). In the present
work, θth are θ1st = 0.218◦, θ3rd = 0.312◦, and θ5th = 0.440◦
for the first, third, and fifth odd orders of the cavity mode.
Then the coupling between the cavity and the atom is built by
embedding a thin layer of WSi2 in the middle of the cavity
where the cavity field amplitudes are the strongest. The field
distributions of the first, third, and fifth orders of the cavity
mode are sketched in Fig. 1(a).

As shown in the middle inset in Fig. 1(a), the inner-shell
energy-level system is different from the simple two-level
one, and both resonant channels and additional processes like
inelastic radiative channels (Auger decay channels are not
exhibited here) can annihilate the core vacancy state, e.g.,

FIG. 1. Schematic for controlling the core-hole lifetime. (a)
Cavity sample and measurement setup. The cavity has the struc-
ture of Pt (2.1 nm)/C (18.4 nm)/WSi2 (2.8 nm)/C (18.0 nm)/Pt
(16.0 nm)/Si100, and the middle-right inset shows the energy level
of the LIII edge of the W atom. The sample is probed by a monochro-
matic x-ray, the resonant fluorescence is measured in the reflection
direction by a CCD, and the inelastic fluorescence signals are col-
lected by an energy-resolved fluorescence detector. The distance
between collimator and sample surface is 31.0 mm, and the hole
diameter and the length of the collimator are 2.8 and 20.1 mm,
respectively. An example of the full-range fluorescence spectrum is
shown in the inset at the top left, and the gray region corresponds
to the fluorescence photon energy of the Lα line. (b) The θ − 2θ

rocking curve with an incident energy detuning 30 eV from E0; the
vertical blue line indicates the critical angle of Pt (0.46◦). (c) The
experimental and fitted inelastic fluorescence spectra as a function
of the incident photon energy at an incident angle of 3◦. Black dots
represent experimental results, and solid pink, red, green, and blue
lines show the fitted result, Lorentzian resonance line, electronic
continuum line, and flat background respectively.

characteristic radiations occur for the radiative channels. An
example of the full-range fluorescence spectrum is shown in
the top-left inset in Fig. 1(a), where the Ll , Lα , and Lβ2 lines
are observed. So the decay width is determined by the total
decay rates of all relaxation channels. In experiments, the total
decay rate, i.e., the inverse CHL, could be determined by the
linewidth of the white line as in Fig. 1(c). Figure 1(c) shows
the Lα inelastic fluorescence spectrum as a function of the in-
cident photon energy, which is measured at the large incident
angle of 3◦. This angle is much larger than the critical angle
of Pt, thus the incident x-ray penetrates through the cavity
completely, which is like the free space. Therefore, the values
of the natural decay width γ and the transition energy E0 of
the white line can be obtained through fitting [Fig. 1(c)]. The
custom fit function combines a simple Lorentzian function
and a Heaviside step function, which are used to describe
the white line and the absorption edge, respectively (see Ap-
pendix D ).

Excited by the x-ray field, the atom emits the resonant
fluorescence through the resonant channel. Here the resonant
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(a) (b)

FIG. 2. Schematic of the theoretical model. (a) Sample geometry
in the xz plane and schematic of the transfer matrix formulism. (b)
Values of Re(η) and Im(η) as a function of the incident angle, which
is calculated by a transfer matrix formulism.

behavior of the W atom is reduced to a typical Lorentzian
response, and the scattering amplitude of the resonant fluo-
rescence can be written as

f = − f0
iγre/2

δ + i(γre/2 + γin/2)
. (1)

The electronic continuum in the higher energy range is not
considered here. f0 is a constant to characterize the resonant
fluorescence strength, and δ is the energy detuning between
the incident x-ray energy E and the white line transition en-
ergy E0. γre is the natural spontaneous emission rate of the
resonant channel, while γin is the additional decay rate which
sums two branches: the radiative decay rate of the inelastic
fluorescence channels γie and the nonradiative decay rate of
the Auger process γA, i.e., γin = γie + γA. It is clear that the
natural inverse core-hole lifetime is expressed by the sum of
all decay rates as γ = γre + γin. Generally, the strongest decay
channel is the Auger relaxation for the LIII edge of the W atom
in free space, and γie and γA are difficult to adjust, so the CHL
has long been considered an intrinsic factor and controlling it
is impossible. In the present work, the spontaneous emission
rate of the resonant channel is enhanced by introducing the
cavity effect, and we show that the cavity effect is strong
enough to break the limitation of unchangeable Auger and
radiative decay channels.

The x-ray thin-film planar cavity has been demonstrated
to have the ability to strengthen the photonic density of states.
Recently, spectral control of the L-edge transition [37] and the
directional fluorescence emission [38] has been achieved by
employing the x-ray thin-film planar cavity, indicating that the
x-ray thin-film planar cavity is an effective platform to control
the core-hole lifetime for electronic resonance systems. In the
linear regime, the photonic density of states is related to the
Green function of the multilayer system [29], and Röhlsberger
et al. connected the Green function with the cavity field ampli-
tude [42], which can be calculated by Parratt’s formulism or
the transfer matrix method. In the present theory, we employ a
transfer matrix method and perform a perturbation expansion
of the ultrathin atomic layer [31] to give an analytical expres-
sion for the resonant fluorescence. As shown in Fig. 2(a), the
field amplitude Az at position z is connected with A0 at the
surface through a matrix Mz:

(
Az

+
Az

−

)
= Mz

(
A0

+
A0

−

)
=

(
Mz

11Mz
12

Mz
21Mz

22

)(
A0

+
A0

−

)
. (2)

After expanding the matrix of the ultrathin atomic layer (see
Appendix A), the enhanced resonant fluorescence in the re-
flection direction is given in analytical form,

ra = − id f0 × |aza |2γre/2

δ + δc + i(γc + γ )/2
, (3)

where d is the thickness of the atomic layer, and |aza |2 is the
field intensity where the atom is located. It can be seen that
Eq. (3) still has a Lorentzian resonant response, while it con-
tains additional cavity effects: the cavity enhanced emission
rate γc and the cavity induced energy shift δc,

γc = d f0γre × Re (η),

δc = d f0γre × Im (η),

η = p(za)q(za). (4)

Thus the emission rate is enhanced by a factor of Re(η), where
p(za) = Mza

11 + Mza
21 and q(za) = Mza

12 + Mza
22 are the field am-

plitudes corresponding to the wave scattered from the up
(down) direction into both the up and the down directions at
the position of the atomic layer (Appendix A). Note here that
the photonic density of states is directly related to the cavity
field amplitudes [42], so Eq. (4) conforms to the typical cavity
effect [30], which describes the well-known linear relation
between lifetime shortening and photonic density of states
strengthening. It is clear that the real part of η is an essential
factor to control the enhanced emission rate, and the energy
shift is modified by the imaginary part of η. The real and
imaginary parts of η as a function of the incident angle cal-
culated by the present transfer matrix formulism are depicted
in Fig. 2(b). Figure 2(b) indicates that γc and δc are simul-
taneously modified by the incident angle around the mode
angles of the odd orders, which has been observed by Haber
et al. recently [37]. On the other hand, Fig. 2(b) suggests that
the strongest enhanced emission rate can be achieved without
introducing additional energy shift by exactly choosing the
angles of odd order of the cavity mode, which will be more
convenient for studying the individual influence of the CHL
on core-hole dynamics (see Appendix E).

The fully controllable resonant channel makes an ad-
justable total inverse core-hole lifetime,

�n = γc + γre + γie + γA, (5)

where all four contributions are included. Herein γc is the
cavity enhanced emission rate, and γ = γre + γie + γA is the
natural inverse CHL as the sum of three branches: the nat-
ural spontaneous emission rate of the resonant fluorescence
channel, the radiative decay rate of the inelastic fluorescence
channels, and the Auger decay rate. γ is a fixed value which
is obtained from Fig. 1(c), i.e., γ /2 = 3.6 eV. As long as γc is
large enough, this controllable part will dominate the CHL.

The simplified energy levels including the cavity effect are
shown in Fig. 3 (Auger decay channels are not exhibited here).
The enhanced spontaneous emission rate for the resonant flu-
orescence channel is labeled (1 + Re(η))γre = γre + γc. As
discussed above, the total inverse core-hole lifetime deter-
mines the linewidth of the inelastic fluorescence, i.e., the
inelastic scattering spectrum. We employ an RXS formalism
known as the Kramers-Heisenberg equation to characterize
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FIG. 3. The simplified energy levels. The driving is shown by the
red arrow, and the enhanced spontaneous emission is represented by
the thick wavy red arrow. The inelastic fluorescence decay is shown
by the thin wavy diagonal red arrow.

the inelastic scattering [8,9] as

Fif (
⇀

k,
⇀

k
′
, ω, ω′) = 〈 f |D̂′|n〉〈n|D̂|i〉

δ + i�n/2
. (6)

Herein the initial state |i〉 = |g,
⇀

k〉, the final state | f 〉 = | f ,
⇀

k
′
〉,

and the intermediate state |n〉 = |e, 0〉.
⇀

k is the wave vector
and D̂ is the transition operator. For the present work, an
intermediate state and a final state are considered since we
choose the white line of the LIII edge and Lα lines (Lα1 is
much larger than Lα2) with energy E ′ are selected to plot the
inelastic fluorescence spectrum. Equation (6) indicates that
CHL changes can be monitored by the inelastic fluorescence
spectrum. Moreover, the values of the cavity enhanced emis-
sion rate can be obtained by Eq. (5) as γc = �n − γ , which is
used to quantitatively discuss the cavity effect.

The multilayer was deposited onto a polished silicon wafer
(100) using the DC magnetron sputtering method, which is
popular for fabricating diverse cavity structures [31–38]. The
deposition rate was calibrated carefully. Before deposition,
the chamber was evacuated to reach the base pressure of
2 × 10−4 Pa. Argon with a purity of 99.999% was used
as the sputtering gas and the working pressure was kept at
1.0 mTorr during the deposition. The powers and voltages
applied on Pt, C, and WSi2 were set at 20 W/360 V, 100
W/420 V, and 25 W/340 V, respectively. The individual layer
thickness was controlled by the relevant deposition time to
guarantee the layer thickness with an accuracy of better than
1 Å.

The measurement was performed on the B16 Test beamline
in the Diamond Light Source. A monochromatic x-ray from a
double-crystal monochromator was used to scan the incident
x-ray energy, and two far apart slits were used to obtain a good
collimation beam with the small vertical beam size of about
50 μm. As shown in Fig. 1(b), in experiments the θ − 2θ

rocking curve with an incident energy detuning 30 eV from
the white line position was measured first to find the desired
specific incident angles corresponding to the first, third, and
fifth orders of the cavity modes, i.e., the corresponding reflec-
tion dips. For a given incident angle, the incident energy E
was scanned from 10 161 to 10 261 eV across the transition

energy E0 = 10 208 eV. Then the reflectivity corresponding
to the resonant fluorescence was measured by a CCD detector
in the reflection direction, and the inelastic fluorescence lines
were measured simultaneously by a silicon drift detector (Vor-
tex) with a resolution of about 180 eV in the perpendicular
direction. An example of the full-range fluorescence spectrum
is shown in the top-left inset in Fig. 1(a), where the energy
positions of the Ll , Lα , Lβ2, Compton scattering C, and elastic
scattering E lines are depicted. The strongest Lα lines (Lα1 at
8398 eV and Lα2 at 8335 eV) of W are far from the C, E,
and other weak fluorescence lines (9951 eV of Lβ2, 7387 eV
of Ll , and other negligible lines), so Lα can be extracted
separately to plot the inelastic fluorescence spectra. In front of
the fluorescence detector, a collimator guarantees a constant
detected area of the sample, and the footprint bw/sinθ on the
sample surface is determined by the beam width bw and the
incident angle θ , so the inelastic fluorescence intensities are
normalized by taking into account the geometry factor [43].
The size of the sample is 30 × 30 mm2, which is larger than
the footprint to avoid the beam overpassing the sample length.

III. RESULTS AND DISCUSSION

Figure 4 depicts the results at the exact first, third, and
fifth orders to control the CHL without introducing additional
energy shift. Figure 4(a) shows the experimental reflectivity
curves (filled dots) from two pathways (see Appendix A): the
first one of r0 is from the multilayer cavity itself, where the
photon does not interact with the atom, and the second one of
ra is from the resonant atom inside the cavity, i.e., Eq. (3), the
enhanced resonant fluorescence. The energy linewidth of the
cavity is much larger than that of the atom, which means that
r0 is more like a broad continuum state and ra is more like
a sharp discrete state [34,37,44]. Therefore, the reflectivity
curve is a result of Fano interference (see Appendixes A and
B). It is shown in Fig. 4(a) that the profiles of the reflectivity
curves show a Fano lineshape. The experimental reflectivity
curves are fitted by the present theoretical formula |ra + r0|2
(see Appendix C) as shown by the solid lines in Fig. 4(a). The
present theoretical model for resonant fluorescence does not
take into account the influence of the absorption edge due to
its electronic continuum nature, and the continuum overlaps
the right side of the white line. The sudden increase in the
absorption coefficient changes the refractive index and dra-
matically alters the cavity properties [37]. So the data below
10 220 eV are selected for fitting (labeled by the green region)
and good agreements are shown in Fig. 4(a). Above 10 220 eV,
it can be easily understood that the theoretical results diverge
from the experimental data. The fitted reflectivity curves give
the values of (γc + γ )/2 as 7.9, 6.9, and 5.2 eV for the first,
third, and fifth orders of the cavity mode.

Figure 4(b) shows the experimental and fitted inelastic
fluorescence spectra of Lα as a function of the incident x-ray
energy for the first, third, and fifth orders. The inelastic fluo-
rescence spectrum is fitted by a custom function combining a
simple Lorentz function L(E ) with a Heaviside step function
H (E ) (see Appendix D); herein L(E ) with a linewidth �n

is used to describe Eq. (6) and H (E ) is used to describe
the absorption edge. The fitted values of �n/2 are 8.6, 6.2,
and 5.1 eV, which match well the derived values from the
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(a) (b)

FIG. 4. Resonant fluorescence and inelastic fluorescence spectra. (a) The measured and theoretical reflectivity spectra for the first, third,
and fifth orders as a function of the incident photon energy. The pink solid line shows the theoretically fitted result. (b) The measured and fitted
inelastic fluorescence spectra of Lα as a function of the incident photon energy. The pink, red, green, and blue solid lines represent the fitted
result, Lorentzian resonance line, electronic continuum line, and flat background, respectively.

resonant fluorescence spectra in Fig. 4(a), demonstrating that
the shortening of the CHL indeed comes from the regulation
of the resonant fluorescence channel. Moreover, the value of
γc = �n − γ is even larger than γ at first order, indicating
that the adjustable resonant channel breaks the limitation of
unchangeable Auger and radiative decay channels and domi-
nantly determines the CHL.

The measured inelastic fluorescence 2D spectra are shown
in Fig. 5 for selected incident angles around the mode an-
gles of the first, third, and fifth orders (θ1st = 0.218◦, θ3rd =
0.312◦, and θ5th = 0.440◦, respectively). As discussed in
Eq. (4), the CHL and the cavity induced energy shift are
simultaneously controlled by the incident angle. When the
incident angle scans across the mode angle, a phenomenon
of the inverse CHL’s first increasing to a maximum at the
mode angle, then decreasing is observed, along with an ad-
ditional energy shift, which is demonstrated in Fig. 5. For
the third order, the maximum linewidth does not seem to be
where the angle offset is 0; this may be due to the occa-
sional angle shift from the instabilities of the goniometer or

sample holder. Note here that Fig. 5 suggests a way to con-
tinuously modify the CHL but introduce an additional energy
shift.

As predicted in Eq. (4), the enhanced emission rate γc

is linearly connected with the real part of the cavity field
amplitude η, and this is essential to discuss the magnitude
of the inverse CHL. It should be noted here that the present
method to control the CHL is different from the scenario of
stimulated emission [6,7], where a nonlinear relationship be-
tween the stimulated emission rate and the x-ray field intensity
is expected. The present scheme actually employs a cavity to
manipulate the enhanced spontaneous emission, whose decay
rate is linearly determined by the photonic density of states.
All inelastic fluorescence spectra in Fig. 5 are fitted to get
the values of �n, and some selected spectra are shown in
Fig. 6(a). Then the values of γc are obtained based on Eq. (5),
and the values of Re(η) are calculated by the transfer matrix
formulism as discussed in Fig. 2(b). A good linear relation-
ship between γc and Re(η) is depicted in Fig. 6(b), which is
consistent with the prediction of Eq. (4).

FIG. 5. The 2D inelastic fluorescence spectra as functions of the incident photon energy and angle offset. The angle offset is the deviation
between the incident angle and the θ1st (left), θ3rd (middle), and θ5th (right).
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(a)

(b)

FIG. 6. The linear relationship between the cavity enhanced emission rate and the field amplitude. (a) The measured and fitted inelastic
fluorescence spectra for selected angle offsets; the fitted values of �n/2 for each panel are labeled. (b) Cavity enhanced emission rate γc as a
function of Re(η). The values of γc are derived from the fitted linewidth �n as γc = �n − γ , and the values of Re(η) are obtained by transfer
matrix calculation. The dashed blue line is a linear fitting of the experimental dots to guide the eyes.

Notably, the linear relationship of Eq. (4) between the
cavity enhanced emission rate and the field amplitude is the
typical cavity Purcell effect [30]. According to Fermi’s golden
rule, the emission rate of the resonant fluorescence channel is
given as

�re = 2π

h̄2 ρ(z, E0)|〈g|H |e〉|2, (7)

where ρ(z, E0) is the photonic density of states at position z
where the atom is located. |〈g|H |e〉| is the transition matrix
and H is the atom-field interaction Hamiltonian. It is clear
that the emission rate is linearly proportional to the photonic
density of states. The multilayer medium affects the photonic
density of states, which can be calculated by the complete
Green function [29]:

ρ(z, E0) = − 1

π
Im[G0(z, z, E0) + G1D(z, z, E0)]. (8)

Herein G0(z, z, E0) is the Green function from the vacuum
field which contributes to the spontaneous emission rate γre,
while G1D(z, z, E0) is the Green function from the 1D planar
cavity which contributes to the cavity enhanced emission rate
γc. The transfer matrix or Parratt’s formalisms give the con-
nection between G1D(z, z, E0) and the field amplitude as

G1D(zi, z j, E0)

= i

2kz
[p(zi )q(z j )(zi − z j ) + p(z j )q(zi )(z j − zi)], (9)

where kz is the z component of the wave vector, and  is the
step function. In the present work, an ultrathin atomic layer
located at a position za is utilized, so the Green function is
reduced to the simple form of

G1D(za, za, E0) = i

2kz
· p(za)q(za), (10)
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FIG. 7. The experimental reflectivity curve at the first order of
the cavity mode and that of the incident angle at 3◦. The resonant
fluorescence is only detected in the mode angle, and the reflectivity
curve at the incident angle of 3◦ only shows a flat background,
without a response of resonant fluorescence.

where p(za) = Mza
11 + Mza

21 and q(za) = Mza
12 + Mza

22 are the
field amplitudes corresponding to the wave scattered from the
up (down) direction into both the up and the down directions
at the position of the atomic layer, which have been discussed
with regard to Eq. (4). Inserting Eq. (9) into Eq. (8), the linear
relationship between the photonic density of states and the
real part of p(za)q(za), i.e., η, is obtained. Therefore, Eq. (4)
is actually identical to the well-known Fermi’s golden rule
of Eq. (7), and both Eq. (4) and Eq. (7) conform to the
typical cavity effect [30], which describes the well-known
linear relation between the emission rate enhancement and the
strengthening of the photonic density of states. As shown in
Fig. 6(b), a good linear relationship between γc and Re(η) is
depicted, and the intercept of the dashed blue fitted line is as
small as −0.3 eV. The tiny nonzero intercept should be due to
the accuracies of the experimental results.

When core-hole lifetime shortening takes place the reso-
nant fluorescence has to increase remarkably in the reflection
direction, i.e., the resonant fluorescence emits at the angle of
the cavity mode; this is a typical directional emission [30]
effect. In the x-ray regime, this kind of cavity effect has been
proven in nuclear [31–36] and electronic [37,38] resonance
systems. To further demonstrate the role of the cavity, the
reflectivity curve at the incident angle of 3◦ is also measured
and shown in Fig. 7. For comparison, the reflectivity curve
of the first order of the cavity mode is also depicted in the
figure. The incident angle of 3◦ is much larger than the critical
angle of Pt (0.46◦), thus the incident x-ray almost penetrates
through the cavity, which is like the free space. This means
that the cavity effect is invalid at a large incident angle and
the amplitude of the resonant fluorescence will not be en-
hanced anymore. It is clear that the reflectivity curve at the
incident angle of 3◦ only shows a flat background, without
an obvious response of the resonant fluorescence. The cavity
effect is effective only when the incident angle is at the mode
angle, where the resonant fluorescence amplitude is enhanced,

FIG. 8. The full-range fluorescence spectra at an incident angle
of the first-order mode and 3◦, respectively. The spectra are measured
in the perpendicular direction, and the incident photon energy is E0.
The normalization factor from the grazing measurement geometry is
taken into account. The energy positions of the Ll , Lα , Lβ2, Compton
scattering C, and elastic scattering lines E are depicted.

causing Fano interference along with the reflection coefficient
from the multilayer, resulting in peak or window profiles as
shown in Figs. 7 and 4(a).

As sketched in Fig. 3, the resonant fluorescence is an elastic
process with the excited electron initially promoted from the
2p to the 5d state. The photon energy of the resonant fluo-
rescence is the same as the incident energy. This means that
the resonant fluorescence and the elastic Rayleigh scattering
cannot be distinguished either by the reflection or by the fluo-
rescence detectors. However, when the resonant fluorescence
increases remarkably in the reflection direction, the inten-
sity of the resonant fluorescence should drop remarkably in
other solid angles. Figure 8 shows the full-range fluorescence
spectra at incident angles of the first-order mode and 3◦, and
the incident photon energy is fixed at E0 in both Figs. 8(a)
and 8(b). In the general case, the elastic scattering line (includ-
ing the resonant fluorescence and the Rayleigh scattering) is
stronger than the inelastic fluorescence lines, e.g., the elastic
line is stronger than the Lα line as shown in Fig. 8(b). In the
spectrum in Fig. 8(a), the intensity of the elastic scattering line
decreases and is weaker than the Lα line. Note here that the
Rayleigh scattering is from all layers’ material of the sample,
including Pt, C, WSi2, and substrate Si; this means that the
Rayleigh scattering is a baseline. Therefore, a decrease in
intensity of the elastic line indicates that the intensity of the
resonant fluorescence drops in the perpendicular direction.
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FIG. 9. The elastic scattering spectra as a function of the inci-
dent photon energy. The spectra are measured in the perpendicular
direction. For comparison the spectra of the incident angle at mode
angles of the first order (black line), third order (red line), fifth order
(green line), and 3◦ (blue line) are shown. The elastic scattering is a
summation of the resonant fluorescence and the Rayleigh scattering.
The Rayleigh scattering is from all materials of the sample, so it is a
baseline as shown in the bottom spectrum at the incident angle of 3◦.
As in Fig. 8, a drop in the intensity of other solid angles means that
the resonant fluorescence prefers to emit in the reflection direction.

Figure 9 shows the elastic scattering spectra as a function of
the incident photon energy; for comparison the spectra at the
incident angles of the first, third, and fifth orders and 3◦ are
given. Figure 9 is obtained by extracting the elastic line sep-
arately from the full-range fluorescence spectra. A behavior
of intensity dropping is observed when the incident angles are
set at mode angles of the first, third, and fifth orders, while the
elastic scattering spectrum at the incident angle of 3◦ is flat.
On the other hand, the baselines of the spectra at the incident
angles of the first, third, and fifth orders are smaller than that
of 3◦; this should be because the incident x-ray couples to the
cavity, thus the Rayleigh scattering is weaker when the cavity
modes are excited.

IV. CONCLUSION

In summary, the present work experimentally demonstrates
two control methods to manipulate the core-hole lifetime by
constructing an x-ray thin-film planar cavity system: choos-
ing different cavity modes and changing the angle offset.
The first one adjusts the core-hole lifetime without intro-
ducing an additional energy shift, while the second one can

continuously modify the core-hole lifetime but introduce an
additional energy shift. The linear relationship between the
cavity enhanced emission rate and the photonic density of
states, i.e., the field amplitude, is observed in experiments
and interpreted by the present theoretical model. Note here
that the present method to control the CHL is different from
the scenario of stimulated emission [6,7], where a nonlinear
relationship is expected between the stimulated emission rate
and the x-ray field intensity. The core-hole lifetime changes
would be useful to detect ultrafast dynamics. In the RXS
process, the duration of the core excited state is determined
by both the energy shift and the core-hole lifetime. Utilizing
the present cavity technique, the duration of the RXS process
can be controlled not only by the energy detuning, but also
by the core-hole lifetime (see Appendix E), which will enrich
physical studies on RXS. Combined with a high-resolution,
∼100-meV analyzer [45], cavity-manipulating RXS effects
such as Raman-Stokes shifts [46], linewidth narrowing [47],
and Stokes doubling [48] are expected to be achievable. On
the other hand, the cavity structure is suitable for a wide range
of x-ray energies, from a few to tens of keV, so the present
scheme could be extended to a lot of elements which have a
resonant fluorescence channel.

The phenomenon that the core-hole lifetime changes can
be monitored by the inelastic fluorescence is also interesting.
From the general viewpoint of cavity QED in the optical
regime, the inelastic channel is an incoherent process which
accelerates the decoherence, so it is regarded as a defect in
the system [49]. However, the inelastic channel is a natural
character and widely exists in both atomic inner-shell and
nuclear resonance systems, e.g., Auger and inelastic fluores-
cence relaxation pathways for atomic inner-shell transition
and internal conversion channels for nuclear transition. Herein
we demonstrate that the inelastic fluorescence channels could
be very useful to monitor CHL changes and enrich the picture
of the cavity effect. The more complex energy levels in the
x-ray regime will bring richer physics, e.g., the effect of ex-
change interaction [50] on inelastic fluorescence channels can
be studied.
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APPENDIX A: THEORY DERIVATION

Here we derive the relationship between the inverse core-
hole lifetime and the cavity field amplitude at the position
of the atom which is presented in Eq. (4). As discussed in
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Fig. 1, the incident x-ray resonantly excites the cavity modes
at certain incident angles in the mrad range, which can be
identified by the reflection dips in the rocking curve. The field
amplitude can be adjusted by choosing different orders of
the cavity mode (different dips) or detuning the angle offset
from the dips, so the method of manipulating the CHL is
convenient. Here we employ a transfer matrix method and
perform a perturbation expansion of the ultrathin atomic layer
[31] to give the analytical expression for the resonant fluo-
rescence. The resonant behavior of the W atom is reduced to
a typical Lorentz response, thus the electronic continuum is
neglected, and the atomic layer is thin enough to be free from
the self-absorption effect [51].

Following the convention of the transfer matrix formalism,
⇀

A
z
= (Az

+, Az
−)T are the field amplitudes at position z, where

⇀

A
z

+ and
⇀

A
z

− denote the transmitted and reflected parts, respec-
tively. Az is connected with A0 through the matrix Mz, where
Mz is obtained by multiplying the propagation matrices of
different layers from the cavity surface to the depth position
z. Moreover, Mz is also used to give the normalized field
amplitude at position z:

az = Az
+ + Az

−
A0

= (
Mz

11 + Mz
21

) − (
Mz

12 + Mz
22

)Mzc
21

Mzc
22

. (A1)

Next we take into account the atomic layer, which is sand-
wiched at za; the amplitude below the atomic layer should be
written as(

Az
+

Az
−

)
= Mz−za MatomMza

(
A0

+
A0

−

)
=M

(
A0

+
A0

−

)
, (A2)

where Matom is the propagation matrix of the atomic layer,

Matom = exp (iF · d ),

F =
(

f f
− f − f

)
, (A3)

with d the thickness of the atomic layer. F is the atomic
resonant fluorescence scattering matrix, and f is the scatter-
ing amplitude with the typical Lorentz form as depicted by
Eq. (1). Considering the ultrathin atomic layer as a perturba-
tion and applying expansion for Matom, the complete matrix M
from the surface to the cavity bottom can be obtained:

M ≈ Mzc−za (1 + id · F )Mza . (A4)

The reflection coefficient is given through the convention of
the transfer matrix formalism,

r =
⇀

A
0

−
⇀

A
0

+

= −M21

M22
. (A5)

After calculating Eq. (A3) with the matrix operations (I =
M−1M, A0 = A0

+), the reflection coefficient can be expressed
as

r = r0 + ra, r0 = −Mzc
21

Mzc
22

,

ra = idf × |aza |2
1 − idf × (p + qr0)q

. (A6)

It can be seen from Eq. (A5) that the reflection spectrum is
a result of two-path interference. The first path of r0 is from
the multilayer itself, where the photon does not interact with
the atom, and the second one of ra is from the resonant atom
inside the cavity, i.e., the resonant fluorescence as discussed
in Eq. (3). p(za) = Mza

11 + Mza
21 and q(za) = Mza

12 + Mza
22 are the

field amplitudes corresponding to the waves scattered from the
up (down) direction into both the up and the down directions.
Replacing f with the Lorentzian form of Eq. (1), one can
remold ra into Eq. (3), which contains the enhanced emission
rate γc and the cavity induced energy shift δc:

γc = d f0γre × Re(η),

δc = d f0γre × Im(η),

η = (p + qr0)q. (A7)

Equations (A5) and (A6) are essential for discussing the reso-
nant fluorescence and the magnitude of the enhanced emission
rate γc, and the inverse core-hole lifetime should be written as
�n = γc + γ , i.e., Eq. (5). Moreover, a linear relationship be-
tween γc and the real part of the complex field amplitude η is
predicted, which is demonstrated by the experimental results
shown in Fig. 6(b). When the incident angle varies around the
cavity mode angles (the reflection dips), qr0 is much smaller
than p, and one finds that Eq. (A6) will degenerate to Eq. (4).

APPENDIX B: REFLECTIVITY 2D SPECTRA

The cavity mode has the very broad spectral width of ap-
proximately a few hundred eV, which is orders of magnitude
greater than the atom width, so r0 serves as a broad continuum
state and ra serves as a narrow discrete state. Therefore as
discussed in Fig. 4(a), |ra + r0|2 gives the Fano interference.
On the other hand, the relative phase between r0 and ra is
controlled by the angle offset [37], which gives an angle-
dependent asymmetric lineshape, so the Fano interference
behavior is shown in Fig. 10.

APPENDIX C: REFLECTIVITY CURVE FITTING

To fit the measured reflectivity spectra, we need to take into
account the contribution from the cavity itself r0, where the
photon does not interact with the atom. The analytical form of
r0 can be given by a quantum optics model [52,53], which is
more convenient for fitting,

r0 = −1 + 2κR

κ + i�c
, (C1)

where κ and κR are the decay constant and coupling strength
for the planar cavity, and both of them determine the strength
of r0. �c is the cavity detuning, which mainly depends on the
angle offset from the angle of a specific cavity mode θth,

�c=
(

sin θth

sin θ
− 1

)
E0. (C2)

However, because a typical Q value of the x-ray planar thin-
film cavity is about 100 and the energy range we scan in
experiments is 100 eV, θth will have a small shift in this energy
range. As depicted in Fig. 11, the reflection dip moves to
a smaller angle as the energy increases. Supposing that the
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FIG. 10. Two-dimensional maps of the reflectivity spectra vs the energy and angle offset. The angle offset is the deviation between the
incident angle and the θ1st (left), θ3rd (middle), and θ5th (right). The figure clearly shows the behavior of Fano interference.

maximum shift is �θth and the angle shift has a linear relation
with the energy, we rewrite �c as a new form,

θth → θth − (E − E0)

Er
× �θth, (C3)

where Er is the energy scanning range and �θth is the maxi-
mum angular shift in the range of Er .

Reported by Heeg et al. [53], there are two additional ef-
fects called heuristic extensions which need to be considered.
First, the absorption from the bulk materials of the top Pt layer
will weaken the reflectivity intensity. Second, the top Pt layer
also makes a tiny dispersion phase. Therefore, r0 needs to be
remolded as

r0 = renvelope(θ )

(
1 × ei(π−ϕ) + 2κR

κ + i�c

)
, (C4)

where renvelope(θ ) is used to include the first effect, and a tiny
phase shift ϕ is used to consider the second effect.

Then the experimental reflectivity spectrum can be fitted
by the form of intensity,

R = c1|r0 + c2 · ra|2 + c3, (C5)

where c1, c2, and c3 are constants. c1 is used to fit the
experimental counts, and c3 is used to consider a constant
background. c2 < 1 is used to take into account the absorption
effect from the multilayer materials, which weakens the atom

FIG. 11. Empty cavity reflectivity as functions of the photon
energy and grazing angle. The 2D spectrum is calculated by Parratt’s
formulism. The angle of the first order of the cavity mode, i.e., the
reflection dip, moves to a smaller angle as the energy increases.

resonance. The fitted results for reflectivity spectra of the first,
third, and fifth orders are shown in Fig. 4(a).

APPENDIX D: INELASTIC FLUORESCENCE SPECTRUM
FITTING

The inelastic fluorescence spectra are fitted by a custom
function F (E ) combining a simple Lorentz function L(E ) and
a Heaviside step function H (E ). L(E ) is used to describe
the remarkable white line and H (E ) is used to describe the
absorption edge,

F (E ) = aL(E ) + bH (E ) + c, (D1)

where a and b are two constants, and c is used to consider a
constant background. To describe an edge with a slope, the
Heaviside step function is constructed by indefinite integrals
of the Gauss function as

H (E )= 1√
2πσ

∫ E

−∞
e− (t−Eae )2

2σ2 dt, (D2)

where σ and Eae characterize the slope and position of the
absorption edge, respectively. Then Eq. (D1) is used to fit the
inelastic fluorescence spectra as shown in Figs. 4(b) and 6(a).

APPENDIX E: DURATION TIME OF RXS

The radiative RXS amplitude (the nonradiative one has the
same form as the radiative one but with D̂′ replaced with the
Coulomb operator Q̂) or so-called inelastic scattering ampli-
tude is written as Eq. (6); it is a projection of the wave packet
� on a particular final state | f 〉,

Fif = −i〈 f |�〉,

� = i
∑

n

D̂′|n〉〈n|D̂|i〉
δ + i�n/2

; (E1)

the summation of the intermediate state |n〉 is included here
to be consistent with the general form [9]. The time evo-
lutions of the scattering amplitude and � are given by the
Fourier transform of Eq. (E1) based on the theoretical works
by Gel’mukhanov and Ågren [8],

Fif (τ ) = −i〈 f |�T (τ )〉,

�T (τ ) =
∫ τ

0
exp [−t (�n/2 − iδ)]D̂′ψ (t )dt, (E2)
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where ψ (t ) is the wave packet of the intermediate state; when
t = 0, the intermediate state is excited from the ground state
as ψ (0) = D̂| f 〉. The time dependence of �T (τ ) is decided
by the phase factor exp[−t (�n/2 − iδ)]. This phase factor can
be rewritten in a new form as exp[−t/T ], and T is a complex
time:

T = (�n/2 − iδ)−1 = T�n + iTδ,

T�n = �n/2

(�n/2)2 + δ2
, Tδ = δ

(�n/2)2 + δ2
. (E3)

One can imagine two situations. The first is that �n/2 is very
large, so the decay rate of �T (τ ) is quite fast and the long-time
contribution to the scattering amplitude is very small. The
second one is that δ is very large, and the fast oscillation can
also suppress the contribution from the long-time range [the
amplitude from different times t1 and t2 interfere destructively
and quickly due to the phase difference δ(t2 − t1), resulting
in a negligible integrated value], so Tδ is called the dephasing
time and the energy detuning can also influence the core-hole
dynamics. Therefore, the duration time of the RXS process is
determined by both �n and δ:

|T | = 1√
(�n/2)2 + δ2

. (E4)

FIG. 12. Dependencies of the real and imaginary parts of the du-
ration time on the energy detuning and the inverse core-hole lifetime.

As shown in Fig. 12, the real T�n and the imaginary Tδ of T
depend differently on the energy detuning and the core-hole
lifetime. In Fig. 12(a), the duration time can be controlled by
the energy detuning, which is successful in interpreting the
energy-dependent RXS phenomena and easy to carry out in
experiments. But for Fig. 12(b), there has previously been a
lack of an efficient method to adjust �n experimentally. So the
controlling schemes for duration were almost based on energy
detuning previously [11–16]. The present work provides a
valid way to control �n experimentally, which would enrich
studies on the RXS process. For example, not only the control
of energy detuning, but also the control of the core-hole life-
time for extensive effects, such as Raman-Stokes shifts [46],
linewidth narrowing [47], and Stokes doubling [48], could be
studied in future experiments.
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