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Determining quantum Monte Carlo simulability with geometric phases

Itay Hen"
Department of Physics and Astronomy and Center for Quantum Information Science & Technology,
University of Southern California, Los Angeles, California 90089, USA
and Information Sciences Institute, University of Southern California, Marina del Rey, California 90292, USA

® (Received 18 December 2020; accepted 12 April 2021; published 29 April 2021)

Although stoquastic Hamiltonians are known to be simulable via sign-problem-free quantum Monte Carlo
(QMC) techniques, the nonstoquasticity of a Hamiltonian does not necessarily imply the existence of a QMC

sign problem. We give a sufficient and necessary condition for the QMC-simulability of Hamiltonians in a given
basis: We prove that a QMC simulation will be sign-problem-free if and only if all the overall total phases along
the chordless cycles of the weighted graph whose adjacency matrix is the Hamiltonian are zero (modulo 27). We
use our findings to provide a construction for nonstoquastic, yet sign-problem-free and hence QMC-simulable,

quantum many-body models. We also demonstrate why the simulation of truly sign-problematic models using
the QMC weights of the stoquasticized Hamiltonian is generally suboptimal. We offer a superior alternative.
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I. INTRODUCTION

The concept of stoquasticity [1] is a key definition in both
quantum Monte Carlo (QMC) simulations and computational
complexity theory. A Hamiltonian is dubbed stoquastic with
respect to a given basis if and only if all its off-diagonal
elements in that basis are nonpositive. Otherwise it is referred
to as nonstoquastic. In complexity theory, the complexity class
StogMA, associated with the problem of deciding whether the
ground-state energy of stoquastic local Hamiltonians is above
or below certain values, is expected to be strictly contained in
the complexity class QMA (quantum Merlin-Arthur), which
deals with general local Hamiltonians [1-3]. StogMA is also
an essential part of the complexity classification of local
Hamiltonian problems [4].

In the field of QMC simulations [5,6], the partition func-
tion of stoquastic Hamiltonians can always be written as a
sum of efficiently computable strictly positive weights [7-9].
As a consequence, such Hamiltonians do not suffer from a
sign problem [10,11], i.e., from the existence of negative
summands, which greatly impede the convergence of QMC
algorithms [10-13].

That stoquasticity leads to sign-problem-free (SPF) repre-
sentations of quantum many-body physical models has served
as the main motivation in numerous recent studies that ex-
amine the conditions under which various different classes of
nonstoquastic Hamiltonians can be unitarily transformed to

“itayhen @isi.edu

Published by the American Physical Society under the terms of the
Creative Commons Attribution 4.0 International license. Further
distribution of this work must maintain attribution to the author(s)
and the published article’s title, journal citation, and DOI.

2643-1564/2021/3(2)/023080(9) 023080-1

equivalent stoquastic [14—17] or minimally nonstoquastic [18]
representations.

Although the dichotomy between stoquastic and nonsto-
quastic Hamiltonians is very often convenient, stoquasticity is
not (nor was it intended to be) the property that differentiates
between Hamiltonians that are efficiently simulable via QMC,
or QMC-simulable for short, and those that are not. Here,
QMC simulability is meant in the sense that there exists an
SPF representation for the partition function of the Hamilto-
nian in the basis in which it is represented. Specifically, it is
important to note that QMC simulability here does not pertain
to and is not meant to imply a polynomial-time convergence,
or equilibration, of the algorithm. (In addition, it is worth
mentioning that the simulability, or nonsimulability, of a given
Hamiltonian in one basis does not imply its simulability or the
lack thereof in any other basis.)

Even though the stoquasticity of a Hamiltonian implies an
SPF decomposition of the partition function, the converse,
namely, that nonstoquasticity leads to a sign-problematic rep-
resentation, is not necessarily true (see, e.g., Refs. [8,18]
for examples). A natural question thus arises: What property
of a Hamiltonian makes it QMC simulable? In this paper,
we answer this question in terms of the geometric phases
associated with the chordless cycles of a weighted graph
whose adjacency matrix is the Hamiltonian in question. Our
result also has practical significance. First and foremost, it
clearly illustrates that curing the sign problem of a model,
i.e., finding a unitary transformation that produces an SPF
representation for it, is markedly different from curing non-
stoquasticity (finding unitary transformations that make the
Hamiltonian stoquastic). In fact, our result shows that the lat-
ter approach, which is the current standard practice [14-18],
should not be used toward rendering a Hamiltonian simula-
ble. In addition, our result demonstrates that stoquastization
of sign-problematic Hamiltonians, the method normally used
for assigning positive weights to QMC configurations is, in
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general, a suboptimal choice; a superior alternative can be
given in terms of the geometric phases of the Hamiltonian.

We further demonstrate the above by introducing a class of
quantum many-body models that, while being nonstoquastic,
are SPF and therefore perfectly simulable by QMC tech-
niques. We proceed to show that all SPF Hamiltonians can
be represented by stoquastic Hamiltonians rotated by some
diagonal unitary.

The paper is organized as follows. In Sec. II, we present
a generic partition function decomposition focusing on the
signs of its summands and their origins, which we trace back
to geometric phases associated with the graph structure of the
Hamiltonian. Based on the observations made in the preceding
section, we provide in Sec. III a construction for nonstoquastic
SPF Hamiltonians. In Sec. IV, we discuss QMC simulations
of sign-problematic Hamiltonians. Conclusions are given in
Sec. V.

II. EMERGENCE OF THE SIGN PROBLEM
AS A NONTRIVIAL GEOMETRIC PHASE

We now examine in detail the origins of the sign problem
in QMC simulations. By doing so, we are able to differentiate
QMC-simulable Hamiltonians (in a given basis) from nonsim-
ulable ones.

A. Permutation matrix representation of Hamiltonians

We start our derivation by considering a Hamiltonian H
given in a basis B = {|z)}, which we refer to as the computa-
tional basis, and write the Hamiltonian in permutation matrix
representation (PMR) [9,19,20], i.e., as a sum

H =S "D, ()
j=0 j=0

where {f’j} is a set of M + 1 distinct generalized permuta-
tion matrices [21], i.e., matrices with precisely one nonzero
element in each row and each column (this condition can be
relaxed to allow for zero rows and columns). Each operator P;
can be written, without loss of generality, as f’j = D;P; where
D;j is a diagonal matrix and P; is a permutation matrix with
no fixed points (equivalently, no nonzero diagonal elements)
except for the identity matrix Py = 1. We will call the diagonal
matrix Dy the classical Hamiltonian. Each term D;P; obeys
D;Pj|z) = d}|z'), where d} is a possibly complex-valued co-
efficient and |z’) # |z) is a basis state. We note that casting
physical (e.g., k-local) Hamiltonians in PMR form can always
be done efficiently [9].

B. Partition function decomposition

Having cast H in PMR form, we next derive an expression
for the partition function Z = Tr [e~##]. Expanding the expo-
nential in a Taylor series in the inverse temperature 8, Z can be
written as a triple sum over all basis states |z), the expansion
order g which ranges from O to infinity, and the (unevaluated)
products S, =P, ... P,P; of g off-diagonal operators. Here
we use the multiple index i, = (iy, ..., i;) where each indi-
vidual index i; ranges from 1 to M. In this notation, the empty
sequence S;, corresponds to the identity operation. After some

FIG. 1. Every summand W ) in the partition function decom-
position is associated with a closed walk on the hypercube of basis
states (a subgraph of which is shown here for illustration). The graph
nodes (in blue) represent computational basis states and edges denote
nonzero off-diagonal matrix elements. A walk on the graph (arrows
in brown) is determined by the action of the permutation operators of
the configuration, represented by the sequence Si, =P, P,P,on
the initial basis state |zo). Every node |z;) has an associated classical
energy E ;.

algebra (the reader is referred to Ref. [9] for a full derivation),
the partition function attains the form

(o]
Z=3 3 Y DeiplelSi e e @)

{2} ¢=0 i,

where {S;,} is the set of all (unevaluated) products P, ... P, P;
of size ¢ and e PEo-E4l is a divided difference of
f() =e PO (see Appendix A for an overview) with inputs
[E,, .. .Ezq] [22,23]. The energies E;, = (z;|Dy|z;) (where i =
0, ..., g) are the classical energies of the states |z9), ..., |z4),
which are in turn obtained from the action of the ordered P;
operators in the sequence Siq on |zg), then on |z;), and so
forth. Explicitly, |zo) = |z), P; |z0) = |21), P, lz1) = |z2), etc.
The sequence of basis states {|z;)} may be viewed as a closed
walk [24] of length ¢ on the hypercube of basis states. See
Fig. 1 for an illustration. The expression (z|S; |z) is 1 if §;,
evaluates to the identity operator. Otherwise it is zero and can
be removed from the sum. (Note that |z;) = P;, ... P,P;|z) in
principle should be denoted |z(;,,..i;)). We use a simplified
notation so as not to overburden the notation.) Additionally,
we denote

q
e 3)
j=1

where dz(j'.j ) = (zj1D;;|z;) are off-diagonal elements of H.
The summands of the partition function decomposition are
thus D(z,iq)e*‘s[Ezu~~~va]. These can, in general, be complex

valued, despite the partition function being real (the dz(;’) can,
in the general case, be complex). However, we note that for
every configuration (z, i) there is a conjugate configuration
(z, i), which produces the conjugate weight Weip = W(Z,iq).
Explicitly, for every closed walk S; = P, ...P,P; there is
a conjugate walk in the reverse direction, whose operator
sequence is S;; = PH_IPZ_l .. qu_] (see Fig. 2 for an illustra-
tion). The imaginary parts of the complex-valued summands
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FIG. 2. Every closed walk (arrows in brown along edges of the
graph) has a conjugate closed walk traversing the same path but in
the reverse direction (arrows in green). The weight of a walk is the
complex conjugate of the weight of its conjugate walk. This obser-
vation allows us to disregard the imaginary parts of these partition
function summands which cancel out. The permutation operators that
generate a closed walk are the inverses of the permutation operators
that generate its conjugate and appear in reverse order.

therefore do not contribute to the partition function and may
be disregarded altogether. We may therefore take

Wizi,) = Re [DiziJe P FoF] )

as the summands of the expansion.

We can now examine the condition for the positivity of the
summands W, ). First, we note that the term e~ #!F0-Ful js
positive (negative) for even (odd) values of g, the length of the
walk (see Appendix B for a short proof), and so the sign of a

summand can be simplified to

q .
sgn[W.i,] = sgnRe |:1_[ (—dz(:'f)>:|, 5)
j=1

i.e., the partition function expansion will admit a negative

weight if and only if there exists a closed walk on the hy-
(i;

percube of basis states along which Re []_[?: (—d;; ) )] < 0.

C. From walks to cycles

The expression derived above for the sign of a partition
function summand can be given a more geometrical meaning
if we write the off-diagonal matrix elements dz(j'.f) in polar
] ) . Sy ) )
coordinates, i.e., dz(/'/) = —rz(;’)e 9 (note the extra minus
sign introduced for notational convenience). This allows us

to write the sign of a summand as

q Q)
sgn[W(z,iq)] = sgnRe |:H (e_l¢’f )] =sgncos D), (6)

J=1

where we define

q
Qi = qug,) (7
=1

FIG. 3. Composite walks can be viewed as a concatenation
of cycles (cyclic paths on a graph). Above, the closed walk
|z0) = |z1) = --+ — |z5) — |z1) can be decomposed to two cy-
cles: |z1) = |z2) = |z3) = |z1) and [z0) = |z1) = |za) = [z5) —
|z0). The overall phase associated with a closed walk is the sum of
the phases associated with its constituent cycles.

as the overall geometric phase associated with the summand
walk. For a Hamiltonian to be SPF, one must ensure that all
closed walks have a positive cos @ ;).

The number of closed walks on the hypercube of basis
states for any given Hamiltonian is infinite, even for fi-
nite graphs, since nodes can be revisited. Nonetheless, every
closed walk may be viewed as the concatenation of distinct
closed paths or cycles (equivalently, nonrepeating walks).
Moreover, the phase of any given closed walk may be written
as the sum of the phases of its constituent cycles (see Fig. 3
for an illustration).

Furthermore, long cycles may be viewed as the concatena-
tion of smaller, basic, or induced (also referred to as chordless)
cycles [25] that cannot in turn be decomposed to yet shorter
cycles (see Fig. 4) and the overall phase associated with
long cycles is the sum total of the phases of its constituent
induced cycles.

D. Geometric phases of the chordless cycles
of SPF Hamiltonians

Next, we answer the question of what values closed-walk
phases can take to ensure that a given Hamiltonian has no
sign problem. Let us consider an induced cycle with a total

Dy =D+ Dy

FIG. 4. The geometric phase associated with a composite cycle
(black) is the total sum of the phases of its subcycles (brown and
green).
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phase ®. As per Eq. (24), as long as cos ® > 0, the weight
associated with the cycle is positive [i.e., ® € (—7 /2,7 /2)
modulo 27]. However, since walks consisting of repeated
concatenations of the original cycle are also legitimate walks,
one must therefore also ensure that cos ®,, = cosm® > 0 for
every natural number m. For this much stronger condition to
hold, the induced-cycle phase must be ® = 0 modulo 27 (see
Appendix C), i.e., the cycle must have a vanishing geometric
phase (VGP).

Having observed that the chordless cycles of a Hamiltonian
must have VGPs for their associated weights to be positive
(we call these VGP Hamiltonians), it is straightforward to
generalize the condition to include longer cycles and, in fact,
all closed walks: If all cycles of a Hamiltonian have vanishing
phases, then all closed walks, which are concatenations of
cycles, have vanishing phases as well. We thus conclude that
for general Hamiltonians to have no sign problem in a given
basis, the geometric phases of the chordless cycles of their
Hamiltonian must be zero modulo 2. This condition is nec-
essary and sufficient (although the efficiency with which it can
be checked for different classes of Hamiltonians, particularly
bounded locality ones, is yet to be determined).

In the special case where all dz(;f ), which correspond to off-
diagonal Hamjltonian elements, are negative and hence have
zero phase c/)ij/) = 0, we obtain @ ;) =0 for every closed
walk. This in turn implies that the weights associated with all
walks are positive and the Hamiltonian will be SPF. This is
the case of stoquastic Hamiltonians.

To illustrate the difference between stoquasticity and VGP,
in the next section we introduce a class of Hamiltonians that
are nonstoquastic yet VGP, making them QMC-simulable SPF
Hamiltonians.

III. NONSTOQUASTIC SIGN-PROBLEM-FREE
HAMILTONIANS

Let us consider a general N-by-N stoquastic Hamiltonian
H®°9 je. a general symmetric matrix with nonpositive off-
diagonal elements (explicitly, Hl.(;mq) < 0 for all i # j where
i,je{l,...,N}). We next define

HOOP) — fi® fy(st09) ,—i0 (8)

where ® = diag{f, ..., 6Oy} is a diagonal matrix of phases.
The off-diagonal elements of HVEP) are

(VGP) __ yy(stoq) i(6;—0;)
HYOP = B0V 00 ©)

and so HVSP) will generally be nonstoquastic. Nonetheless, it
is straightforward to show that HVSP) above is VGP. This is
because for any closed walk, i.e., a sequence of off-diagonal
elements, we have

(=) (= HEED) o (= H) (= 1)
( _ Hj(};toq)ei(ef—ej))( _ H;imq)ei(e-f_e")) .

(= HG) (= HZEY) oo (= H™) (= H) > 0.
(10)

The converse is also true: If a Hamiltonian is VGP, it can al-
ways be unitarily transformed to stoquastic form via a rotation

by a phase matrix. To show this, consider a VGP Hamilto-
nian whose off-diagonal elements are written in polar form
H{YOP = —r;je. Tts phases obey ¢;; = —¢;; (Hermiticity)
and (¢i; + ¢jx + - - - + ¢pu + ¢1;) = Omodulo 27 (VGP) pro-
vided that all of r;;, rjx, ..., Fp, ri; > 0. We will prove that
there is always a rotation matrix ¢'© that can rotate HVOP
to stoquastic form; that is, we will show that there is always
a choice {6y, ..., 6y} such that ¢;; + 6; — ¢; = 0 modulo 27
for all i # j. To do that, we will prove that there are at most
N — 1 independent phases, which if cured imply the curing
of all other phases, owing to the VGP condition. Since there
are N — 1 independent choices for 6; — 6;, we can choose
0; — 0; = —¢;; for all independent phases, thereby curing all
phases.

To show that there are at most N — 1 independent phases,
let us assume for simplicity that all off-diagonal elements
are nonzero, that is r;; > 0 for all i # j (a proof for the
general case, in which this condition is absent, is given
in Appendix D). It is easy to show that the N — 1 phases
é12, - .., ¢1n determine all other phases. From Hermiticity, we
have ¢,1 = —¢y,, for all m =2, ..., N. Next, consider the
phases of all three-cycles (—H\' " )(—HNVOP)(—H ),
From VGP, we know that ¢y, + ¢ + ¢y = O forall n, m #
1, which in turn implies that all ¢,,, are defined modulo 27 .
If all ¢y, are cured after rotation, then so will all ¢,,,, and due
to VGP, the same is true for all ¢,,,.

Note that the curing transformation ¢'® is a nonlocal one
in general, and finding it requires solving a linear set of
(up to) N — 1 equations. The efficiency with which such a
transformation can be found or applied for bounded locality
or other classes of Hamiltonians is not determined at this
point. As previously noted, however, there is no actual need
for curing nonstoquastic VGP Hamiltonians because they are
SPF to begin with.

Because the VGP condition is both necessary and sufficient
for QMC simulability, we can give a complete characteriza-
tion for all SPF Hamiltonians: These must be of the form
@ HGD=® 1 e SPF Hamiltonians are diagonally rotated
stoquastic Hamiltonians.

At this point, it would be instructive to illustrate the
distinction between stoquasticity and the VGP property by
examining a specific model. One interesting example, which
was recently introduced in Ref. [18] as a one-dimensional
model that is nonstoquastic and yet does not produce a sign
problem, is

i®

1
H=Zx,~—52(xx,-—m). (1)

i<j

In this model, the X; operators produce the nonstoquastic-
ity, yielding positive-valued off-diagonal matrix elements. In
PMR form, the Hamiltonian can be rewritten as

1
H = Zx -5 2(15, + ZiZ)XiX; . (12)

i<j

We therefore identify two types of off-diagonal permuta-
tions: P, = X; with D; = 1; as their accompanying diagonal
matrices and P;; = X;X; with which D;; = —1(1;; + Z,Z)) =
diag{—1, 0, 0, —1} are associated.
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FIG. 5. The frustrated Heisenberg two-leg spin 1/2 ladder. The
Heisenberg-type interactions between the spins (vertices in red) are
denoted by the edges connecting the vertices. The coupling strengths
associated with the solid, dashed, and dotted edges are J; (horizon-
tal), J, (vertical), and J, (diagonal), respectively. The edges that
make up the contour of the shaded area (in green), connecting the
spins (i, +), (i + 1, +), and (i, —) are an example of a triplet of edges
that may yield negative-weight closed walks.

The chordless cycles of this model are formed by se-
quences of operators of the form P;;P;P; (or permutations
thereof) which generate cycles of the form |z) — |z;) —
|zij) = |z) where |z) is any starting node and |z;) (|zi;))
stands for the basis state |z) with its ith spin (ith and jth
spins) flipped. The signs of the weights associated with
these cycles are determined by the sign of the product
(=dD)(—d)(—d{7) [as per Eq. (5)] where d = (z;|D;lz:),
dz(}i) (le |D |th> and d(”)
that for any chosen starting node |z), we have d{" = d;ii,) =1
(a  phase) and dz(” )= —1 (azero phase) or 0 depending on
the state z. In the case where d(ij ) = 0, the overall weight is
zero. In the d\” = —1 case, the overall sign of the weight is
necessarily positive (the total phase is zero), implying an SPF
system, despite the apparent nonstoquasticity of the model.

One can further rotate the model to an explicitly stoquastic
representation by applying the diagonal unitary U; = Q) Z;.
This transformation has the effect X; - —X; and Y¥; — —V;,
reversing the sign of the one-body X; terms as desired while
leaving the two-body terms unchanged.

Another example that the sign problem of which is worth
formally deriving is the frustrated Heisenberg two-leg spin
1/2 ladder with L rungs (this model and its sign problem
were studied numerically in Ref. [26]). The Hamiltonian of
the model is

_JLZS S;HA Y SMS T Y SIS

i,m==% i,m==%

(zIDjj1z). One can easily check

13)

where i is the rung index, m = £ denotes the two legs of the
ladder, and the parameters, J, Jy, and J are the horizontal
(ladder axis), vertical (connecting the two legs), and diagonal
coupling strengths of the Heisenberg interactions between
connected spins. See Fig. 5 for an illustration.

In PMR form, the Hamiltonian reads

H = D0+ZDLX+X + Y Dl xrxn
i,m=%
+ Y DXIMXT (14)
i,m=%

where the diagonal component D is identified as

DO_JLZZ ZDAN Y LT+ Y I

i,m=% i,m=%
(15)

In addition, we have denoted D =J, (1 — Z'Z"), DI“’m =
J( =Z"ZP ) and D} = J (1 — Z"Z;'}). The permutation
operators in this representation are, correspondingly, Pt =
XX, P, =X"X/" and P, = X"X.".

For the above model, three -cycles of permutation oper-
ators that evaluate to the identity are of the form Pl.lylm
PX - Pt or permutations thereof. For positive-valued Jj,

L,—m 1

J1, and Jy, the matrix elements of the associated (— Dl' m)>

(—Dfm) and (—Dil) matrices are either negative or zero
and so products thereof, which determine the signs of the
weights generated from such operator sequences, are simi-
larly either negative or zero, depending on the configuration
of the spins sitting at the vertices (i, m), (i, —m) and (i +
1, m) (see Fig. 5). For basis states such as |z) = ... 11
..), the above sequence of permutation operators generates
theclosedwalk |... M4 ...) = |...IM™M...)0—=>|... ™
...y = |... M1 ...) which in turn produces a strictly nega-
tive weight and hence a sign problem.

IV. QMC SIMULATIONS WITHOUT STOQUASTIZATION

The VGP Hamiltonians discussed in the previous section
illustrate an additional point of practical significance to the
QMC simulation of (truly) sign-problematic systems that ad-
mit negative terms in the partition function decomposition.

To demonstrate this point, let us first briefly overview
the impact of the sign problem on the efficiency of QMC
simulations. The reason the sign problem is indeed a serious
impediment to QMC algorithms is encompassed in the fact
that the computational efficiency of QMC simulations hinges
on the algorithm’s ability to sample the configurations C [in
our case, C are labeled by pairs (z, i;)], as obtained from the
partition function decomposition, according to their relative
weights, pc = W¢/Z.

A necessary condition for proper importance-based sam-
pling (or importance sampling for short) is that all weights W
are positive (or nonnegative), i.e., that pc can be interpreted
as a genuine probability distribution over configurations.
Whenever p¢ is a proper probability distribution, the thermal
average (A) of any physical observable A can be written as

Tr[Ae PH] > . AcWe
> e > Acpe.  (16)

Since an explicit summation over all terms in the sum above
is, in general, prohibitive due to the generally exponential
number of summands, QMC importance sampling estimates
the sum using a Monte Carlo estimator, defined as

1 Ny
N > A, 17
i=1

where the configurations C; (of which there are Ny) are ran-
domly sampled in proportion to their probability pc, [27]. If
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the number of important configurations is relatively small,
then estimation via importance sampling will converge con-
siderably faster than with straightforward unbiased sampling
of the terms (or an actual summation thereof) and oftentimes
exponentially more so. (It is important to point out though that
in neither case polynomial-time convergence of the algorithm
is guaranteed.)

Importance sampling will not be possible if a subset of the
configurations is assigned negative weights, as in this case p¢
is no longer a bona fide probability distribution. The common
workaround in QMC for the occurrence of negative weights is
to draw samples from a different distribution,

~

We
Zc We ,
that is nonnegative everywhere [10,28]. Then, the estimator of
A becomes

pc = (18)

N,
1 : pc;
— ) _Ac— 19)
Ns ; Pc;
and thermal averages can be written as
Ac(We /We )W, A 7
) = > cAcWe /We)We _ Sgn)W’ (20)
Yo (We/We)We (sgn)yy

where sgn above stands for the ratio W¢/ Wc and (-);y denotes
averaging with respect to the genuine (unnormalized) nonneg-
ative distribution W. The above thermal average is therefore
the ratio of two other thermal averages, both of which sampled
according to W.

The denominator (sgn)y is often referred to as the
weighted sign or average sign and is simply the ratio of the
sum of original weights We (i.e., the partition function of
the system in question) to the sum of the nonnegative weights
chosen for the simulation Wc [8,10], namely,

(sgn)y = =~ 21

The average sign often serves as a continuous measure for
the simulability of the model. For SPF models where all
weights are positive, the W distribution coincides with W¢
and (sgn)y=1. For non-SPF models, on the other hand,
(sgn)7 will be strictly smaller than 1, approaching zero from
above the more dominant the negative weights are. In these
cases, the summands in the numerator will fluctuate rapidly
around zero and so estimation of thermal averages will require
an inordinately large number of samples [10,29]. The average
sign is therefore a measure of how adverse the sign problem is
in a QMC simulation with QMC convergence times inversely
proportional to the value of the weighted sign.

Of course, the value of the weighted sign {sgn)y depends
on the distribution W. A common choice for the weights W are
the QMC weights associated with the stoquasticized version
of the Hamiltonian (see, e.g., Refs. [10,30]). Explicitly, the
weights are taken to be those generated from the decompo-
sition of the partition function of H®°9, the stoquasticized
version of the Hamiltonian obtained by H;; toa) — |, ;| for
all i # j, which are guaranteed to be posmve (thls choice is
sometimes referred to as bosonization). In our notation, the

positive stoquasticized weights are given by

W(qu)

—BIE.,....E.
i) D, e Pl (22)

These are immediately obtained upon switching dz(j'.f) —
— |dz(:f )|. For this choice, the weighted sign becomes
2(7 L(zig) T @lg) W(z ig)
Z (st0q>

(z:ig) (z ig)
We argue though that the above choice is, in general, not
optimal and that a more appropriate choice of positive weights

is to place the absolute value on the cosine of the total phase
of each walk, namely,

(sgn)stoq = (23)

W(ABS)

(z, lq)

Wi = | cos @i WS, 24)

This choice leads to a weighted sign of

(sgn)aBs = Z(z ig) Wziq) _ Z(z,iq)VV(Z ig)
Z(z i) ((ZAqu)S) Z(z,iq) | Cos q)(z.,i,,)|W((;:§‘)
(25)
from which it is clear that
(sgn)aps = (sgh)stoq » (26)

with equality only when (sgn)ags = 1, i.e., for SPF Hamilto-
nians. In all other cases, where (sgn)aps < 1, the inequality is
a strict one and the sign problem becomes provably less severe
for the latter alternative. In fact, in the low-temperature limit,
we expect limg_, o (3gn) ABs/ (8gN)s10q = 00 as both quantities
decay exponentially fast to zero as a function of g [8,10,18]
but at different rates.

V. SUMMARY AND CONCLUSIONS

We gave a necessary and sufficient condition for the QMC
simulability of Hamiltonians in a fixed basis. We found that
if and only if all the geometric phases of the chordless cycles
of the weighted graph whose adjacency matrix is the Hamil-
tonian are zero (modulo 27), the simulation will be SPF, a
condition we call VGP. To further distinguish simulability
from nonstoquasticity, we presented a construction for all
(generally) nonstoquastic yet efficiently simulable (equiva-
lently, SPF) Hamiltonians.

We also showed that simulating sign-problematic Hamil-
tonians by choosing the weights to be the summands of
the partition function decomposition of the analogous sto-
quasticized Hamiltonian, i.e., the stoquastic analog of the
Hamiltonian, is a suboptimal choice in general. We provided
a more suitable choice for said weights in terms of the ab-
solute values of the cosines of the geometric phases of the
simulated Hamiltonian, the weighted sign due to which is
bounded from below by the weighted sign generated by the
stoquastic choice. We can therefore expect that the choice of
positive weights proposed here will allow for more efficient
QMC simulations of sign-problematic quantum many-body
models and, in turn, will enable the study of considerably
larger systems than possible by stoquastization.

Our study advocates the examination of the conditions
under which Hamiltonians can be unitarily transformed to

023080-6



DETERMINING QUANTUM MONTE CARLO SIMULABILITY ...

PHYSICAL REVIEW RESEARCH 3, 023080 (2021)

VGP form, rather than to the less relevant stoquastic form,
which is the common practice today for curing the sign prob-
lem (see, e.g., Refs. [14—18]). Especially worth mentioning
in this context are recent results that have shown that for
certain classes of Hamiltonians, curing nonstoquasticity, i.e.,
finding unitary transformations that transform the Hamilto-
nian to stoquastic form, is an intractable (NP-hard) task.
The fact that nonstoquasticity does not imply nonsimulability
suggests that demanding the curing of nonstoquasticity is,
in general, too excessive and that the weaker condition of
seeking transformations to VGP form are more appropriate.
Moreover, our results explain why the application of unitary
rotations that minimize the nonstoquasticity of Hamiltonians
do not necessarily make them less sign-problematic (i.e., do
not necessarily reduce their average sign) [18].

Developing a true understanding of the nature of the QMC
sign problem stands to have implications across all branches
of the physical sciences and is crucial to the potential reso-
lution of the problem. We hope that this paper will provide a
useful framework for making progress in this context.

Additional directions of research that we believe are worth
pursuing are studying the extent to which the concept of VGP
is also relevant for results pertaining to the use of stoquasticity
in complexity theory [1—4] and in other domains, specif-
ically in determining the positivity of Hamiltonian ground
states [31] and the bounding of their spectral gaps [32]. In
Ref. [32], for example, a similar generalization of stoquastic-
ity was proposed in a different context.

While the VGP condition is the appropriate one to check
when determining the existence of a sign problem, it is yet
to be determined whether it is a more useful concept to work
with than stoquasticity. Specifically, whether the complexity
of verifying that a given Hamiltonian is VGP is different than
the complexity associated with verifying that it is stoquastic
is still an open question.

The question of whether all the results pertaining to sto-
quasticity hold for VGP as well is an interesting one. In the
same context, another relevant question is whether diagonally
rotating a bounded-locality VGP Hamiltonian to explicitly
stoquastic form can always be done efficiently. An affirma-
tive answer may serve to further cement the relation between
stoquasticty and VGP. A negative answer may establish a fun-
damental distinction between stoquasticity and VGP, which
would in turn make the identification of QMC-simulable
systems more difficult and previous results pertaining to simu-
lability by curing nonstoquasticity less impactful [14—18]. We
leave these for future work.
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APPENDIX A: NOTES ON DIVIDED DIFFERENCES

We provide below a brief summary of the concept of di-
vided differences, which is a recursive division process. This
method is typically encountered when calculating the coeffi-
cients in the interpolation polynomial in the Newton form.

The divided differences [22,23] of a function F(-) is de-
fined as

Flxo, .. (AD)

q
F
xq]—znk 0s))

;ﬁj(-xj — Xk)

with respect to the list of real-valued input variables
[xo, ..., x4]. The above expression is ill-defined if some of the
inputs have repeated values, in which case one must resort to
a limiting process. For instance, in the case where xy = x| =

- = x, = x, the definition of divided differences reduces to

F(’”(x)
q!

Flxo,...,x] = (A2)
where F"(.) stands for the nth derivative of F(-). Divided
differences can alternatively be defined via the recursion rela-
tions

Flxipr, oo xip 1 — Flxi, o0 xigj—1]

-xl+j] tl
Xigj — Xi

F[Xl', ..

(A3)

withi € {0,...,g—j}, je{l,...,
tions

g} with the initial condi-

Flx]=F(x), ie{0,...,q} Vi.

A function of divided differences can be defined in terms of
its Taylor expansion. In the case where F(x) = ¢~#*, we have

(A4)

] N (B Dx0, - g
e Pl 1 — Z o a (AS5)

n=0

APPENDIX B: SIGN OF ¢~ #Eo>----Eq]

We note that et%l is positive for any set of inputs

X0, ..., Xq [33,34]. Settingx; = —BE; for j =0, ..., g yields
el=PEo-.=PE] - (), We next prove that
e[—ﬂEo ~~~~~ —BE,] _ (_ﬁ)qe—ﬁ[Eo ~~~~~ E,] . (B1)

This immediately follows from the definition of divided dif-
ferences. Explicitly,

e PEi
el =BE0..—BE,] _
Hk;éj(Ej —Ep)

e PEi

— q
( ’3) ZHk;é/( ,BE +,3Ek)

— (_ﬂ)qe*lg[EO ----- E,] . (B2)

023080-7



ITAY HEN

PHYSICAL REVIEW RESEARCH 3, 023080 (2021)

It follows then that

(B3)

APPENDIX C: POSITIVITY OF cosmx

We show that the only x € [0, 2r) for which cosmx > 0
for every natural number m is x = 0. Plugging x = 0, we
obtain cos0 =1 > 0 for every m. Next we show that for
any x € (0,2m) there is an m such that cosmx < 0. We
break down the statement to three cases: (i) If x is in the
interval (7 /2,3m/2), then cosx is already negative. (ii) If
x € (0, /2], then consider the smallest m for which mx >
/2. We have (im — 1)x < /2 and mx =(m — 1)x +x >
m/2. Since (m — 1)x < 7/2 and 0 < x < /2, then mx is
necessarily in (;r/2, 7] in which case cosmx < 0. (iii) If
x € [37 /2, 2m), then consider the smallest m for which (mx
mod 27) < 37 /2. Since [(m — 1)x mod 2] > 37 /2 and
37 /2 < x < 2m, then mx is necessarily in [, 377 /2) and so
cosmx < 0.

APPENDIX D: CASTING VGP HAMILTONIANS IN
STOQUASTIC FORM VIA DIAGONAL UNIATRIES

Here, we prove that a Hamiltonian, H V0P, obeying

(= HG) (= ™) o (= Hyy o) (= H7) > 0

(D)

for every set of indices i # j # k...m # [, also referred to
as a VGP Hamiltonian, can always be unitarily transformed
to stoquastic form via a rotation by a phase matrix ¢’® where
® = diag{0, ..., 0y} is a diagonal matrix of phases.

We first rewrite the Hamiltonian’s off-diagonal elements
in polar form, H{Y®" = —r;e%i_ Its phases obey ¢;; = —¢;;
(Hermiticity) and (¢;; + @jx + -+ + G + ;) = 0 mod-
ulo 27 provided that all of r;j, rj, ..., ", 1 > 0 (VGP
condition).

We will prove that there is always a rotation matrix ¢'® that
can rotate HVOP) to stoquastic form; that is, we will show that
there is always a choice {6, ..., Oy} such that ¢;; + 6, — 0; =
0 modulo 27 for all i # j.

Let us first show that HVOP) can be partitioned to a finite
set of noninteracting lower-dimensional VGP Hamiltonians.
We do so by showing that the matrix elements Hl.(jVGP ) can be
partitioned to equivalence classes defined via the equivalence
relation of reachability as follows. An ordered pair of off-
diagonal matrix elements H;; (VGP) and H, VGP) will be said to
be directly linked, or connected if both elements are nonzero
and if the column index of the first equals the row index of
the second, namely, if j = k. An off-diagonal matrix element
H; (VGP) will be said to be reachable by Hi(jVGP) if there exists a

sequence of directly linked off-diagonal elements H,,(jVGP ) >

H;ZGP) — — HZ(,ZGP). Let us show that the three required
conditions of reflexivity, symmetry, and transitivity are sat-
isfied: (i) Reflexivity: Trivially H;; is reachable from itself.
(ii) Symmetry: If H;; (VGP) is reachable from H,, (VGP) then the
converse is also tme as the reverse sequence satisfies the

0 0
0 0
H3s H3g
0 0
0 0 Hss Hsg
0 0 Hes 0 Hes 0

FIG. 6. Hamiltonian partitioning by reachability. An example of
a 6x6 Hamiltonian containing zero elements. All the matrix ele-
ments circled in red are reachable from one another and the same
holds for all elements circled in green. Elements from one group
cannot be reached from those of the other. The reachability criterion
partitions the Hamiltonian into two noninteracting sub-Hamiltonians.

condition as well. (iii) Transitivity: If Hi(/.V GP) is reachable from
H;, (VGP) and H,, (VGP) is reachable from H,QV GP) ' then Hi(jVGp)

is reachable from H(YSP) by concatenation of the two se-
quences. This equlvalence relation allows us to split the VGP
Hamiltonian matrix into noninteracting sub-Hamiltonians
(see Fig. 6 for an illustration) each of which can be cured
individually.

Without loss of generality, let us assume that HVSP) has
only one partition, meaning that every nonzero off-diagonal
matrix element may be reached from another. We next pro-
vide a prescription for rotating HVGP) to stoquastic form
via a sequence of diagonal rotations (note that a series of
sequentially applied diagonal rotations is in itself a diag-
onal rotation). We begin by picking a nonzero diagonal
element Hi(jVGP) and applying the diagonal unitary defined by
0, ={0,...,0; = ¢, ..., 0}. The transformed Hamiltonian
e’ HVOP)e=i01 i5 ¢till VGP (as a unitary transformation does
not affect the VGP property) and the phases of the (7, j)th
and (j,7)th elements are now ¢;; = ¢;; = 0. Denoting the
transformed Hamiltonian by HVOP) as well for simplicity,
we next list all nonzero off-diagonal elements directly con-
nected to H (VGP ), namely, H (VGP) JH (IVGP ), ... excluding all
elements that close cycles, (1 e., lead back to indices that
have already been considered, e.g., H%V GP )). We then ap-
ply a transformation @, = {0, ..., 0 = @, 0 = ¢j;, ..., 0}

thereby rotating to zero the phases of H(VGP) H (VGP),

(and also of H]S’GP),HI(.VGP),...). We proceed in a sim-
ilar manner by listing all the nonzero elements con-
nected to H f;/GP), H;IVGP), ... that do not close cycles, i.e.,

VGP VGP) (VGP) 77(VGP) .
Hk(a ),Hk(b ,.o.., H: ,H;; 7, ... curing those by an

appropriate rotation ®3;. We continue with the process in
a similar manner until all nonexcluded matrix elements are
cured. Importantly, we observe that all off-diagonal ma-
trix elements that close cycles and have therefore been
excluded from curing already have zero phases by virtue
of the VGP condition: Since full cycles have zero overall
geometric phases and elements but the closing links have
zero phases individually, having been cured already, the re-
maining element in each cycle must have zero phase as
well.

We have thus given an explicit prescription for diagonally
rotating VGP Hamiltonians to stoquastic form.
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