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We propose a protocol for creating moving, robust dispersive shock waves in interacting one-dimensional

Bose fluids. The fluid is prepared in a moving state by phase imprinting and sent against the walls of a box
trap. We demonstrate that the thus formed shock wave oscillates for several periods and is robust against
thermal fluctuations. We show that this large amplitude dynamics is universal across the whole spectrum of the
interatomic interaction strength, from weak to strong interactions, and it is fully controlled by the sound velocity

inside the fluid. Our work provides a generalization of the dispersive-shock-wave paradigm to the many-body
regime. The shock waves we propose are within reach for ultracold atom experiments.
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I. INTRODUCTION

Large-amplitude moving perturbations are found in all
types of fluids, and even in solids. As a response to a sud-
den change of parameters, a shock wave—a sharp jump
in hydrodynamic variables capable of propagating without
dispersion—may form. Even ideal fluids can support shock
waves as long as the infinitely sharp discontinuities are con-
sistent with the conservation laws. Dissipative effects, present
in real-world fluids, give the shock layer a thickness and a
shape [1]. Superfluids can host shock waves, within the cor-
responding hydrodynamic two-fluid theory, as in the case of
“He [2,3]. Shock waves were also experimentally observed
in dilute, weakly interacting Bose-Einstein condensates of
ultracold atoms [4—8] and fermionic superfluids [9-11].

One-dimensional (1D) Bose fluids constitute particularly
suitable media for a study of shock waves. Only collective
modes are possible in such reduced dimensionality, and the
fluids belong to the Luttinger liquid universality class [12],
thus opening a possibility for a unified theory. Furthermore,
at strong interactions, one-dimensional Bose gases display a
statistical transmutation, i.e., some of their properties coin-
cide with those of an ideal Fermi gas, thus allowing for an
exact solution [13]. In addition, several theoretical methods
are available in the full spectrum of the interaction strength
[14-16], thanks to the integrability of the underlying model
[17].
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In a strongly interacting 1D Bose gas, shock waves were
predicted to form in the time evolution following a density
bump in the density profile [18]. This protocol creates shock
waves that map to a solution breakdown in the nonlinear
transport equation (also known as inviscid Burgers’ equation):
They slowly develop as a result of nonlinearities of the un-
derlying hydrodynamic equations, and then die out after the
breakout point. When applied to a weakly interacting 1D Bose
gas, the same protocol also creates shock waves following a
similar mechanism [19-21]. Very recently exact simulations
using infinite matrix product states have enabled the study of
the dissolution of a density bump through dispersive shock
waves (DSW) at intermediate interaction strengths [22].

In our work, we propose a different dynamical protocol
for generating propagating shock waves, corresponding to a
generalization to the quantum many-body regime of the com-
bination of a DSW and a rarefaction wave in the mean-field
limit (see Ref. [23] for a review).

By combining three theoretical methods, i.e., classical
field theory, generalized hydrodynamics and exact solution
we describe all interaction strengths from weak to strong
repulsion. The shock-wave front is created when the fluid,
with an initially imprinted velocity, hits against the walls
of a box trap. Similarly to the solution in the mean-field
regime [23], the shock wave retains its identity long after it
is created, and propagates over several oscillation periods.
We observe a remarkably robust behavior of the shock wave
propagation at all interaction regimes: we find a universal
trend for the wavefront in form of a stable step-like flow and
of the current, which displays a triangular-shape oscillation.
Both features are robust under inclusion of thermal fluctua-
tions. Our microscopic approaches evidence also nonuniversal
features which depend on the interaction strength: at weak in-
teractions, formation of density modulations due to emissions
of phonons and soliton trains, and at large interactions density
modulations associated to the Friedel-like oscillations in
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proximity of a wall, due to quantum fluctuations of the
density.

II. MODEL

We consider a one-dimensional Bose gas with repulsive
interactions described by the Lieb-Liniger Hamiltonian:

2
H= / dz\I/T<——% +V(@)+ 2\11Txp)\11 (1
where m is the mass of the particles, and g is the one-
dimensional interaction strength [24] describing the collisions
in a tight atomic waveguide. V(z) is a box trap potential of
size L with infinitely high walls which we model by im-
posing hard-wall boundary conditions and W(z), U7 (z) are
bosonic field operators satisfying the commutation relations
(W(z), ¥(z)] = S(Z — 7/). The trap contains a fixed number
of particles N = fo dz (U7W). We define the dimensionless
coupling strength y = gm/i’ng, nyp = N/L being the average
fluid density.

We study the dynamics following a quench in momentum
space: starting from the equilibrium state, at time t = 0 we
apply a phase imprinting to all particles, generated by the shift
operator U = ¢, yielding a boost of all the particles with
velocity v = hiky/m. We follow the quantum dynamics of the
particle density n(z, t) = (Ut (z, )W (z, 1)) and of the spatial
average of the current density J = —i(%i/2m) fOL dz (¥t b —
@:¥7)).

The system under consideration is, in general, exactly
solvable by Bethe-Ansatz [25], however a quench dynamics
can be difficult to compute, requiring to evaluate overlaps of
excited-state Bethe wave functions. Thus, to cover the whole
interaction range we use three complementary theoretical ap-
proaches: the mean-field Gross-Pitaevskii (GP) equation for
the weakly interacting gas [26,27], the generalized hydrody-
namic (GHD) theory for intermediate interactions [15,16,28]
and the time-dependent Bose-Fermi mapping [13,29] for the
strongly interacting Tonks-Girardeau (TG) limit. We provide
here a brief summary of each method and give more details in
Appendix A.

The Gross-Pitaevskii equation [26,27] describes the time
evolution of the condensate wave function v (z, t) [30] by the
nonlinear Schrodinger equation
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We solve it numerically by time evolving the initial equi-
librium solution eq(z), satisfying the box boundary condi-
tions Yeq(0) = Yeq(L) = 0, boosted by the phase imprinting
Yzt =0) = MYy (2).

The Gross-Pitaevskii equation breaks down at intermediate
interactions, when quantum fluctuations significantly affect
the dynamics and modify the equation of state of the Bose
fluid. In this regime, we describe the fluid at long wavelengths
using the generalized hydrodynamic equations [15,16] for
the distribution function n(z, k, t) of the quasiparticles of the
Lieb-Liniger model
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FIG. 1. Dynamics of the particle density following a velocity
boost of ~0.1c(y). Upper panel: GP regime (y < 1) with yN? =
2 x 10*. Middle panel: GHD predictions for y = 1. Lower panel:

TG regime y — oo, for N = 101. For each map the time is rescaled
by L/c(y).

solved self-consistently with the equation for the dressed
velocity ve (k) = (i/m) x ([k]*/[1]%), where the dressing
operation is defined by A% (k) — i %qﬁ(k — kY () =
h(k) and the Lieb-Liniger kernel from the Bethe Ansatz
solution reads ¢(k — k') = 2k./[k? + (k — k')?], with k. =
mg/h* the inverse length scale associated to the inter-
action strength [28,31,32]. To implement the quench and
impose hard wall boundary conditions we use a mirror im-
age method, see Eq. (Al). Once the self-consistent solution
n(z, k, t) is found, we compute the current density according
to j(z,t) = dk ik ~pp(2, k, 1), where the quasiparticle den-

2T m

sity p, = n(z, k,t) x [1/2m] 19" and the total current J(¢) =
fOL dz j(z,1)/L.

Finally, in the Tonks-Girardeau regime of infinitely
strongly interacting bosons, we describe the dynamics using
an exact solution based on the time-dependent Bose-Fermi
mapping [13,33,34], where the many-body wave function

Yrg(zy, ...., 2v) reads
U (z1, .oy 2v) = l_[ sgn(ze — z¢r) det[Ve(zi, ]lgim1 n
10 <t'<N
“

where (z,1) is the solution of the single-particle
Schrédinger equation iid, ¥, = [—h*32/2m + V (2)]¥, with
the initial conditions ¥(z, 0) = ¥ (z), where ¥(z) is the
eigenfunction of the Schrodinger equation at initial time,
boosted by the phase imprinting. This approach allows us to
describe in an exact way the full quantum dynamics after the
quench.

III. RESULTS

Figure 1 shows the universal behavior of the density dy-
namics. At early times, the density develops a double step
profile, corresponding to the shock wave which as we will
discuss below generalizes the dispersive shock wave: as the
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FIG. 2. Particle density n(z) in the box trap (normalized to N/L)
at different times t = 7 x L/c(y), using GP (blue solid lines), GHD
(orange solid lines) and TG (yellow solid lines) calculations, for
the same parameters as in Fig. 1. The dashed black lines are the
predictions of the step density profile model [see Egs. (6) and (7)].
The light gray triangle is a guide to the eye emphasizing the common
propagation velocity of the fronts. Particle densities at successive
times are shifted downwards by 0.15N/L for clarity.

particles are moving toward one side of the box and bounce
on the boundary, a high-density plateau develops upstream,
while a low-density plateau develops downstream as particles
move away from the other boundary. In between the density
remains unchanged, until the two plateaus meet and the total
current vanishes. At this point the two propagating fronts cross
each other (see Fig. 13) and the sign of the current is reversed.
Later, the role of the two boundaries being exchanged because
the flow is now reversed, the two plateaus develop again, and
so on. As shown in Fig. 2, focusing on the early time evolu-
tion, the two fronts separating the density plateaus propagate
at the speed of sound c(y ) [35] at that fluid density, such that
if time is rescaled by L/c(y) the density cuts as a function
of time fall onto each other displaying a remarkable universal
dynamical behavior. This is even more remarkable once we
notice that the density jump occurs on a scale which is of the
order of the healing length of the fluid.

Figure 3 shows the local current j(z) as a function of
the position coordinate at different times (corresponding to
the same times shown in Fig. 2). This figure corroborates
the universal behavior observed in the density distribution as
well as in the total current. Again, we observe that the main
features, characterized by the infrared limit, are analogous in
all interaction regimes, while the ultraviolet limit is model
dependent and presents small deviations between the different
curves.

In addition to universal features, we notice also small dif-
ferences among the three regimes [36]: at weak interactions,
in addition to a shock wave, we observe the formation of
soliton trains upstream of the flow, see, e.g., Fig. 1 at times
t =2.5L/c(y), as we have checked by analyzing the phase
of the condensate wave function, see Fig. 12, and also re-
ported in Refs. [37,38]. At very large interactions, we observe
modulations in the density profile, corresponding to Friedel
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FIG. 3. Local current j(z) [normalized to ¢(y)N/L] in the box
potential at different times [t = t x L/c(y)], using GP (blue solid
lines), GHD (orange solid lines), and TG (yellow solid lines). The
dashed black lines are the predictions of the step density profile
model. The light gray triangle is a guide for the eye emphasizing
the common propagation velocity of the fronts. Local currents at
consecutive times are shifted downwards for clarity.

oscillations of the mapped Fermi gas, due to the quantum
fluctuations of the density [12,39].

A priori, the quantum many-body Schrédinger equation
generated by the Hamiltonian Eq. (1) is not guaranteed to
support shock waves. Below, we show rigorously how they
emerge in the weak interaction limit and suggest why they
persist for arbitrary interaction strength.

Small excitations on the surface of flat condensates can be
shown to obey a modified Klein-Gordon equation

1825%0 825W— 152845W &)
Zporr’t T2 T e pA%"

featuring a forth-derivative correction. See Appendix A and
Egs. (A6) to (AS8) for a detailed derivation. Here, cgp =
+/Ito/m is the speed of sound, and & = 7i/mcgp is the healing
length, with wg = gng being the chemical potential before the
quench. The correction can be neglected in the long-wave-
length limit, and the resulting equation does support features
moving at a speed of sound.

Note, however, that Eq. (5) is second order in time, one
order higher than the Nonlinear Schrédinger Eq. (2) it was
derived from: as such, half of the solutions of Eq. (5) are spu-
rious, and they should be discarded. Nonetheless, as shown in
Appendix A, it turns out that Eq. (5), in the long-wave-length
limit £ — 0, features a moving discontinuity that unites two
valid solutions of Eq. (2),

w( t) _ e—i,Uv()f/Fl Vi — An elgAnt/ﬁ < CGPt (6)
)= \/'l—oeimvz/h—imvzz/Zh-&-iA(p 7> capt’

provided that the density and velocity discontinuities obey a
rigid relationship:

An v
—_— = . (7)
no CGp
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Filled black star: TG limit. Inset: density jump in the GP regime as a
function of the velocity quench, same color code.

The emergence of Klein-Gordon equation in the infrared
limit of the NLS is not an accident: it is rather a manifes-
tation of the bosonization phenomenon [12], an emergence
of free relativistic bosons, in the long-wavelength limit of
one-dimensional systems with phonon excitations, valid in
all interaction regimes. Furthermore, for excitations of a
macroscopic amplitude, the bosons allow for a classical fields
description [40], yielding (5) (with £ = 0). The only modifi-
cation required is that the mean-field speed of sound cgp is
replaced by the regime-sensitive, exact speed of sound c(y).
Hence, the small discontinuity shock waves should persist in
the strongly correlated regimes. Remarkably, this is what we
observe numerically, using Eq. (7), with cgp replaced by c(y ).

The shape and width of the shock-wave front are regime-
specific. Nonetheless, the GHD approximation is able to
capture the width of the front in all regimes, agreeing re-
markably with the predictions of the Whitham modulation
theory [23] in the GPE regime and with the exact result in the
Tonks-Giradeau limit (see the inset of Figs. 4 and 9), thereby
providing a generalization to the quantum many body regime
of the DSW paradigm.

Figure 5 shows the oscillations of the current at longer
times obtained from the three theoretical approaches: GP
(y 1), GHD at y =1, and TG (y — o0). We have also
used GHD to investigate the dynamics at the hydrodynamic
scale for the whole interaction strength range. We find a good
agreement for the current dynamics with the TG exact solution
at large y and with the GPE at small . We also obtain the
period of the current oscillations, as shown in Fig. 5(b). We
find that the period is well accounted for by the expression
T = L/c(y), where c(y) is the exact speed of sound obtained
from the solution of the Lieb-Liniger model [35]: this pro-
vides another confirmation that even though the shock wave is
generated by a large-amplitude oscillation, its hydrodynamic
nature implies that the speed of sound sets its dynamics.

Our microscopic calculation finally allows us to address
the robustness of the shock waves created by the proposed
protocol. At long times, as illustrated in Figs. 1 and in 2,
the wavefronts gradually broaden during the propagation, re-
sulting in a loss of contrast between the density plateaus.

FIG. 5. (a) Dynamics of the particle current versus time (in
scaled units) for the same parameters as in Fig. 1, for GPE (blue),
GHD (orange), and TG (yellow) regimes, and their exponential enve-
lope with a time scale 7, (black solid lines) (see text). (b, c) Blue dots:
(b) period (units: ¢, = mL?/h) and (c) damping rate of the current
oscillations in a zero—temperature GHD simulation for a quench of
amplitude 0.1¢(y ) and ny = 100. (b) Dashed black line: 7 = L/c(y)
(see text). Solid red curves: periods expected in the GPE (y <« 1)
and TG (y > 1) limits. (c) Red diamonds: damping from the data in
panel (a); Horizontal dashed line: inverse of the dephasing time 1/7,.

Correspondingly, the oscillations of the current progressively
damp and change shape from triangular to sinusoidal, see
Fig. 5(a). The damping of the current oscillations weakly
increases with interaction strength, and can be estimated
within GHD by the dephasing time t; = L/(Unigh — Viow) ~
(no/An) x L/c(y) and hence is faster for stronger quenches
[see Fig. 5(c)]. Here vhign (Viow) corresponds to the effective
velocity of the fastest (slowest) quasiparticles involved in the
dynamics, as explained in Appendix A. Its microscopic origin
depends on the interaction regime: at weak interactions, it is
due to the mode-mode coupling induced by the nonlinearity
in the GPE [41], at strong interactions it is due to the slightly
different dispersion of each single-particle mode with time.

We have also explored the effect of thermal fluctuations
in the propagation of the shock waves. We find that the phe-
nomenon persists at finite temperature up to 7 ~ w/kg, with
w being the chemical potential, and that the damping of the
current oscillations increases with temperature (see Appendix
C for details).

IV. CONCLUSIONS

We have proposed a protocol for generating shock waves in
a 1D Bose fluid: we use phase imprinting to impart a velocity
flow onto the gas, driving it against the walls of the container.
By combining several theoretical techniques, we have shown
that the formed wavefront is stable and propagates over sev-
eral periods of oscillations in the box trap; the effect persists
for any interaction strength, from weak to strong repulsion,
and it is robust against thermal fluctuations. We find that even
under such a strong quench the wavefront follows a universal

013098-4



UNIVERSAL SHOCK-WAVE PROPAGATION IN ...

PHYSICAL REVIEW RESEARCH 3, 013098 (2021)

dynamics fixed by the hydrodynamic sound velocity. From
the theoretical point of view this means that the underlying
microscopic theory supports the universal features and keeps
them stable: the large-amplitude dynamics is fully consistent
with infrared hydrodynamic regime, and does not depend on
short-distance cutoff except for the details of the shape of the
wavefront.

Our work calls for further studies on the dynamics at long
times, e.g., exploration of the emergence of grey solitons in
the weakly interacting regime and their analogues at strong
interactions, and of the origin of the damping mechanisms
in one dimension. More generally, our work constitutes a
new avenue toward the theoretical and experimental study
of strongly driven one-dimensional quantum systems, allow-
ing for an access to quantum turbulence. Finally, our result
implies an existence of a new kind of universality in out-of-
equilibrium dynamics.
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APPENDIX A: METHODS

Here we provide details on the different methods and ap-
proaches used in the main text.

1. Details on the solution of the Gross-Pitaevskii equation

To describe the dynamics in the y < 1 regime we solve the
Gross-Pitaevskii Eq. (2) numerically, using a spectral method
relying on the discrete sine transform embedding the hard wall
boundary conditions ¥ (0) = ¥ (L) = 0. We first use imagi-
nary time propagation to find the ground state in the box,
then we quench the state at # = 0 and compute the subsequent
dynamics. To ensure that the system is in the mean-field hy-
drodynamic regime we choose a sufficiently large non linear
coefficient yN? = gN x mL/h* = 20000. We have checked
that the transition between the single particle and mean-field
regime occurs at y N2 ~ 500.

2. Details on the solution of the generalized
hydrodynamics equations

The main GHD equation is given in Eq. (3), which we
recall here:

8_n vsza—n =0,
ot 0z

where n is the occupation function of the Lieb-Liniger quasi-
particles, and the dressed velocity is given by

E [k]dr

eff _
v, (k)= TR

At first the GHD formalism seems incompatible with the box
boundary conditions, because it relies on the local density
approximation. One method to naturally include the effect of
the hard-wall boundaries is to double the system size (from
[0, L] to [—L, L]), impose periodic boundary conditions with
period 2L, and use an antisymmetric initial state: the right
part z > O (respectively, left part z < 0) is quenched with a
positive (respectively, negative) velocity boost:

ii(k — ko)

_ 7220,
mo(z. k) = {fz(k+k0)

z <0, (AD
where 7(k) is the equilibrium occupation function obtained
from the equation of state. This approach is well adapted to
GHD and exact at the level of the initial Lieb-Liniger Hamil-
tonian.

To integrate the GHD equations at zero temperature we
use the zero entropy subspace method [32]. In this case it
is sufficient to compute the evolution of the edges of the
Fermi sea, that are located initially at k = +K [17]. After the
quench described by Eq. (A1), the edges are shifted to £K +
ko. Furthermore, the box boundary condition imposes that a
quasiparticle arriving at the right boundary with quasimomen-
tum k > 0 is reflected at quasimomentum —k (particles at k <
0 are already moving away from the boundary). A symmetric
condition occurs at the left boundary. Therefore, immediately
after the quench, the dynamics of the front moving to the left is
fixed by the quasiparticles lying in k € [-K — ko, —K + ko,
while the front moving to the right corresponds to quasipar-
ticles in k € [K — ko, K + ko]. The broadening of the fronts
is then explained by the fact that these quasiparticles move
at different effective velocities: for example, the width of the
front moving to the right will evolve as: # X (Vnhigh — Viow)>
where Vhigh = UZH(K + ko) and vioy = Usff(K — ko).

This simple explanation indicates that both fronts broaden
within GHD, as is seen in the simulation and sketched in
Fig. 6. Therefore, GHD is not able to reproduce the micro-
scopic details of the exact GP and TG results, while giving an
accurate prediction for global observables; see Figs. 7 and 8.
However, it is interesting to notice that for small quenches the
shock-wave front corresponds in the GHD solution to a local
Fermi sea with a hole—see in Fig. 6(b) the structure between
points C and D—as “hole states” in the Lieb-Linieger model
give rise to the celebrated Lieb-II spectrum [35], often inter-
preted in the mean-field limit as a solitonic branch. Within this
picture the GP and GHD models agree: the shock front re-
solves through solitonlike excitations. The same picture holds
in the TG regime where the Lieb-II branch corresponds to
delocalized solitons, which hence, at different from the GP
regime, cannot be resolved.

We have also benchmarked our results using an indepen-
dent integration scheme, based on the iterative method of
Ref. [31], which also allows for finite temperature calcula-
tions. To summarize, the occupation function at time ¢ + dt is
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FIG. 6. Sketch of the GHD dynamics at 7 = 0: the light blue
shaded shape indicates the area where n(z, k, t) = 1, inside the box
potential. (a) State just after the quench: boosted Fermi sea. (b) After
atime t < L/(2c) the occupation function n(z, k, ) acquires a non
trivial structure and the dynamics is mainly encoded in the position
of the points A, B, C and D. (c) Sketch of the real space density p(z)
corresponding to the state of (b).

obtained by solving the implicit equation:

n@z k.t +dt) =n(z = vit randt ko). (A2)

0.1 ‘ ‘
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<
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FIG. 7. Current as a function of time using GP and GHD at small
y. The system is quenched with a velocity boost of 0.1¢(y).
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FIG. 8. Current as a function of time using the exact TG solution
and the GHD, at large y. The system is quenched with a velocity
boost of 0.1¢(y). The N = 101 TG and GHD curves are undistin-
guishable at this scale.

This is done by iterating this formula starting with the initial
guess n(z, k,t +dt) = n(z, k,t). During this process, peri-
odic boundary conditions are enforced on the interval [—L, L].
To proceed numerically, we use a discrete rectangular grid
to store the values of n(z, k, t) at time ¢ and rely on a cubic
interpolation formula on this grid to evaluate Eq. (A2). Once
satisfactory convergence is obtained the same method is re-
peated to compute the next time step, until the desired final
time is achieved.

3. Details on the Tonks-Girardeau exact solution

In the infinitely strongly repulsive limit, y — oo, we focus
on the exact Tonks-Girardeau (TG) solution [13]. In particu-
lar, we make use of the time-dependent Bose-Fermi mapping
[13,33,34], where the many-body wave function Wyg is writ-
ten in Eq. (4).

Our specific protocol is the following: we write the ini-
tial wave function as the ground state of a hard-wall box
potential, constructed by the first N single-particle orbitals
x¢(z), which we then multiply by a phase profile, induced
by the phase imprinting, obtaining the wave function ¥?(z) =
¢*7y,(z), which is used as starting point for the time evo-
lution. The evolution is then calculated by projecting this
state in the eigenbasis of the unperturbed system ¥, (z,t) =
S el ¥d) xe(z)e /" and where €, is the fth single-
particle eigenenergy [42,43].

The current of a TG gas at finite temperature is then readily
obtained in terms of the evolved single-particle orbitals ac-
cording to

. h = .
J@z, 1) = n—11m|:z Jey (z, )oYz, t):|, (A3)
14

with f(e) being the Fermi-Dirac distribution. In our specific
quench setup, the current density after the phase imprinting
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reads

oo o0

i .
. 1 N | A —i(eyr—e€o)t/h ,
Jjz, 1) N m[ % E[ v.e(2)e

with an amplitude of the excitations being given by

(A4)

Fl [o¢]
Are(2) =ﬂlm[ Zf(ei><x,»|w><wz|xi>w;<z>azw<z)}.
' (A3)

The sound velocity of a TG gas is readily obtained from its
equation of state. To compare it with the generalized hydrody-
namics predictions, we have included the first order correction
due to the boundary [25], such that at zero temperature it
reads:

hmn ! 3
6= T + 2N’

This correction has been included in all figures appearing in
the main paper. It is particularly relevant to obtain the proper
rescaling of the time axis, leading to an almost perfect collapse
of all density and current dynamics curves obtained with the
three different approaches considered here. In addition to this
correction, finite size effects can also play an important role
in the long time dynamics, as the TG time evolution exhibits
revivals at 7, = Ncrg/L.

4. Details of the derivation of the Klein-Gordon form of the
Bogoliubov equations

Consider the Gross-Pitaevskii Eq. (2), and set the potential
V(z) to zero. Assuming a weak perturbation on top of a
density no and neglecting box boundaries we set ¥ (z, 1) =
[1o + 8V (z, t)]e ot/ with g = gng. To the first order in
8, this field itself obeys

'ha&p " 828w+ Y + pody*
ih—8Y = ——— .
ot 2m a2 T ROV T Ho
Our goal is to eliminate the complex conjugate field. To that
end, we can differentiate Eq. (A6) with respect to time and
obtain
mazsw_i 33 sy iaw iaw*
Ror2" " 209720t £2 9t g9 "
with & = li/mcgp is the healing length. In the right-hand side,
the first time derivatives and §i* itself can be eliminated using
Eq. (A6) and its complex conjugate, yielding
1 8281# 828w_ 152 8481#
c&p 012 022" 4 T

(A6)

(A7)

(A8)

5. Details of the derivation of the constraints on the
discontinuities across the shock-wave front imposed by the
consistency between the GPE equation and the wave equation

Not every solution of the wave Eq. (5) is a proper
low-amplitude long-wavelength limit of a solution of the
Gross-Pitaevskii Eq. (2), but some are. Consider a such limit
for the Ansatz Eq. (7). Assuming the density depression An,
the velocity v, and the phase A¢ be small (with the smallness
of v being required in the long wavelength limit) and of the

same order in variation of the base solution of the Schrédinger
equation, we can expand Eq. (7) to the first order in An, v, and
A¢, arriving at

1 An .
LAy GoAnt/h
— 2 n
3P, 1) = /mo X {imvzo/h +iA

Z < cgpt
7> cgpt|’

Notice that this expression is not, a priori, in the required
form:

8V (z,1) = /nolf4+(z — capt) + f-(z — ccat) + fol,

a solution of a wave equation must yield. However, if we
impose
An v
— = (A9)
ng  CGp

then the fields f and f_ become readily available:

_ imv 6 imv v AT
f16) = ZE0010) = ot + (5 +ine)ors

2cgp
imv
f-@) = +E§,
v
Jo= -
leading to

imv imv
Sy (z,t) = \/n_O(Y(Z — cgpt)Olz — copt] + 7CGPI

v

O[—(z — capt)] + iAG Oz — Cc,pt]).
(A10)

2c GP

Note that (a) it can be shown that the relationship Eq. (A9)
is fully consistent with—and is, in fact, necessary for—
conservation of matter; (b) the small phase jump A¢ remains
undetermined.

APPENDIX B: BENCHMARK OF GENERALIZED
HYDRODYNAMIC PREDICTIONS AT WEAK AND
STRONG INTERACTIONS

Figure 7 shows a comparison of the dynamics of the parti-
cle current at weak interactions, according to the predictions
of the Gross-Pitevskii equation and of the GHD solution at
y = 1.5 x 1073, The agreement is very good, both for the
oscillation frequency and the decay time.

Figure 8 compares the current dynamics from the exact
Tonks-Girardeau result for N =23, N =33, and N = 101,
and the GHD simulation at y = 940. The GHD and ex-
act Tonks-Girardeau solution agree very well for N = 101,
thereby benchmarking the validity of the GHD predictions
also at strong interactions. At lower number of particles we
attribute the discrepancies to finite size effects, that are not
captured within GHD. Our analysis shows that the study of
the shock-wave dynamics provides a very accurate test of
the validity of the GHD equations. Finally we compare in
Fig. 9 the density profiles at short time t = 0.2 x L/c ob-
tained from the microscopic GP and TG calculations to the
GHD long wavelength prediction (at y = 0.01 and y = 940,
respectively). We observe that the GHD prediction reproduces
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FIG. 9. Comparison of the density profiles for a quench of
0.8c(y) at t =0.2 x L/c(y) predicted by GHD (dashed orange
lines) to the (a) GP and (b) TG results (solid blue lines). For the GHD
calculation we have taken y = 0.01 for panel (a), and y = 940 for
(b).

remarkably well the profiles both at small and large interac-
tions: in particular the rarefaction wave is well captured and
the GHD reproduces the (upper) envelope of the soliton train
in the GP model. This is a strong evidence that indeed GHD
captures correctly the DSW dynamics.

APPENDIX C: OSCILLATIONS OF THE CURRENT
AT FINITE TEMPERATURE

1. Strong interactions

In the strongly interacting regime, at finite temperatures,
bosonic particles can be described using the Bose-Fermi map-
ping, in which particles populate the eigenstates of the system

0.1
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FIG. 10. Current per particle as a function of time for different
temperatures using the exact TG for N = 23. Temperatures are given
in units of the Fermi temperature and the system is quenched with a
velocity boost of 0.087¢. Time is given in units of L/c(T) where the
speed of sound ¢(7") depends on the temperature.

0.1
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FIG. 11. Current (in units of ¢N/L) as a function of time (in
units of L/c(T)), computed with the GHD approach at y = 1 and
several temperatures covering the range [0.01, 1.3] x . For each
temperature the initial velocity boost is 0.1¢(T"), where the speed of
sound ¢(T') weakly depends on the temperature.

following the Fermi-Dirac distribution. When considering a
quench into such Fermi sphere, the Hilbert space over which
the quenched state projects increases, leading to more low
energy excitations during the quench [44]. In Fig. 10 we
calculate the total current, Eq. (A3), at different temperatures.
Note that at temperatures lower than the Fermi temperature,
the current oscillations are still visible and follow a few full
oscillations, which shows the robustness of the universal fea-
tures discussed in the main text. For temperatures of the order
of the Fermi temperature, the damping increases dramatically
and shock waves diffuse rapidly.

N
-
N

1+ 1.2
0l I | 1
5 | \ ~ =
S ™ o8&
[0} ‘ >
(2] ‘ =
DS“_S _2 l . i 0.6 %
- \ a
-3 104
| e \
4 e 02
-5 0
0 0.2 0.4 0.6 0.8 1
Position [L]

FIG. 12. Density and phase profiles in the GPE simulation att =
3.26 x L/cgp. The black vertical lines indicate the points where the
slope of the phase is (locally) minimal, and match the position of the
density dips.
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FIG. 13. Density profile in the GPE (top panel) and TG (bot-
tom panel) simulations (solid blue lines), at times: t = L/c(y) x
{0,0.1,0.2,0.3,0.4,0.5,0.6,0.7,0.8, 0.9, 1.0} (from top to bot-
tom). Densities at successive times are vertically shifted by 0.15N/L
for clarity.

2. Generalized hydrodynamics

To include finite temperature effects in the GHD we use the
Thermodynamic Bethe-Ansatz [45]. The initial equilibrium

occupation function is

1

i) = T

where the pseudoenergy ¢ is the solution of

H2k? dk’ , e,
ﬁek:ﬂ(ﬁ"‘)‘/E"’(k‘k““(”e ")

The box boundary conditions and quench protocol are imple-
mented in the initial state as in the zero temperature case and
we use the iterative integration algorithm explained above.
Figure 11 shows the decay of the current oscillations as tem-
perature increases. The phenomenon reported in the paper is
robust up to T ~ 0.25 x hzn(z)/(mkg), where ngp = N/L is the
one-dimensional density.

APPENDIX D: IDENTIFICATION OF THE DENSITY DIPS
AS A SOLITON TRAIN

Figure 12 shows the density and phase a profile obtained in
the GPE equation at an intermediate time t = 3.26 x L/cgp,
where a train of 11 to 13 solitons is seen as small density
dips associated to well defined “steps” in the phase profile.
Therefore, it seems that for our scenario the density oscilla-
tions associated to the shock front propagation are mainly due
to fast grey solitons. As the solitons propagate with slightly
different speeds (the shallower the faster) and bounce back on
the hard wall boundaries, the phase profile can be complicated
to interpret at later times where solitons propagates in both
directions and overlap. We have checked that the number of
generated solitons increases with the quench amplitude.

APPENDIX E: DENSITY PROFILES AT LATER TIMES

As shown in Fig. 13 the two propagating fronts meet att =
0.5 x L/c(y) and pass through each other, emphasizing the
similarity between the weakly and strongly interacting exact
results.
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