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Composite particles with minimum uncertainty in spacetime
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Composite particles—atoms, molecules, or microspheres—are unique tools for testing joint quantum and
general relativistic effects, macroscopic limits of quantum mechanics, and searching for new physics. However,
all studies of the free propagation of these particles find that they delocalize into separate internal energy
components, destroying their spatial coherence. This renders them unsuitable for experimental applications,
as well as theoretical studies where they are used as idealized test masses or clocks. Here we solve this problem
by introducing a class of states with minimal uncertainty in spacetime that fully overcome the delocalization.
The relevant physics comes from minimizing the uncertainty between position and velocity, rather than position
and momentum, while directly accounting for mass as an operator. Our results clarify the nature of composite
particles, providing a currently missing theoretical tool with direct relevance for studies of joint foundations of
quantum and relativistic phenomena, which removes a roadblock that could limit near-future quantum tests using
composite particles.
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I. INTRODUCTION

Progress in experimental quantum technologies has al-
lowed us to push the boundaries of quantum mechanics
with progressively more complex quantum systems and over
increasingly large distances and timescales. Quantum interfer-
ence has been observed with composite particles (molecules)
comprising 2000 atoms [1], and coherence of spatial superpo-
sitions has been verified over tens of centimeters [2] and tens
of seconds [3]. This progress brings us closer to testing new
regimes and phenomena in fundamental physics which require
control over many degrees of freedom—namely, tests of joint
quantum and general relativistic phenomena [4–8], precision
cosmology and gravity [9–11], and the potential limits of
quantum mechanics [12,13]. All such experiments are highly
susceptible to loss of spatial coherence, a problem that will
only grow as the internal complexity and scale is increased.

The issue of spatial coherence loss will be particularly
detrimental to tests of relativistic gravity effects in quantum
systems that aim to probe time-dilation effects on quan-
tum coherence [4,14–23]. Such experiments are referred to
as clock-interference or quantum twin paradox tests—since
small composite particles are, in relativity, a model of an
ideal clock. Thus, quantum composite particles are considered
idealized quantum clocks.

Currently, it is apparent that we are missing something in
our understanding of the free propagation of composite parti-
cles. Theoretical studies of this scenario [24–26] have found
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that they delocalize into separate internal energy components,
each traveling at different speeds. The same effect was discov-
ered for dynamically boosted particles [27]. This behavior is
contrary to even our most naive understanding of atoms and
molecules as cohesive entities in the “real” world, where we
expect them to have, at least in principle, well-localized space-
time trajectories. If this were unavoidable behavior, it would
also upset the current theoretical paradigm, casting doubt on
the suitability of composite particles as idealized clocks and
test masses in quantum physics. It would be detrimental for
both the above-mentioned tests of fundamental physics, and
for generic future experiments and metrology schemes with
composite quantum systems.

In this work, we introduce a class of quantum states and
prove that they provide the optimal way to prepare composite
particles to fully avoid the delocalization problem and the
related loss of spatial coherence. These states are also the
correct description of idealized quantum clocks following
semiclassical trajectories. We show that the correct theoretical
approach required to discuss limitations on the spacetime
trajectories of composite quantum particles is to introduce
a new uncertainty principle for position and velocity which
includes mass as an operator. We then show that the quantum
states that minimize the new inequality propagate coherently
in spacetime, transform covariantly under boosts, and can be
experimentally prepared in harmonic traps.

II. PHASE VERSUS CONFIGURATION SPACE OF
COMPOSITE PARTICLES

Because of the mass-energy equivalence, which entails that
internal energy contributes to a particle’s mass [28–33], the
phase space and configuration (position-and-velocity) space
for composite particles are not related trivially. The internal
mass-energy of a bound system—even at low center-of-mass
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(COM) energies—has a spectrum and an inherent uncertainty.
Failure to account for this fact can lead to inconsistent results,
as shown in Refs. [18,34]. This also means that states of
composite particles that propagate semiclassically in phase
space will in general not have semiclassical propagation in
spacetime. For example, Gaussian states—be they coherent
or squeezed—as used in Refs. [24–26] have minimum un-
certainty in phase space, and thus do not have semiclassical
spacetime trajectories.

The states that will propagate semiclassically in space-
time must be defined from a configuration space (position
and velocity) version of an uncertainty principle. Yet, de-
spite extensive research on uncertainty principles of various
types [35–37], motivated by their utility for minimizing noise
in precision experiments [38,39], uncertainty principles for
configuration space variables have only been studied for struc-
tureless particles [40,41]. For composite particles, where mass
is an operator, the problem has not been addressed. To find
the required position-velocity uncertainty, we first need the
velocity operator for composite relativistic particles, which we
introduce below.

III. LOW-ENERGY COMPOSITE PARTICLES

A composite particle can be described in a tensor prod-
uct Hilbert space H = Hint ⊗ Hext, where Hint is the Hilbert
space describing the states of the internal degrees of free-
dom (DOFs), and Hext describes those of the external ones
(i.e., the COM states). The relativistic Hamiltonian (see also
Appendix A) is

H =
√

−g00(c2 p j pj + M̂2c4). (1)

In the low-energy regime, the Hamiltonian of a compos-
ite particle in the homogeneous gravitational field g reads
[20,26,42,43]

Ĥ = M̂c2 + p̂2

2M̂
+ M̂gx, (2)

where M̂ = m0Î + Hint/c2, with m0 the ground state of the
mass-energy (its “rest mass” parameter), Hint describing the
energy levels of the internal states, and c the speed of light.
Operators x̂ and p̂ are the position and momentum of the COM
degree of freedom. They satisfy the canonical commutation
relation and act on Hext, while M̂ acts on Hint.

The form of the velocity operator, v̂ = − i
h̄ [x̂, Ĥ ], will de-

pend on the form of the Hamiltonian. The relativistic v̂ takes
the form

v̂ = p̂c2√
M̂2c4 + p̂2c2

. (3)

At low energies, Eq. (2) is the relevant Hamiltonian, and
Eq. (3) reduces to

v̂ ≈ p̂

M̂
. (4)

The velocity operator is explicitly Hermitian, since all x̂, p̂, Ĥ ,
and M̂ are Hermitian. Equation (4) stems from the canonical
commutation relation for x̂ and p̂, and x̂ and p̂ each commute
with M̂ as they act on different Hilbert spaces. We also note

that Eq. (4) remains unchanged for any Hamiltonian that dif-
fers from Eq. (2) by a position-dependent potential.

IV. POSITION AND VELOCITY UNCERTAINTY AND
MINIMIZING STATES

For any two arbitrary quantum observables, the mini-
mum uncertainty states (MUSs) are those that minimize
the Schrödinger-Robertson uncertainty inequality—a stronger
formulation of the more familiar Heisenberg-Robertson in-
equality carrying additional covariant terms [44]. All such
“generalized intelligent states” [45] are unitarily equivalent to
the squeezed coherent states [46].

For our scenario, we need to find the states that minimize
the Schrödinger-Robertson inequality for position and veloc-
ity:

(�x)2(�v)2 − (�xv)2 � 1
4 |〈[x̂, v̂]〉|2, (5)

where the right-hand side of Eq. (5) at low energies is
[x̂, v̂] ≈ ih̄

M̂
.

The states that minimize Eq. (5) are solutions to the eigen-
value equation

(μâM̂ + νâ†
M̂

) |�〉 = zM̂ |�〉 , (6)

where μ, ν, z ∈ C and |μ|2 − |ν|2 = 1, zM̂ =
√

M̂
2h̄ z, and

âM̂ =
√

M̂
2h̄ (x̂ + i v̂

�
). The general form of the solution is |�〉 =∑

m cm |ψm〉 |m〉, where |m〉 is an eigenstate of M̂, and |ψm〉 is
the COM state that explicitly depends on m. As a result, the
full state |�〉 exhibits entanglement between the internal and
the center-of-mass DOFs.

In the position representation, the minimizing state �(x)
for position and velocity uncertainty, which includes mass as
an operator, has the form

�(x) =
∑

m

1√
Nm

e
m
2h̄ [− α

β
(x− z

α
)2+i Im( z2

αβ
)] |m〉 , (7)

where Im[·] denotes the imaginary part of a complex number,
α := (μ + ν), and β := (μ − ν). Full derivation, including
the normalization factor Nm, can be found in Appendix B.

We compare these new states to a Gaussian state, such
as would minimize the Schrödinger-Robertson inequality in
phase space:

ψG(x) = 1√
N ′ e

1
2h̄ [− α′

β′ (x− z′
α′ )2+i Im( z′2

α′β′ )]
, (8)

with N ′ the normalization factor. Importantly, the components
of our MUS are mass-dependent and, in particular, have peak
momentum m Im[ z

β
] (for α

β
∈ Re) and thus mass-independent

peak velocity. In contrast, ψG(x) is independent of the mass—
e.g., it has peak momentum Im[ z′

β ′ ] (for α′
β ′ ∈ Re)—and thus

mass-dependent propagation velocity, directly following from
the fact that it minimizes an uncertainty in phase space
rather than configuration space. In the following sections, we
explore the properties of our new class of states and com-
pare them to the properties of the Gaussian states currently
accepted as semiclassical states of free quantum particles.
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FIG. 1. Propagation of a generic Gaussian state in an equal su-
perposition (αi ≡ 1/

√
3) of mass-energies (top) and the propagation

of our position-and-velocity minimum uncertainty state (bottom).
Initial states at t = 0 (dashed gray lines), final state at t = 5 time
steps (solid colored lines for each mass component, natural units).
In the Gaussian state, the mass components become separated and
spread out at different rates. In our minimum uncertainty state, the
components propagate together for all times and spread at the same
rate.

V. PARTICLE PROPAGATION

To obtain the propagated states, we use the path integral
approach outlined in Appendix C. We first analyze the prop-
agation of a particle in a Gaussian state ψG(x), Eq. (8), with
α, β, z ∈ Re, whose mass-energies are in a generic superposi-
tion:

ψG(x)

(
N∑

i=1

αi|mi〉
)

, (9)

where
∑

i |αi|2 = 1. The analytical form of the wave function
is given in Appendix C, and the initial and the propagated
states are shown in Fig. 1, top panel. The centers of the mass
components shift in time as xi = pt/mi, as expected from
Eq. (8). Each travel with a different velocity p/mi as they all
have the same initial momentum p but different mass-energy
mi. This is exactly the delocalization effect found in prior
studies [24–26].

Furthermore, the squared position variance of the Gaussian
state Eq. (8) for each mass evolves as σ 2

2 (1 + t2 h̄2

m2
i σ

4 ). Thus
for the case p = 0 (stationary, expanding wave packets), the
position variance of the entire state becomes

�x2
G(t ) =

∑
i

|αi|2 σ 2

2

(
1 + t2h̄2

m2
i σ

4

)
. (10)

We now analyze the propagation of our MUS, Eq. (7). The
initial state takes the form

N∑
i=1

αiψmi (x) |mi〉 . (11)

The analytical form of the state is again given in
Appendix C. When propagated, its mass components re-
main all centered at the same position x = vt [with v =
Im[ z

β
]; cf. Eq. (7)], as shown in Fig. 1, bottom panel.

The position variance of each mass-energy component of
our MUS evolves as σ 2

MUS(mi, t ) = σ 2
MUS(mi, 0)(1 + e−4rt2),

where σ 2
MUS(mi, 0) ∝ 1/mi [cf. Eq. (7)] and cosh[r] ≡ μ.

Thus the position variance of the entire state reads

�x2
MUS(t ) = �x2

MUS(0)(1 + e−4rt2), (12)

where �x2
MUS(0) = ∑

i |αi|2σ 2
MUS(mi, 0)/2.

If we set �x2
MUS(0) = �x2

G(0), so that the Gaussian and
our MUS state both begin with the same width, we find

�x2
MUS(t ) � �x2

G(t ), (13)

with equality holding for the case αi = δi j (Kronecker delta)
for some j ∈ 1, . . . , N . This shows that our MUS is in gen-
eral more localized than a Gaussian state, even when the
mass-dependent delocalization does not play a role (initial
momentum and velocity both =0).

The wave packets discussed above are simply a special case
of the MUS described in Eq. (7), with real parameters. States
with complex parameters, in analogy to Ref. [47], can ex-
hibit an additional “contractive” behavior at short times—see
Appendix G. Similarly to the case above, our MUS contracts
as one cohesive state with all internal components reach-
ing minimum width after the same propagation time, while
the mass-energy components of the generic Gaussian each
undergo the contraction at different times in addition to de-
localizing as seen above.

Below we quantify the extent of the delocalization between
the propagating mass-energy components in the Gaussian
state that is avoided by our MUS. Denoting the ground-state
mass-energy mg, and its velocity vg = p0/mg, and some higher
mass-energy me = mg + �E

c2 , with velocity ve = p0/me, the
difference in the velocities up to order 1/c2 is vg − ve ≈
vg

�E
mgc2 .
Using a strontium atom as an example, due to its stable

excited state with �E
h̄ = 1015 Hz and a lifetime of ≈100 s

[48], we will have mg ≈ 10−25 kg, and the laboratory source
will determine the initial COM velocity of the atoms. If vg is
the most probable velocity corresponding to T = 800 K [49],
we find vg − ve ≈ 10−9 m/s. This means that in a Gaussian
state, after around 10−3 s, the peak separation of the internal
mass-energy states will become comparable with the atom’s
de Broglie wavelength, which is here around 10−12 m, thus
suppressing longitudinal coherence [50].

Analogous estimations can be made for a molecule. The
variance in the molecule’s COM velocity arising due to
a thermal distribution of its internal mass-energies in a
high-temperature T limit, and up to order 1/c2, is �v ≈√

3N − 6 vg
kBT
mc2 (where N is the number of atoms and kB is

the Boltzmann constant). Taking as an example data from
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Ref. [51]: N = 810, m = 1.7 × 10−23 kg, T = 600 K, the de
Broglie wavelength of the COM of the molecule λdB = 5 ×
10−13 m, and its size 104λdB, we find that the delocalization of
the COM �vt would be of the order λdB after t = 0.02 s and
would be as large as the size of the molecule after t = 3.3 min,
where we consider the size of the molecule to be the bench-
mark for complete loss of longitudinal coherence.

VI. WIGNER FUNCTIONS IN PHASE AND
CONFIGURATION SPACE

Our new states not only stay more localized in position, but
they also have a more defined spacetime trajectory—i.e., path
in configuration space—than the Gaussian states. We illustrate
this using the Wigner quasiprobability distributions in phase
space and in configuration space.

The general form of the phase-space Wigner function for a
mass-energy superposition state (see Appendix D) is a sum of
weighted Wigner functions for each mass-energy component,
W (x, p) = ∑

j |α j |2W ( j)(x, p).
In Appendix D we derive a configuration space

Wigner function, which takes the form W̃ (x, v) =∑
j |α j |2W ( j)(x, mjv). A similar function was used in

Ref. [26] in the context of the weak equivalence principle for
quantum particles.

Figure 2 shows results for time-evolved states from Eqs. (9)
and (11). In configuration space, our MUS exhibits no sepa-
ration of the mass states in either position or velocity, while
the generic Gaussian state spreads out in both parameters.
This demonstrates that our MUS indeed follows a semiclas-
sical spacetime trajectory, in contrast to generic Gaussian
states whose trajectory delocalizes. In phase space, a generic
Gaussian shows a spread in position, as observed in Fig. 1,
whereas our MUS remains localized in position and exhibits
correlations between the individual mass-energy components
and peak momenta.

VII. TRANSFORMATION OF MUS UNDER BOOSTS

From the perspective of composite particles as idealized
clocks, a crucial characteristic of the MUSs introduced here is
their covariant transformation under boosts. This, combined
with their cohesive propagation, means agents describing
composite particles from different reference frames can apply
relativistic transformations representing redshift (or, equiva-
lently, time dilation) of the internal states of these particles,
and they will obtain the correct relation between their respec-
tive descriptions—in full agreement with classical intuition.

To describe the required transformations, one needs an
appropriate boost generator for composite particles. At low
energies it is e

i
h̄ v( p̂t−M̂x) [42,52]; see also [27]. Boosted from

rest, the MUS yields an MUS moving with velocity v, as in
Eq. (11). This is contrary to a boosted mass-superposition in
a Gaussian state: A stationary Gaussian state from a moving
reference frame has different peak momenta for the different
mass-components, and thus differs from the state in Eq. (9);
see Appendix F for derivations. On the other hand, in a generic
Gaussian state, a superposition of masses does not even prop-
agate cohesively, and thus is not a suitable representation of
an ideal clock either. The above shows that the MUS states fill

FIG. 2. Wigner functions of time-evolved Gaussian state (left
column) and our minimum uncertainty state (right column) in phase
space (top row) and configuration space (bottom row). All states
are initially (at t = 0) centered at the origins of the plots, and the
plots show the state after t = 3 time steps (in natural units). Each
state is comprised of three masses, m = {0.5, 1, 2}. The mass-energy
components in the generic Gaussian state delocalize in both position
and velocity due to different propagation speeds. In our minimum
uncertainty state, the mass-energy components remain localized in
position and velocity, and the full state follows a semiclassical
trajectory. In phase space, our minimum uncertainty state shows
correlations between mass-energies and peak wave-packet momenta
as expected from their common velocity.

a gap in our theoretical understanding of composite quantum
systems. Specifically, particles in these new states can be
seen as relativistic quantum clocks following trajectories as
localized as quantum theory allows, and whose internal states
“measure” proper time along these trajectories.

VIII. DOUBLE-SLIT INTERFERENCE

Previous studies [24,25] looked at how particles in
superpositions of internal mass-energy states interfere in
double-slit-type experiments. The initial COM states were
taken to be Gaussian, and it was found that the internal states
interfere at different points of the screen when the particle
is in free fall due to the difference in propagation velocities
of the mass-energy components. This results in a mixture of
interference fringes which suppresses interference. It has been
argued [24] that this effect is the true physical reason for the
gravitational decoherence discussed in [21].

We show here that this is not the case, and we demon-
strate that our new class of states is the correct description
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FIG. 3. Double-slit interference of generic Gaussian superposi-
tion of two masses (top), and minimum uncertainty state (bottom).
The mass-energy components of each (dotted and solid colored lines)
are explicitly shown along with the overall superpositions (thick,
black line). Note that the interference pattern for the MUS is more
pronounced, while the Gaussian interference washes out quickly as
we move out from the center. Insets: In the many-mass limit, both
interference patterns approach a smooth classical distribution. The
bright fringe in the center is an artefact of our idealized case. We
assume N masses with a gap ∼1/N , keeping mean mass and variance
the same for all plots.

of the double-slit realization of gravitational decoherence
[21]. Importantly, the decoherence still occurs—the interfer-
ence pattern is suppressed—despite the fact that our states
do not delocalize. We thereby separate two different ef-
fects on the coherence of quantum particles caused by the
quantized mass-energy: time dilation decoherence [21] and
delocalization-related decoherence [24].

To model the double-slit interference, the initial state is
taken to be a superposition of states centered at two different
locations (slits): |�〉 = ∑

m cm(|ψL
m〉 + |ψR

m〉) |m〉. Evolving
the state in time, including the homogeneous gravitational
field in the plane of the screen, yields the particle probability
distribution at the screen; see Appendix E for details.

Figure 3 plots the resulting interference for our MUS and
a Gaussian initial state. Crucially, for the generic Gaussian,
we ensure a common propagation velocity for the different
mass-energy states to take out the dominant effect of dif-
ferent arrival times, already studied in Refs. [24,25] (this is
done by considering the states spreading in the plane of the
slits). The interference fringe modulations seen in Fig. 3 are
the two-mass limit of the gravitational decoherence. They
do not vanish in either case, showing that different arrival
times are not essential for this effect to appear. Moreover,
the fringe modulations come from the time dilation, between

different paths that interfere at the screen, that is encoded
in the evolution of the internal mass-energy superposition.
This path-dependent proper time difference hence affects the
interference pattern as described in [4,21], and as expected
from the complementarity between interference visibility and
which-path information [53–55].

For larger, more complex systems, with internal states ther-
malized at high temperature T , recall that the velocity spread
for a generic Gaussian state is vg

√
3N − 6kBT/Nm̄, where vg

is the velocity associated with ground internal state, and Nm̄
is the total mass of the system, with m̄ the average mass of its
constituents (taken to be atoms) and N their total number. For
large N this becomes ∼1/

√
N , and thus in a macroscopic limit

we recover the expected joint propagation of all the internal
modes. However, in that limit the beating in the interference
pattern, Fig. 3, becomes more prominent, fully washing away
the interference [21]; see also Refs. [22,56].

IX. DISCUSSION

Our results show that semiclassical states of composite
quantum particles are correctly described by position-and-
velocity minimum uncertainty states. They fully avoid the
delocalization exhibited by Gaussian states and remain more
localized as they spread—and consequently avoid major
losses in spatial coherence. The new states provide the correct
description of idealized quantum clocks, not only due to their
lack of delocalization but also due to their covariant transfor-
mation properties.

Furthermore, these new states can in principle be prepared
straightforwardly in the laboratory: As the ground state of
a harmonic potential for a massive particle is a Gaussian
with squared width σ 2 ∝ 1/m (see, e.g. [57]), a particle in
a superposition of internal mass-energies, cooled down to
the motional ground state of a harmonic trap that has a
fixed frequency, would be prepared exactly in our MUS state
Eq. (7) [58], with initial velocity given by the velocity of
the trap in the laboratory reference frame. Traps with fixed
frequency for the different internal states can be achieved
for neutral particles where trapping is based on an induced
dipole. For a generic wavelength of the trapping laser, the
effective harmonic potentials for the different internal states
are generically different—due to different AC Stark shifts of
the internal states. These can be made equal by choosing an
appropriate (so-called “magic”) laser wavelength [59,60]. In
our context, one can thus choose the laser wavelength that
provides fixed trap frequency for the different mass-energy
states. Note that for traps of fixed stiffness, the resulting states
would neither be a Gaussian tensored with the internal states,
nor one of our MUSs; see Ref. [58].

We believe these new minimum uncertainty states can find
applications in experiments testing interference of complex
molecules [1,61], nano- and microparticles [62–64], and in
interference experiments with “quantum clocks” [4,15,17]—
in which the delocalization effect, and the associated loss of
coherence, would become detrimental. Moreover, our results
shed new light on the fundamental differences between phase
and configuration space for composite particles, which is par-
ticularly relevant to research on the equivalence principle in
quantum mechanics [26,43,65,66]. They will also find direct
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applications in theoretical studies of quantum models of ideal
clocks at the interface with general relativity, such as [27,66–
69]. Finally, our study opens an avenue to further exploration
of configuration space uncertainty principles, which may help
address other fundamental issues, such as limitations to high-
precision timekeeping with quantum clocks due to couplings
between internal and external DOFs [27,58,67–70].

ACKNOWLEDGMENTS

We thank F. Costa, A. Kempf, T. C. Ralph, and N.
Stritzelberger for discussions, and A. G. White for help-
ful advice. This research was supported by ARC Grants
No. CE170100009, No. DE180101443, and the University
of Queensland Grant No. UQECR1946529. The authors ac-
knowledge the traditional owners of the land on which UQ is
situated, the Turrbal and Jagera people.

APPENDIX A: HAMILTONIAN OF A
COMPOSITE PARTICLE

Recall first that the square of the relativistic four-
momentum pμ, μ = 0, . . . , 3, is a relativistic invariant. It
describes the energy of a particle in its rest frame [71],
Hrestc2 = −∑

pμgμν pν , where gμν is a spacetime metric with
signature (−,+,+,+), and c is the speed of light. In an
arbitrary reference frame, the energy is H ≡ cp0. Assuming
a static symmetric metric, we obtain Eq. (1), where p j pj ≡∑

i, j=1,2,3 pigi j pj . For a derivation of this dispersion relation
from quantum field theory (as energy in a one-particle sub-
space), see [26,42,43,68]; for a derivation in a small-size limit
of a bound system of N relativistic particles, see [16].

At low energies, the relativistic Hamiltonian in Eq. (1)
reduces to Hrest + p2/2Hrestc2 + Hrestφ(x)/c2, with φ(x) de-
noting the gravitational potential. For a structureless particle,
Hrest ≡ mc2, where m is the rest mass parameter. For a particle
with internal DOFs, the rest energy comprises not only the
masses of all the constituents but also the internal energies,
as dictated by the relativistic mass-energy equivalence. For an
atom or a molecule, these include electronic and vibrational
energies. We can thus write Hrest = M0c2 + Hint , where M0 is
the mass-energy of the system when the internal DOFs are
in a ground state of rest energy; M0 thus defines the usual
mass parameter familiar from the nonrelativistic physics. The
remaining Hint describes the dynamical part of the rest energy
and can be identified as the internal Hamiltonian driving time
evolution of the internal DOFs. For an atom, Hint can describe
the electronic level structure, and for a molecule, it can de-
scribe the vibrational energy levels.

The low-energy limit H ≈ Hrest + p2/2Hrestc2 +
Hrestφ(x)/c2 applies when the center-of-mass energy is small
enough to warrant the nonrelativistic approximation but when
the internal energy contributions to the kinetic and potential
terms are non-negligible—when the mass-energy equivalence
between the internal energy and the mass of the system cannot
be neglected. For this reason, we denote the rest energy as
Hrest ≡ Mc2, and we can write H ≈ Mc2 + p2/2M + Mφ(x),
which is the Eq. (2) Hamiltonian in the main text. For
the derivation up to O(1/c2) in terms of an atom in a
post-Newtonian metric, see also [20].

APPENDIX B: POSITION-VELOCITY MINIMUM
UNCERTAINTY STATES

The minimum uncertainty states (MUSs) for two arbitrary
quantum observables X̂ and Ŷ are the generalized intelligent
states, which minimize the Schrödinger-Robertson uncer-
tainty inequality [45]

(�X )2(�Y )2 − (�XY )2 � 1
4 |〈[X̂ , Ŷ ]〉|2. (B1)

Its MUSs are the solutions to the eigenvalue equation [72]

(uÂ + vÂ†) |�〉 = z |�〉 , (B2)

where z, u, v ∈ C and |u|2 − |v|2 = 1, Â = X̂ + iŶ , and Â† =
X̂ − iŶ .

As we are interested in MUSs for position and velocity, we
define the operators in Eq. (B2) as

Â =
(

x̂ + i
v̂

�

)
, Â† =

(
x̂ − i

v̂

�

)
, (B3)

where X̂ in Eq. (B1) becomes x̂, and Ŷ becomes v̂, and with
� an arbitrary parameter in units of frequency. We set � = 1
for the remainder of this discussion.

The commutator on the right-hand side of Eq. (B1) is
[x̂, v̂] = ih̄

M̂
, and [Â, Â†] = −2i[x̂, v̂] = 2h̄

M̂
.

It is then convenient to define operators âM̂ :=
√

M̂
2h̄ Â and

â†
M̂

:=
√

M̂
2h̄ Â† such that

[âM̂, â†
M̂

] = M̂

2h̄
[Â, Â†] = Î. (B4)

This leads to an operator-valued eigenvalue equation for the
position and velocity case:

(uâM̂ + vâ†
M̂

) |�〉 = zM̂ |�〉 , (B5)

where zM̂ := z
√

M̂
2h̄ .

As M̂ = ∑
m m ̂m, where {̂m}m is a set of orthonormal

projectors, we recast

âM̂ =
∑

m

(âm ⊗ ̂m), (B6)

where âm = Â
√ m

2h̄ and, similarly, zm = z
√ m

2h̄ . Additionally,
we can represent an arbitrary pure state of our composite
particle as |�〉 = ∑

m cm |ψm〉 |m〉, so Eq. (B5) takes a more
telling form:∑

m

(uâm + vâ†
m)cm |ψm〉|m〉=

∑
m

zmcm |ψm〉|m〉 , (B7)

where the full MUS is made up of superposed states each with
its own associated eigenvalue equation:

(uâm + vâ†
m) |ψm〉 |m〉 = zm |ψm〉 |m〉 . (B8)

(Recall that |m〉 are eigenstates of the mass-energy of the
particle.)

Since operators âm satisfy the canonical commutation re-
lations, Eq. (B4), each |ψm〉 is a squeezed Gaussian state
with displacement parameter αm = zm [46,73]. In the position
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representation, the eigenstates of Eq. (B7) take the form of
normalized wave functions:

ψm(x) = 1√
Nm

e
m
2h̄ [− α

β
(x− z

α
)2+i Im( z2

αβ
)]
, (B9)

where Im[·] denotes the imaginary part of a complex number,
α := (u + v), and β := (u − v). The normalization factor is

1√
Nm

= ψm(0)

|ψm(0)|
(

m

π h̄
Re

[
α

β

]) 1
4

e
m
2h̄ [− Re[ z

β
]2

Re[ α
β

]
+Re[ z2

αβ
]]
.

APPENDIX C: PATH INTEGRAL FOR COMPOSITE PARTICLES

The general form of a propagator is an integral over all possible trajectories for a given time interval [74]. The propagator for
our system is derived via the following expression:

〈x f , t f , m′|xi, ti, m〉 = 〈x f , m′| e− iĤ�t
h̄ |xi, m〉 = 〈x f , m′| e− i�t

h̄ (M̂c2+ p̂2

2M̂
+M̂gx̂) |xi, m〉 ,

with Eq. (2) in the main text as the Hamiltonian, and �t = (t f − ti ). The resulting expression is diagonal in the mass-energy
components 〈x f , t f , m′|xi, ti, m〉 ≡ Km(x f , t f ; xi, ti )δm,m′ , where |xi, ti, m〉 ≡ |xi, ti〉 |m〉.

Via the BCH (Zassenhaus) formula, and further noting that M̂ commutes with both x̂ and p̂,

〈x f , m′| e− i�t
h̄ (M̂c2+ p̂2

2M̂
+M̂gx̂) |xi, m〉 = 〈x f , m′| e− i�t

h̄ mc2
e− i�t

h̄
p̂2

2m e− i�t
h̄ mgx̂e− i�t2gp̂

2h̄ e
i�t3mg2

3h̄ |xi, m〉 δm,m′ ,

where, again, �t = (t f − ti ) and �x = (x f − xi ).
This yields the integral

= 1

2π h̄

∫
d p e− i�t

h̄ [ p2

2m − p(�x)
�t +mgxi+ �tgp

2 + �t2mg2

6 +mc2]δm,m′ .

The solution to the integral gives Km: our propagator for a particle with internal mass-energy m. The full propagator takes the
form K(x f , t f ; xi, ti ) = ∑

m Km(x f , t f ; xi, ti ) ̂m, where

Km(x f , t f ; xi, ti ) =
(

m

2π h̄i(�t )

) 1
2

e− imc2 (�t )
h̄ [1− (�x)2

2c2 (�t )2
+ g

2c2 (x f +xi )+ g2

24c2 (�t )2]
. (C1)

The propagator is applied by convolving it with an initial wave function ψ (xi, ti ) to yield the final state (where we drop the
subscript “ f ” for final state from here on for clarity):

�(x, t ) =
∫

dxi K(x, t ; xi, ti )�(xi, ti ). (C2)

The general form of the propagated MUS single mass component reads

ψMUS(x, t ) = 1

4

√
π h̄
m�

√
1 + ie−2rt�

e[− m�
2h̄

e−2r (x−v0t )2

1+e−4r t2�2 − r
2 − imc2t

h̄ (1+ 1
2c2t

−2v0x+v2
0 t−e−4r x2t�2

1+e−4r t2�2 )]
, (C3)

whereas the general form of a propagated Gaussian state reads

ψG(x, t ) = 1

4
√

π
√

σ

√
1 + it h̄

mσ 2

e
[− (x− p

m t )2

2σ2 (1+ t2 h̄2

m2σ4 )
− imc2t

h̄ (1+ 1
2mc2t

−2px+ p2t
m − x2 h̄2t

mσ4

1+ t2 h̄2

m2σ4

)]

. (C4)

APPENDIX D: WIGNER REPRESENTATION

Wigner quasiprobability distributions allow us to compare
the minimum uncertainty states with the generic Gaussian
states in both phase space and configuration (position and
velocity) space.

For a state |�〉 of the composite particle, the Wigner func-
tion is defined as

W (x, p) =
∫

dξ

2π
eipξ Trm

{〈
x + 1

2
ξ

∣∣∣∣�〉 〈
�

∣∣∣∣x − 1

2
ξ

〉}
.

(D1)

Expressing the state as |�〉 = ∑
i αi |ψi〉 |mi〉, the partial

trace over the mass-energy gives

Trm{|�〉 〈�|} =
∑

j

|α j |2
〈
x + 1

2
ξ

∣∣∣∣ψ j

〉 〈
ψ j

∣∣∣∣x − 1

2
ξ

〉
,

leaving an overall function comprised of a convex combina-
tion of Wigner functions for each mass-energy component,

W (x, p) =
∑

j

|α j |2
∫

dξ

2π
eipξψ j

(
x + 1

2
ξ

)
ψ∗

j

(
x − 1

2
ξ

)
=

∑
j

|α j |2W ( j)(x, p).
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The Wigner representation of the propagated Gaussian
function, where ψ j is given in Eq. (C4), reads

WG(x, p) =
∑

j

|α j |2 1

π h̄
e−

( pt
m j

−x)2

σ2 − σ2 (p−p0 )2

h̄2 . (D2)

Similarly, the Wigner function for our propagated mini-
mum uncertainty state Eq. (C3), where for simplicity we set
r = 0 and � = 1, is

WMUS(x, p) =
∑

j

|α j |2 1

π h̄
e
− m j

h̄ [(− pt
m j

+x)2+( p
m j

−v0 )2]
. (D3)

For a configuration (position and velocity) space Wigner
function, we change the variables in Eq. (D1) to ξ ′ = mξ :

W̃ (x, v) =
∫

dξ ′

2πm
eivξ ′

Trm

{〈
x + ξ ′

2m

∣∣∣∣�〉 〈
�

∣∣∣∣x − ξ ′

2m

〉}
.

For one mass, the equation above gives∫
dξ ′

2πmj
eivξ ′

ψ j

(
x + ξ ′

2mj

)
ψ∗

j

(
x − ξ ′

2mj

)
≡ W ( j)(x, mjv),

which is simply the Wigner function where momentum is
nontrivially dependent on the individual mass energies, such
that v = p j

mj
, as expected.

Consequently, the full Wigner function is again a sum of
Wigner functions each corresponding to a different mass-
energy state,

W̃ (x, v) =
∑

j

|α j |2W ( j)(x, mjv). (D4)

The Wigner function for our MUS in configuration space
is thus

W̃MUS(x, v) =
∑

j

|α j |2 1

π h̄
e− m j

h̄ [(x−tv)2+(v−v0 )2],

where we note its similarity to the phase-space Wigner func-
tion for our MUS, Eq. (D3).

The x-v Wigner function of the generic Gaussian is, simi-
larly,

W̃G(x, v) =
∑

j

|α j |2 1

π h̄
e− (vt−x)2

σ2 − m2
j σ

2 (v−v0 j )2

h̄2 , (D5)

where v0 j := p0/mj .

APPENDIX E: DOUBLE SLIT INTERFERENCE

In Fig. 3, the interference of the generic Gaussian and our
MUS are compared. The specific initial state used for the
generic Gaussian is

1√
N

(
e− �G

2h̄ (x−L)2 + e− �G
2h̄ (x+L)2) ⊗

∑
m

cm |m〉 , (E1)

where L is the slit distance, and in the specific Fig. 3 case of
only two masses, cm = 1√

2
.

For our MUS, the initial state is∑
m

cm
1√
Nm

(
e− m�mus

2h̄ (x−L)2 + e− m�mus
2h̄ (x+L)2) |m〉 . (E2)

The initial widths of the two functions are set such that
�MUS = �G

2 ( 1
m1

+ 1
m2

), making the position variance equal for
the two states. The propagator is applied to both states as
outlined earlier, adding a gravitational acceleration term.

We note that the only effect of gravity on all the studied
wave packets is to shift the entire interference pattern by a
classical free-fall distance −gt2/2, where g is gravitational ac-
celeration and t is the propagation time. The plots can thus be
equivalently interpreted as centered at z0 = 0 in a gravity-free
case and at z0 = −gt2/2 in the case in which the interfering
particle is subject to a homogeneous gravitational field along
the screen at which the interference is observed (perpendicular
to the initial velocity of the wave packets).

APPENDIX F: STATE TRANSFORMATIONS
UNDER BOOSTS

To compare the behavior of our MUS with that of the
generic Gaussian state under a boost, we first discuss the
appropriate boost generator for the mass-energy operator for-
malism.

Despite working in the low-energy regime, with the ex-
ternal motion of the particle being essentially classical, the
internal relativistic dynamics preclude the simple use of the
Galilean boost with a single mass parameter [52,75]. Since
for each mass-energy eigenstate the formalism reduces to
the nonrelativistic one e

i
h̄ v( p̂t−mx), one can construct the boost

operator as
∑

m e
i
h̄ v( p̂t−mx) |m〉 〈m| ≡ e

i
h̄ v( p̂t−M̂x).

Below we show how this boost generator arises when con-
sidering an infinitesimal Lorentz transformation and taking
the appropriate low-energy limit. Beginning with two refer-
ence frames S and S′, an infinitesimal Lorentz boost with
velocity v transforms the spacetime coordinates as x′ = x +
vt and t ′ = t + vx

c2 . A wave function ψ (x, t ) in the S reference
frame reads ψ (x′, t ′) = ψ (x + vt, t + vx

c2 ) in the S′ frame.
For v infinitesimal we further have ψ (x + vt, t + vx

c2 ) =
ψ (x) + v[t∇ψ (x) + x

c2
∂
∂t ]ψ (t ). Then,

ψ (x′, t ′) = e
i
h̄ v( p̂t−M̂x)ψ (x, t ), (F1)

which uses −ih̄∇ = p̂ and ih̄ ∂
∂t = Ĥ , and in the low-energy

limit Ĥ
c2 → M̂. We note that p̂t − M̂x is the boost generator

for the central extension of the Galilei group [52] and can also
be obtained from the Inönü-Wigner contraction of the Lorentz
(or Poincaré) group [76].

Equation (F1) recovers the anticipated boost generator and
its action on mass-energy subspaces, i.e., e

i
h̄ v( p̂t−M̂x)ψ (x, t ) =∑

m e
i
h̄ v( p̂t−mx)ψm(x, t ) |m〉.

To find the boosted states, 〈x′, t ′| Ûboost |ψ〉, where |ψ〉 =∫
dx ψ (x, t ) |x, t〉:

ψ (x′, t ′) = 〈̃x| e
i
h̄ vt p̂− i

h̄ mvx̂
∫

dx ψ (x, t ) |x〉

=
∫

dx 〈̃x| e
i
h̄ vt p̂e− i

h̄ mvx̂e
i

2h̄ v2mt |x〉 ψ (x, t )

= e− i
h̄ mv(x′+vt )+ i

2h̄ v2mtψ (x′ + vt, t ).
This boost is then applied to the MUS and the generic

Gaussian [Eqs. (C3) and (C4)], with the choice that the peak
velocity for the MUS and the peak momentum for the Gaus-
sian state, respectively, are set to zero.
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FIG. 4. Position-space probability amplitudes for propagating states over four time slices. Both generic Gaussian (top row) and our MUS
(bottom row, shaded) are in a superposition of three masses, the smallest mass being the blue, thin line, the largest the green, dashed line. Axes
are the same scale for all plots. While in the Gaussian states different mass components exhibit the position-focusing at different times, in the
MUS all internal states reach the the minimum position variance simultaneously.

Hence, for one mass, the boosted position-velocity MUS takes the form

ψMUS(x, t ) = 1

4

√
π h̄
m�

√
1 + ie−2rt�

e[− m�
2h̄

e−2r (x+vt )2

(1+e−4r t2�2 )
− r

2 − imc2t
h̄ (1+ 1

2c2t
2vx+v2t−e−4r x2�2t

1+e−4r t2�2 )]
. (F2)

Note here that when the factor e−r tends to zero, the imaginary part of the exponent will become imc2t
h̄ (1 + vx

c2t + v2

2c2 ), which
is a Taylor series expansion of the Lorentz factor, to second order. This shows that the internal DOFs of particles in our MUS
undergo time dilation in accordance with classical relativity. Combined with their semiclassical trajectories, this corroborates
our statement that these new states are the correct description of ideal quantum clocks.

The boosted generic Gaussian state is

ψmG(x, t ) = 1

4
√

π
√

σ

√
1 + it h̄

mσ 2

e
[− (x+vt )2

2σ2 (1+ t2 h̄2

m2σ4 )
− imc2t

h̄ (1+ 1
2mc2t

2mvx+mv2t− x2 h̄2t
mσ4

1+ t2 h̄2

m2σ4

)]

. (F3)

Comparing these two states with (C4) and (C3), we can see that these individual mass-energy components have the exact
same form. However, for a full mass-superposition state, we find that the MUS is covariant under the boost—we get exactly a
superposition corresponding to that obtained from (C3), e.g., Eq. (11) in the main text.

On the other hand, each mass component of the generic Gaussian superposition obtained from Eq. (F3) will have a different
momentum p j = mjv:

∑
j

α jψmj G(x, t ) |mj〉 =
∑

j

α j
1

4
√

π
√

σ
√

1 + it h̄
m jσ 2

e

[−
(x+ p j

m j
t )2

2σ2 (1+ t2 h̄2

m2
j σ

4 )
− im j c2t

h̄ (1+ 1
2m j c2t

2p j x+
p2

j t
m j

− x2t h̄2

m j σ
4

1+ t2 h̄2

m2
j σ

4

)]

|mj〉 ,

which differs from a Gaussian state with a fixed peak mo-
mentum tensored with the internal mass-superposition state,
ψG(x, t )α j |mj〉, as in Eq. (9) in the main text.

APPENDIX G: CONTRACTIVE STATES

In the main text, we presented our position-velocity min-
imum uncertainty state [Eq. (7) in the main text] and the
corresponding generic Gaussian [Eq. (8)] and used real pa-

rameters in each to perform the subsequent investigations of
the behavior of the new states.

However, if one includes complex parameters, one can
find so-called contractive states—first identified by Yuen [47]
for a single free mass. These states experience an initial
decrease in their position variance upon propagation before
expanding.

Contractive states have been studied as a means of beating
the standard quantum limit, more recently considered in a
double-slit scenario (for a fixed mass) [77].
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FIG. 5. Position-space probability amplitude of the generic Gaussian (left) and our MUS (right) for different time slices, chosen such that
maximal contraction occurs for a specific mass component (orange, thick line). The smallest mass is represented by the blue, solid line, the
largest mass by the green, dashed line. Axes are adjusted from Fig. 1, but with the same scale for both plots. Apart from the different times of
maximal contraction for each mass component in the Gaussian state, which is absent in our MUS, the minimal widths for the same mass also
differ between these two cases. This difference arises from the difference in the initial state of the mass components in the Gaussian state and
in the MUS.

For our analysis here, the relevant parameter to con-
sider is ξ := Im[μ∗ν]. The contractive behavior occurs when
the quantity ξ > 0, while for any ξ � 0 the position vari-
ance increases monotonically. We take one of our states
as in Eq. (7), and the generic Gaussian as in Eq. (8)
both in superpositions of three masses, and we examine
their behavior when this contractive property is present;
see Fig. 4.

As the mass components of the generic Gaussian superpo-
sition each travel at different velocities, they reach the point
of contraction at different times. On the other hand, our MUS,

with all components traveling at the same velocity, contracts
as one cohesive entity. Figure 5 presents the MUS and the
generic Gaussian state at two different times, chosen such that
a specific mass component (here picked to be the middle of the
three masses) is at its maximal contraction. While this time is
the same for the MUS state, it increases with the mass for a
Gaussian initial state.

In this way, one sees that while the contractive behavior
may be considered desirable for beating the standard quantum
limit, only our states allow coherent display of this property
for composite particles.
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of quantum clocks through gravity, Proc. Natl. Acad. Sci. USA
114, E2303 (2017).

[69] S. Khandelwal, M. P. Lock, and M. P. Woods,
Universal quantum modifications to general relativistic
time dilation in delocalised clocks, Quantum 4, 309
(2020).

[70] A. R. H. Smith and M. Ahmadi, Relativistic quantum clocks
observe classical and quantum time dilation, Nat. Commun. 11,
5360 (2020).

[71] S. Weinberg, Gravitation and Cosmology: Principles and Appli-
cations of the General Theory of Relativity (Wiley, New York,
1972).

[72] D. A. Trifonov, Generalized intelligent states and squeezing, J.
Math. Phys. 35, 2297 (1994).

[73] R. Loudon and P. L. Knight, Squeezed light, J. Mod. Opt. 34,
709 (1987).

[74] R. P. Feynman, Space-time approach to nonrelativistic quantum
mechanics, Rev. Mod. Phys. 20, 367 (1948).

[75] D. M. Greenberger, The inconsistency of the usual Galilean
transformation in quantum mechanics and how to fix it, Z.
Naturforsch. A 56, 67 (2001).

[76] E. Inönü and E. Wigner, Representations of the Galilei group,
Il Nuovo Cimento 9, 705 (1952).

[77] L. Viola and R. Onofrio, Contractive Schrödinger cat states for
a free mass, New J. Phys. 5, 5 (2003).

013049-12

https://doi.org/10.1088/1402-4896/aaf243
https://doi.org/10.1038/ncomms5788
https://doi.org/10.1103/PhysRevLett.114.123602
https://doi.org/10.1103/PhysRevLett.122.123602
https://doi.org/10.1103/PhysRevD.55.455
https://doi.org/10.1038/ncomms15529
https://doi.org/10.1088/0264-9381/32/1/015018
https://doi.org/10.1073/pnas.1616427114
https://doi.org/10.22331/q-2020-08-14-309
https://doi.org/10.1038/s41467-020-18264-4
https://doi.org/10.1063/1.530553
https://doi.org/10.1080/09500348714550721
https://doi.org/10.1103/RevModPhys.20.367
https://doi.org/10.1515/zna-2001-0111
https://doi.org/10.1007/BF02782239
https://doi.org/10.1088/1367-2630/5/1/305

