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Surface-plasmon-based dispersive detection and spectroscopy of ultracold atoms
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The paper reports on the optical detection and spectroscopy of ultracold atoms near a gold surface. A probe
light field is used to excite surface plasmon polaritons. The refractive index of the atomic gas shifts the plasmon
resonance and changes the reflected light power. Thus, the sensitivity of the detection is plasmonically enhanced.
Absorption of photons from the evanescent wave is avoided by detuning the laser from atomic resonance
which makes the detection scheme potentially nondestructive. The spectrum of the signal is determined by a
Fano resonance. We show that atoms can be detected nondestructively with single atom resolution for typical
parameters in cold atom experiments. Thus, the method is suitable for quantum nondemolition measurements of
matter wave amplitudes. Experimentally, we measure a technically limited sensitivity of 30 atoms and extend
the detection scheme to dispersively image the atom cloud near the surface.
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I. INTRODUCTION

A quantum nondemolition (QND) measurement deter-
mines one of two conjugate variables of a quantum object
with arbitrary precision. It is repeatable, i.e., the result of
any succeeding measurement is exactly the same as the first
result. Thus, the precision of QND measurements can exceed
the standard quantum limit [1]. A well-established scheme
in optics for the QND measurement of light field amplitudes
is based on the Kerr effect leading to a crossed-phase mod-
ulation with a second (probe) light field [2] whose phase
is measured. A similar scheme has been proposed between
matter waves and optical evanescent waves [3]. The matter
wave amplitude, from which the number of atoms that are
reflected at the evanescent wave can be deduced, is deter-
mined in a QND measurement by analyzing the phase of
the reflected light field. A more detailed analysis of the pro-
posal including realistic experimental parameters has shown
that a high signal-to-noise ratio can only be achieved if the
evanescent wave is enhanced by resonant structures [4]. Since
then, evanescent waves have been used in a series of experi-
ments for reflecting and trapping cold atoms at plane surfaces
with applications in matter wave optics and measurements
of surface potentials [5—12], from which the field of surface
quantum optics has evolved [13]. We have contributed to
this field by using cold atoms in evanescent waves for the
measurement of Casimir-Polder potentials [14,15], realizing
plasmonically generated microstructered potential landscapes
for trapping cold atoms [16,17], cooperative coupling of
cold atoms to surface plasmon polaritons [18], analyzing
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the occurence of Fano resonances with atoms at plasmonic
nanospheres [19], and exploring the possibility to tailor the
light statistics in such systems [20,21]. How many atoms are
trapped or moving in such experiments at very short, typically
submicron distance from the surface is an intriguing question
which we address in this paper. This was first analyzed in
Ref. [22] where the resonant absorption of the evanescent
wave by atoms at the surface was measured in the reflected
light field. Subsequently the absorption of resonant light in
the evanescent wave was used for measuring atom-surface
interactions [23]. We note in this context that compared to the
plane surface case much stronger absorptive and dispersive
light matter interactions can been obtained by positioning
cold atoms close to nanoscale devices as nanofibers [24,25],
whispering gallery mode microresonators [26], and photonic
crystal waveguides [27], and single atom detection has been
demonstrated in those and similar systems. Another extremely
sensitive spectroscopy method which allowed for the detec-
tion of atomic quadrupole transitions was demonstrated by
probing an atomic vapor with plasmonic nanostructures in
selective reflection [28]. We concentrate in this work on plane
surfaces that are easier to fabricate and enhance the evanes-
cent wave by exciting surface plasmon polaritons on a thin
extended gold layer [29]. The interaction of the narrow atomic
resonance with the broad plasmonic resonance leads to a
Fano line shape in the spectrum [30]. Such Fano resonances
have been observed in ground-breaking experiments in atomic
vapor cells [31,32]. We extend this kind of spectroscopy to
ultracold atoms where the linewidth of the Fano resonance
is not limited by the Doppler broadening, but only by the
natural linewidth of the atomic state. Thus, much higher sen-
sitivities can be reached, and we investigate if the detection
scheme can be used for a QND measurement of the atom
number for experimentally realistic parameters. The fact that
we can probe the atoms dispersively, i.e., detuned such that
absorption of light can be neglected, is a prerequisite for
such a QND measurement. The paper is organized as follows.
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Section II deals with the theoretical description of the de-
tection scheme. It introduces the principle of the detection,
analyzes the achievable sensitivity, derives necessary condi-
tions for the method to be nondestructive, and determines
the maximum number of atoms that can be detected in a
QND measurement. Section III presents experimental spectra
of ultracold atoms probed by surface plasmon polaritons and
determines the resolution of the detection by analyzing the
signal-to-noise ratio. Furthermore, it demonstrates that the
detection scheme can be used to dispersively image the atom
cloud.

II. THEORETICAL DESCRIPTION

The experimental situation is described by the model
shown in Fig. 1(a). A p-polarized light field (probe laser) is
reflected in Kretschmann configuration [29] at a three-layer
system consisting of glass (1), gold (2), and vacuum (3),
and excites surface plasmon polaritons at the gold surface.
This leads to a plasmonically enhanced evanescent wave that
overlaps with an additional layer of ultracold Rubidium atoms
(4) with atomic density p(z) at a distance zz from the gold
surface. The gap between surface and layer (4) is caused
by the action of the Casimir-Polder (CP) potential attracting
the atoms toward the surface. For small distances the atoms
are accelerated to the surface such that the atomic density
is strongly reduced [18]. For larger distances the CP poten-
tial can be compensated by additional external potentials as
magnetic traps or repulsive evanescent wave dipole potentials
[16,17]. Thus, a potential barrier is generated that defines
the minimum distance between atoms and surface [13]. The
reflection of the light field from the layers is calculated with
the transfer-matrix-method [33]. The four-layer system re-
sults in a total matrix My = MxMoM>3M3M33My4, where M;;
describes the transition from layer i to j and M; the free
propagation inside layer j. In order to separate the effect of
the atoms from properties of the solid layers, the total matrix
is written as product

MlOt == AB

_(An A\ L etkizda

T\ Ap ) 1y \rageed
with A = M{,M,M>3M3 and B = M34M,. The effect of the
atom layer with thickness dj is included in the wave number
z component k4, and in the amplitude reflectivity r34 and

transmission 34 between layers (3) and (4). The imaginary k,
number of the evanescent wave in layers j = 3, 4 is given by

kjz = iko\/n? sin® (6in) — n?, 2

with free space wave number ko, refractive index n;, and
incidence angle 8;,. The complex refractive index n4 of the
Rubidium gas is given by the Lorentz model and depends
on the detuning § of the laser frequency from the chosen
atomic transition. Reflectivity and transmission coefficients
are derived from the Fresnel equations as

e tkazda

r34eik41d4> (1)

ki7n~2 — kai’l»

2
| 1
rj=—t 3)
J k,-zn? + kanl.z

trix B
(a) atomic density p(z) e (4)| atoms
Zg >
evanescent wave |f| (3)| vacuum gap
0 (2)| 50 nm gold
matrix A (1| glass
in
X
1.0 T T T 700
_____ 600
« 0.8fF----- without atoms -
> —— with atoms 500
=
2 5 E
o ER
204l 300 =
[%2]
C
2 200
£
0.2} AR
100
0 L ES— 0
415 42 42.5 43 43.5

incidence angle 0,, (deg)

FIG. 1. (a) Experimental setup: A near resonant p-polarized light
field with intensity /;, and wave number k; is reflected by total
internal reflection at a glass-gold-vacuum interface. It excites a plas-
monically enhanced evanescent wave. Atoms are placed in a layer at
a distance zp from the surface with atomic density p(z). The inter-
action of the atoms with the evanescent wave changes the reflection
of the light field. (b) Intensity reflectivity R as function of incidence
angle 6;, without atoms, i.e., p = 0 (black dashed curve), and for
an atomic density of p =1 x 10'"® cm™ (black solid curve) at a
detuning of § = —30T, and distance zz = 100 nm. We further used
the refractive index of glass n; = 1.51 and the dielectric constant
of gold &, = n3 = —22.9 + 1.42i valid at 780-nm wavelength. The
maximum number of atoms N7 (red curve, right axis) that can be

atom
detected in a QND measurement is determined from Eq. (30).

and
3kinin;
fij = m 4)
The intensity reflectivity [33] of the layers is given by
2 t](),t2 ’
S T 5)

_lAn 1?[r34]* + |A12]* + 2Re(A11A%,734)
|A2112|7341% + |A22|? 4+ 2Re(A21A%,734)

and depends on the incidence angle in a characteristic resonant
way, see Fig. 1(b). The minimum is caused by the excitation
of surface plasmon polaritons. This resonance curve is shifted
by the interaction with atoms in layer (4), depending on their
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density. For fixed incidence angle, atoms that are brought to
the surface change the reflectivity by AR. A measurement
of the reflected light intensity can thus be used for detecting
atoms close to the surface. The following paragraph deals with
the sensitivity of this method.

A. Sensitivity

It is the refractive index n4 of the atoms that leads to the
change in reflection AR. In general, ny is a complex number,
as used in the simulation shown in Fig. 1(b). In the limit of
large detuning 26 >> I' with natural linewidth T', it is mainly
the real part of ny4 that is responsible for the occurrence of AR.
This simplifies the following analytical description. Within
the Lorentz model the real part of the refractive index can be
expressed as

with atomic density p and
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The change in reflectivity for small atomic density is calcu-
lated from (5) in first-order Taylor expansion
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where the inverse decay length k3 = k,/i of the evanescent
wave in the gap was introduced. In the approximations made
of small atomic density and large detuning, the refractive
index ny &~ 1. Thus, the inverse decay lenghts in the gap and in
the atom layer are almost equal, i.e., k3 & k4. The numerical
factor

|A12]?
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is typically a number on the order of one. An interest-
ing aspect is revealed by substituting in Eq. (9) 1/|A|* =
|t|2€Xp(—2K3ZB), where |¢]? represents the plasmonic en-
hancement factor at the gold surface which is reduced by
the exponential decay of the evanescent wave within the gap
between surface and atoms [34]. Thus, a large signal is favored
by a large plasmonic enhancement and a small gap size. The
change in reflectivity can now be expressed as

2 28
AR :3—®|t|2<1 + k—“) —
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Equation (11) is valid for constant density p. It can be
extended to include also an inhomogeneous density by inte-

17 pexp (—2k3zp). (11)

grating over p(z)
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It is apparent from (12) that the contribution of atoms at
distance z is weighted with the exponential decay of the
evanescent wave. Thus, it is only a thin layer of atoms with
thickness on the order of I = 1/k3, i.e., typically a few hun-
dred nanometers, that effectively contributes to the signal.
The signal S is measured as change in the reflected light
power, respectively in the number of reflected photons,

S = NARNix, 13)

with detection efficiency 1 and number of incident photons
Nin. The accuracy with which this signal can be detected is
limited within the standard quantum limit by the Poissonian
shot noise of detected photons

ANgq = /nRNj,. (14)

The signal-to-noise ratio is thus given by

ARN; N;
n in _ NNin AR. (15)
~/NRNin R

It is proportional to the change in reflectivity AR and in-
creases with the number of incident photons. Thus, high
photon numbers are in principle favorable for reaching a high
signal-to-noise ratio. However, as described in the paragraph
on nondestructiveness, the number of incident photons cannot
be chosen arbitrarily large, as heating and loss of atoms in-
creases with the light intensity. The maximum number N,
of incoming photons under the demand of a maximum number
N2 of absorbed photons is limited by (26). Together with
(11) the signal-to-noise ratio is then given by

Sy =

Sy = Xm AL/ ymax (16)

T /2512 ‘abs ?
L

with
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x |t|* exp (—2k32p).

In the used limit of large detuning 2|§| > I' the signal-to-
noise ratio in (16) is constant. This can be understood in
the following way: On the one hand, the dispersive signal
decreases for increasing detuning. On the other hand also the
photon scattering rate decreases for increasing detuning such
that under the premise of a constant number of scattered pho-
tons, the usable light power increases with the detuning. The
resulting resolution improves in a way that exactly cancels the
dependence of Sy from the detuning.
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B. Nondestructiveness

There are two major reasons why atoms are lost during
the detection. One reason is the loss of atoms to the sur-
face due to the attraction by the CP potential. We assume
that this loss mechanism is avoided by the generation of a
potential barrier between the atom trap and the surface, for
instance by far-detuned evanescent waves as demonstrated in
[16,17]. The second reason for atom loss is the absorption
(and re-emission) of photons of near-resonant light, by which
momentum is transferred to the atoms. In a quantum gas the
momentum of a single photon is sufficient to depopulate the
corresponding matter-wave. In a thermal cloud light absorp-
tion leads to heating that eventually lets atoms escape from the
trap. It is thus important to determine the amount of absorbed
light during the detection process. The energy flow of the
evanescent wave is defined by the Poynting vector

- 1. =
(S), = RC(EE X H*), (18)
with transverse magnetic field

H = Hyé, exp(—«z) expli(k,x — wt)]. (19)

The Poynting vector of evanescent waves in nonabsorbing
media is parallel to the surface. The absorption in the atomic
gas is included in the imaginary part of the refractive index
ny = na + ing;, which leads to an imaginary part of the in-
verse decay length x4 = k, + ix;. Thus, the Poynting vector

k
. I X
(S), = k_o exp (—2k,z2) 0 (20)
0 2nuikc, — ki

in the limit of n4 ~ 1 and n4; < 1 has a vertical component,
with evanescent wave intensity Iy at the surface. The absorbed
intensity per length is calculated by the divergence of the
energy flow:

dlabs

=—V-(
P (S)
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Jo—r ST

ko exp(—2k,z).

With (S), given by (20), only the derivative in the z direction
leads to absorption. Thus, the absorbed overall intensity is
given by the integral of (21) over the z direction

°dl.
Iabs :/ abs dz
zZ

. ar
(22)
2K, n4i — K
=ly———— exp(—2«,2p),
ko

where we have assumed a constant atomic density in layer (4).
Relating the intensity I = |t|*];, via the plasmonic intensity
enhancement |¢|> with the incoming intensity I;,, and express-
ing intensities by photon numbers, the fraction fy of absorbed
to incoming photons is given by

Nabs Iabs 22Krn4i —Ki
v = =—=[—"-

—2k,2). (23
N, L ko exp(—=2«,2p).  (23)

In order to determine the functional dependence of (23) on
the detuning § in a simple way, we make the approximation
of 2k,n4; < k;, and express «; as a function of the refractive
indices:

ny;

13 sin(6,)% — 1

with imaginary part of the refractive index of the atomic
medium

ki ~ —ko (24)

343 0
ng; = QW' (25)
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Thus, the fraction of absorbed photons is given by
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This result lets us determine the maximum number of incident
photons N7 under the premise that a maximum number of
N2 photons is absorbed, which is important for optimizing
the signal-to-noise ratio in Eq. (16).

C. Prospects for QND measurements

As proposed in Refs. [3,4], evanescent waves can in prin-
ciple be used for the QND measurement of the amplitude of a
matter wave that is reflected at the surface, which is equivalent
to the nondestructive measurement of the atom number with
single atom precision. This paragraph shows that using the
here presented method based on plasmonic enhancement the
QND regime can be reached in typical cold atom experiments.
We consider Ny, atoms that are confined in a volume V = Al
reaching from distance z = zp to z = zp + [ vertically to the
surface. The thickness I = 1/, of the atom layer is limited by
the range where the atoms contribute to the measured signal.
The area A parallel to the surface is given by the transverse
size of the atom cloud. We assume that the beamwaist of the
probe light field is matched to this area. The resolution in atom
number ANgom 1S given by

Nalom
Sn
with signal-to-noise ratio Sy. Single atom resolution requires

ANgom < 1. Thus, the maximum number of atoms that can be
detected with single atom resolution is limited by

ANyom =

, 27)

X 1Nin
Ny =Sy = TAR, (28)
where we have inserted Sy from (15). The number of incident
photons Ny, is replaced by the number of absorbed photons
Nyps using the fraction fy from (23). For the detection to
be nondestructive, we demand that the number of absorbed
photons should not exceed the number of atoms, i.e., we set
Nabs = Njn (29)

atom *

Under this condition, N33 describes the maximum atom

number where a QND measurement is possible:

Nmax i AR

—. 30
atom fN R ( )
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FIG. 2. The maximum number of atoms N that can be de-

tected in a QND measurement increases with the atomic density p.
For fixed density a maximum is reached for a certain detuning §.

In order to calculate N&y correctly also for values of AR ~ 1
where the reflectivity change gets nonlinear, Eq. (30) is not
further analyzed analytically, but simulated numerically. The
parameters in (30) depend on the incidence angle. We choose
an atomic density of p = 10'* cm™3 typical in ultracold atom
experiments, the wavelength A = 780 nm of the Rubidium D2
line, a detuning of 6 = —30I", detection efficiency n = 1, and
gap thickness d3 = 100 nm. The result for N &% as function
of the incidence angle 6;, is plotted in Fig. 1(b). The curve
has a sharp maximum, which results from a combination of a
maximum in the change in reflectivity AR with the fact that
due to the action of the atoms the reflectivity at this specific
angle is reduced to a very small value. Thus, the photon
shot noise is strongly suppressed which improves the signal-
to-noise ratio substantially. With the given parameters up to
N =700 atoms can be detected in a QND measurement.
We have further analyzed how this number depends on the
atomic density and on the detuning. The results are shown in
Fig. 2. We conclude that QND measurements are possible for
typical atom densities p used in cold atom experiments. The
plot in Fig. 2 is not symmetric with respect to §, as the reflec-
tion curve R(6;,) itself is asymmetric and shifts in opposite
directions for positive and negative detuning, respectively.

III. EXPERIMENTAL DETECTION OF ATOMS

The plasmon-based detection scheme is experimentally im-
plemented by an ultracold atom experiment [16,18] where
a cloud of cold 3’Ru atoms is prepared in a magnetic trap
and can be moved and positioned with high precision using
external magnetic fields. A detailed description of the setup
can be found in Ref. [17]. The atom cloud is initially pre-
pared at a distance of 300 um from the surface of a glass
prism on which thin square gold pads have been fabricated
by atomic vapor deposition. The thickness of the gold pads
of d, = 40 nm is measured by scanning force microscopy for
which the plasmon resonance is at an incidence angle of 6, =

42.82°, and the sides of the squares are 200 um in length.
After preparation and cooling of the atom cloud by forced
radio-frequency evaporation to a temperature of 7' ~ 1 uK
the atoms are moved toward the surface where they interact
with the evanescent wave. The shape of the atom cloud is
ellipsoidal with long 1/e>-radius ry ~ 155 pm and short radii
re = r, &~ 50 um). For detection of the atoms, a laser beam
of an external cavity diode laser (ECDL) (the probe laser) is
reflected by total internal reflection in the glass prism. The fre-
quency of the probe laser field is controlled by beat-locking it
to a reference ECDL which itself is stabilized using Rubidium
saturation spectroscopy in a vapor cell. Thus, the detuning § =
w1, — wy 3 of the probe laser is adjustable in the range between
+20T" around the 5s12, F =2 — 5p3,», F' =3 transition.
The probe laser is focused onto the gold surface with beam
waists of wy = 146 £6 um and w, = 111 &= 6 um. The fact
that the beam waist is larger in the x direction is caused by
the projection of the circular laser beam onto the surface
under the angle of incidence. The position and the angle of
incidence are adjusted by laser mirrors with an accuracy of
Ax = Ay =10 um and Af = 0.016°. The Gaussian angle
spread of the incident beam is given by A9’ = 0.128°. After
preparation of the atom cloud the magnetic trap minimum is
moved in 5 ms to a position which lies within the glass prism
at 100 um distance from the surface. The atom cloud follows
the trap minimum and reaches a velocity of v, = 12.7 cm/s.
The lateral position of the cloud is assured to coincide with
the center of the evanescent wave. The probe laser is switched
on only a short time (=4 ms) before the atom cloud reaches
the surface in order to avoid heating by stray light at earlier
times during the preparation of the atom cloud.

A typical measurement of the reflected light power is
shown in Fig. 3(a). The signal is recorded with a photodiode
with 10 kHz low-pass filtering. Its Gaussian shape reflects the
density distribution of the atomic cloud in the z direction. The
trajectory of the atom cloud approaching the surface depends
critically on the detuning and intensity of the probe laser.
Please note that we did not use an additional far-detuned laser
for reflecting the atoms as proposed in the theoretical section.
Instead, the probe laser itself acts on the atoms via the dipole
force. For positive detuning and large enough intensity the
sum of the repulsive dipole potential of the evanescent wave
and the attractive Casimir-Polder potential forms a potential
barrier at which the atoms are reflected. This is for instance the
case in the measurement shown in Fig. 3(a). The maximum of
the curve shown is reached when the center of the atom cloud
is reflected at the potential barrier. If the laser intensity is
too weak to compensate the Casimir-Polder potential no such
barrier exists, and the atoms fall onto the surface. The same
happens for arbitrary intensity when the detuning of the probe
laser is negative which leads to an attractive dipole potential
that enhances the attraction of the Casimir-Polder potential.
The Gaussian density distribution of the atoms in the x and y
directions, together with probe light that is reflected beside
the atom cloud, leads to an averaging of the signal height.
For the cloud radii and beam waists used in the experiment
the signal in the center of the cloud is expected to be ap-
proximately 4 times higher than the averaged signal. During
the measurement shown in Fig. 3(a) approximately 20% of
the initially 460.000 atoms were lost during the reflection,
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FIG. 3. (a) Measured change in reflectivity with detuning é§ =
12.6T", incident intensity [;, = 14.21,, and incidence angle of 6;, =
43.07°. The signal is fitted by a Gaussian function representing the
density distribution of the cloud during its reflection at the surface.
(b) Measurements (asterisks) and simulated spectra (lines). The black
spectrum (5 times magnified) is recorded with an incident intensity
as used in (a) and atom density p = 6.3 x 10'! cm~3. The spectrum
is largely power-broadened and reduced in height due to light scat-
tering which also leads to the plateau around § = 0. This plateau
has been included in the simulation as Lorentzian suppression of
the signal height. For the red data points the intensity is reduced
to I, = 0.012 x I, far below saturation intensity, the atom density
is p =5 x 10" ecm™3. Error bars indicate the statistical error of the
fitted peak height of four measurements each. For large incident
intensity the achieved resolution (blue squares, right axis, red line
is a guide to the eye) has been determined from curves as shown in
a). In the center where the signal is zero due to light scattering the
resolution diverges.

as measured by absorption imaging of the cloud. This loss is
explained by the fact that the atom cloud is larger than the gold
pad and thus extends beyond the region where the repulsive
evanescent wave is plasmonically enhanced. The temperature
of the atoms increased due to light scattering during reflection
from 1.4 to 2.0 uK. The increase was small enough such that
the atoms could be trapped in the magnetic trap after the
reflection. The measurement shown in Fig. 3(a) was

recorded with a detuning of 6 = 12.6I" and an intensity
of Ii, = 14.21;, which on the one hand generates a suffi-
ciently high potential barrier for reflecting the atoms, but
on the other hand leads to large light scattering. This
distorts the corresponding spectrum (black data points)
shown in Fig. 3(b). Small scattering rates are obtained
for weak probe light intensities, with which the atoms
cannot be reflected from the surface. A corresponding
recorded spectrum (red data points) for I, = 0.0121 is
shown in Fig. 3(b). Although this intensity is far below sat-
uration, the fitted theoretical curve corresponds to a linewidth
of 13 MHz which is larger than both the natural linewidth of
the atomic state of 6 MHz and the probe laser linewidth of
1 MHz. The broadening is explained by the nonlinearity of
AR(p) which leads to a reduction of signal height close to res-
onance. Note that due to plasmonic enhancement the intensity
1(z) at the position of the atoms can exceed the given incoming
intensity [, by a maximum factor between 10 and 60. This
factor depends critically on the experimental parameters and
drops exponentially with distance z from the surface.

The resolution of the detection is determined from curves
as shown in Fig. 3(a). The best signal-to-noise ratio Sy has
been achieved for high probe beam intensities. It is calculated
as the fitted signal height divided by the noise of the signal.
We define the noise as standard deviation, determined from
a 4 ms long time track after the atoms are reflected, as in-
dicated in Fig. 3(a). The atoms that contribute to this signal
are confined in the z direction within a thin slice of thickness
! = 1/k3 = 587 nm, while in the radial directions the whole
cloud is probed. The number of atoms N2~ 9000 within
this slice is calculated from the atomic density. The resolution
in atom number shown in Fig. 3(b) as blue squares is given
by AN = Nzﬂf)tm /Sy. Apparently, the resolution diverges for
small detuning where the signal is zero due to light scattering.
The observed behavior for negative and positive detuning is
different. This is a result of the different atom trajectories.
For negative detuning the atoms are accelerated to the surface.
This effect is only little influenced by the actual value of the
detuning. Furthermore, the signal is reduced for an increasing
negative detuning, whereas the noise does not change (the
used light intensity was the same for all values of detun-
ing). Thus, the resolution is increasing with the detuning.
For positive detuning the atoms are reflected at the repulsive
potential of the evanescent wave. The minimum distance zp
of the atoms from the surface is reached at the point where
the potential height equals the kinetic energy of the atoms.
In the experiment this distance varies between zz ~ 500 nm
at § = 120 MHz detuning and zz ~ 1.5 um at § = 6 MHz
detuning. Due to the smaller gap the signal height is enhanced
for larger detuning which effectively counteracts the increase
of resolution observed for negative detuning. Thus, the resolu-
tion for positive detuning is constant, as long as the atoms are
reflected from the barrier. With the given parameters the best
resolution that we achieved (for positive detuning such that
the atoms were reflected) was on the order of AN = 30 atoms.
This resolution is mainly limited by the acoustic noise of the
laser power and electronic noise of the photodiode electronics.
Moreover, thermal drifts of the setup, in particular of the
polarization of the probe ligh field, changed the amplitude of
the signal from shot to shot.
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FIG. 4. (a) The image of the atom cloud has been taken using
the reflected probe beam (atom density p = 6.1 x 10'2 cm™3, probe
laser intensity I;, = 0.02/, detuning § = —8.5 MHz, incidence an-
gle 6, =42.54°, and exposure time 400 pus). The experimental
resolution is X, = 12 wm. The inset shows a spectrum taken from
pixels in the center of the atom cloud.

Using the detection scheme we could also take a picture
of the slice of atoms at the surface. The reflected light of the
probe laser was used to build a 2 f imaging of the surface with
an Ascent Apogee charge-coupled device (CCD) camera. In
order to obtain homogeneous illumination of the atom cloud
the beam diameter was enlarged to w, = 1368 £ 10 um and
w, = 1805 £ 10 um. Thus, the intensity was too low to re-
flect atoms at the surface. The imaging lens was positioned
outside the vacuum chamber which limited the imaging res-
olution to approximately 12 pum. The camera was used to
record both an image with atoms and a background image
without atoms in order to determine the change in reflectivity
AR. Due to surface roughness including the edges of the gold
pads the background of the pictures was obscured by diffrac-
tion patterns. We used a fringe removal-algorithm [35] to
reduce the diffraction patterns on the picture. Figure 4 shows
a corresponding image of the atom cloud. We note that this is
not standard absorption imaging based on the resonant absorp-
tion of light, but dispersive imaging that probes the refractive
index of the atoms in a submicron thick slice of the cloud.
It is similar to the phase contrast imaging developed in free
space [36], with the difference that the phase shift is enhanced
by the plasmon resonance, similar like in a cavity. Thus, a
higher atom number resolution can be expected compared to
the free-space case. The picture in Fig. 4 contains the change
in reflectivity AR with spatial resolution. This allows us to

determine the spectrum of atoms in the center of the cloud
without averaging the signal over the transverse directions, see
inset of Fig. 4.

IV. CONCLUSION

The paper presents a sensitive method for the dispersive
detection of ultracold atoms at submicron distance from solid
surfaces using plasmonically enhanced evanescent waves. As
the detection scheme is based on the refractive index of
the atoms it is in principle nondestructive. Furthermore, the
sensitivity is enhanced by the excitation of surface plasmon
polaritons. Using atomic densities typical in cold atom exper-
iments we envisage the detection of up to several thousands
of atoms with single atom sensitivity and a maximum number
of scattered photons of less than one per atom, which makes
the new method suitable for the quantum nondemolition mea-
surement of matter wave amplitudes. The detection scheme
has been experimentally implemented, and atom clouds have
been detected with a technically limited resolution of only 30
atoms of 9000 atoms in total. Apart from the fact that the light
power measurement was not shot-noise limited, the reached
resolution was limited by the fact that the probe light was
not only used for detection but also for repelling the atoms
from the surface which caused restrictions on the possible
range of detuning and light intensity. Using a second far
detuned evanescent wave for repelling the atoms would make
the detuning and intensity of the probe laser free parameters
that can be further optimized for high sensitivity. Another
significant improvement could be reached by optimizing the
incidence angle in a way that the reflectivity with atoms
reaches a minimum. Thus, the shot-noise at the maximum of
the signal could be substantially reduced, depending on how
small the reflectivity gets. Moreover, a compactification of the
setup and active stabilization of the probe light power could
help to further reduce acoustic noise in the measured signal.
Another possible improvement could be reached by detecting
the phase change of the reflected light field due to the presence
of the atoms by which the sensitivity can be further enhanced
if the thickness of the metal layer is very well controlled
[37]. Implementing the discussed improvements will push
the resolution to the single atom sensitivity. Furthermore, we
have extended the detection scheme to probe the refractive
index of the atom cloud also locally by imaging a slice of
the atom cloud at the surface via the plasmonically enhanced
evanescent wave.
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