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Monte Carlo approach to model COVID-19 deaths and infections using Gompertz functions
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This study provides a phenomenological method to describe the exponential growth, saturation, and decay
of coronavirus disease 2019 (COVID-19) deaths and infections via a Monte Carlo approach. The calculations
connect Gompertz-type trial distributions of infected people per day with the distribution of deaths adopting
two gamma distributions to account for the elapsed time that encompass the incubation and symptom onset to
death periods. The analyses include death data from the USA, Brazil, Mexico, the United Kingdom (UK), India,
and Russia, which comprise the four countries with the highest number of deaths and the four countries with the
highest number of confirmed cases, as of August 07, 2020, according to the World Health Organization webpage.
The Gompertz functions were fitted to the data of weekly averaged confirmed deaths per day by mapping the χ2

values. The uncertainties, variances, and covariances of the model parameters were calculated by propagation,
taking into account the standard errors of the data for each epidemiological week. The fitted functions for the
average deaths per day for the USA and India have an upward trend, with the former having a higher growth rate
and quite huge uncertainties. For Mexico, the UK, and Russia, the fits are consistent with a downward-sloping
pattern. For Brazil we found a subtle trend down but with significant uncertainties. The USA, UK, and India
data showed first peaks with higher growth rates compared with the second ones (4.2, 2.2, and 3.5 times higher,
respectively), demonstrating the benefits of nonpharmacological interventions of sanitary measures and social
distance flattening the secondary peaks of the pandemic. For the case of the USA, however, a third peak seems
quite plausible, most likely related with the recent relaxation policies. Brazil’s data are satisfactorily described
by two highly overlapped Gompertz functions with similar growth rates, suggesting a two-step process for the
pandemic spreading. For the cases of Mexico and Russia single peaks with smoother slopes fitted the data
satisfactorily. The 95% confidence intervals for the total number of deaths (×103) predicted by the model for
August 31, 2020, are 160 to 220, 110 to 130, 59 to 62, 41.3 to 41.4, 54 to 63, and 16.0 to 16.7 for the USA,
Brazil, Mexico, the UK, India, and Russia, respectively. Our estimates for the point prevalences of infections
are compared with some preliminary data from serological studies and/or model calculations focused on the
USA, Brazil, and UK scenarios. The point prevalences and 95% confidence intervals for August 1, 2020, were
estimated to be 5.7 (3.9–7.5)%, 8.9 (7.4–10.3)%, 9.3 (8.3–10.3)%, 5.7 (4.5–6.9)%, 0.9 (0.8–1.0%), and 1.2
(1.0–1.3)% for the USA, Brazil, Mexico, the UK, India, and Russia, respectively. The method represents an
effective few-parameter framework to estimate the line shape of the infection curves and the uncertainties of the
relevant parameters based on the actual death data of a pandemic.

DOI: 10.1103/PhysRevResearch.2.043381

I. INTRODUCTION

The outbreak of the new coronavirus disease 2019
(COVID-19) brought a challenging scenario worldwide [1–3],
urging timely and effective responses from the authorities
regarding the availability of intensive care units [4,5], as well
as the implementation of nonpharmacological interventions of
social distance and protective sanitary measures [6–8]. Epi-
demiological models [9–18] and other statistical approaches
[19–21] have been very useful to guide actions to manage
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this crisis and to shed light on how to safely and gradually
resume economics and social activities [22]. On the other
hand, quantitative analyses are strongly susceptible to several
uncertainties, such as underreporting of confirmed cases and
deaths [23–25], lack of massive tests in some countries [26],
changes in policies and methods for reporting confirmed cases
and deaths as time evolves during the pandemic growth, and
very distinct socioeconomic patterns and health facility ca-
pabilities among different countries and also among different
focuses of the disease within the same country. Some analyses
of the overall mortality during the COVID-19 pandemic have
also been quite useful to shed light on the outbreak of the
disease. Weinberger et al. [27] have found that the number
of excess all-cause deaths in the USA from March 01 through
May 30, 2020, was 28% higher than the number of deaths
officially attributed to COVID-19. Another study based on a
time-series analysis [28] found an excess mortality in Italy
correlated in time with the official COVID-19 deaths but a
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factor 1.5 higher. Such a complex and puzzling scenario di-
rectly influences the forecast capabilities of the calculations,
supporting the need for a multidisciplinary cooperation of the
scientific community and the development of mathematical
models to provide plausible estimates for the uncertainties
of the relevant parameters [29–32]. Therefore, the present
analysis provides an effective phenomenological method to
estimate the magnitude and the relevant uncertainties of some
important quantities as the pandemic evolves, such as (1) the
peak time(s), growth rate(s), and total number of infected
people for the reconstructed infection curves; (2) forecast
distribution of deaths per day; and (3) forecast total num-
ber of deaths until August 31, 2020. It is worth mentioning,
however, that the predictions of the model strongly depend
on the prevailing conditions already in place for the specific
country which data were analyzed, as any substantial change
in governmental policies, either in the direction of loosening
or tightening social distance, will generate different dynamics
for the spread of the virus.

The best-fit parameters are generally strongly correlated,
but its uncertainties reflect the dispersion of the data at each
epidemiological week, making the present analysis a suitable
quantitative method to describe the pandemic line-shape be-
havior with few parameters. Moreover, such approach could
also be useful for the identification of upward trends and its
correlations with relaxation policies and procedures as global
social and economics activities are gradually resumed [33].

II. METHODS

A. Modelling the infections and deaths of a pandemic with a
Monte Carlo algorithm

The calculations assume that the total number of infected
people increases according to a Gompertz-type function,
which is a sigmoid curve with a lower growth rate at the
beginning and at the end, such that:

I (t ) = Ne−e−λ(t−t0 )
, (1)

where N represents the asymptotic number of infected people
for t → ∞, λ is the growth rate, and t0 the peak time of
the derivative of I (t ). In such model, the number of infected
people per time period can be written as:

G(t ) = d

dt
I (t ) = Nλe−e−λ(t−t0 )

e−λ(t−t0 ). (2)

For the specific case of COVID-19, the data of confirmed
cases depend very strongly on testing and reporting poli-
cies for the related country. These policies may also vary
along time, distorting the shape of the distributions. This
complicated scenario disfavors the use of confirmed cases
as a reliable source of information to describe the pandemic
dynamics, which is crucial to guide government actions and
decisions. In order to overcome these difficulties, we have
adopted the data of deaths per day, as they should be more
consistent with the actual spreading mechanism of the virus.
The connection between the trial function of the number
of infected people per day and the number of deaths per
day takes into account the probability distribution function
for the elapsed time between the infection and the death,
which can be satisfactorily described by the sum of two time

periods, namely the incubation period, tinc, and the symptom
onset to death period, ts-d . Both periods are generated in the
Monte Carlo algorithm, assuming that they are independent
and gamma distributed with averages of 5.1 and 17.8 days and
coefficients of variation of 0.86 and 0.45, respectively, as pro-
posed elsewhere [34] based on previous studies of Wuhan data
[6,35]. In fact, the average elapsed time from symptom onset
to death was corrected to 17.8 days in Ref. [35], superseding
the previous parameter of 18.8 days used in Ref. [34]. So the
time of the death td can be written as td = tinf + tinc + ts-d ,
with tinf representing the time of infection.

B. Data collection and fitting procedure

The analyses of the death data1 were done considering the
weekly averaged deaths per day and its corresponding stan-
dard error for the respective epidemiological week, counted
retrospectively from the end date of August 7, 2020. The time
counting considered the day of the first confirmed case for
each country and the first epidemiological weeks were chosen
in such a way that all days of the week had at least one
death, meaning that the present calculations do consider the
early stages of the pandemic, including from 19 to 22 weeks
depending on the country (see Table I). The mean day of each
epidemiological week was chosen with a time bin of ± 3.5
days, and the mean of each day was taken at the half of the
day. The trial line shapes of the number of infected people per
day were generated considering a single Gompertz function
for the case of Mexico and Russia, a sum of two Gompertz
functions for Brazil, the United Kingdom, and India, and
three Gompertz functions for the USA. Such an approach
allows the inclusion of two or more superimposed dynamics
of the disease as one would expect considering the changes in
policies as time evolves (which might remarkably reduce the
growth rates) and also the cluster structure expected for large
countries with multiple focuses of the disease (not observed
for Mexico and Russia so far). Such a method would also
allow the inclusion of other peaks as the countries start their
processes of reopening social and economic activities, which
seems to be the case for the USA.

The fitting procedure was performed by mapping the χ2,
defined as:

χ2 =
n∑

iw=1

(F̃iw − yiw )2

σy2
iw

, (3)

where F̃iw is the trial function for deaths calculated at time
tiw (the mean day of the corresponding week), yiw the weekly
averaged deaths per day, and σyiw its standard error. In
that sense, the average values with higher standard errors
had lower weights in the fitting procedure. Our particularly
choices for the most suitable number of Gompertz functions
adopted for each country were based on the statistical rele-
vance of adding one more Gompertz function to the previous

1The deaths data included in the analysis were taken from the
European Centre for Disease Prevention and Control webpage:
https://www.ecdc.europa.eu/en/publications-data/download-todays-
data-geographic-distribution-covid-19-cases-worldwide
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TABLE I. Best-fit parameters of the Gompertz functions of the reconstructed infection curves and fitting results of the death data obtained
for all six countries. Also shown the 95% CI for the total number of deaths for August 31, 2020, the adopted ifr values for each country and
the estimated point prevalences at the first day of each month.

USA Brazil Mexico UK Indiaa Russiaa

N1(106) 7.9 ± 0.8 13 ± 17 16.3 ± 1.0 2.8 ± 0.9 0.5 ± 0.6 2.01 ± 0.10
λ1(d−1) 0.109 ± 0.012 0.030 ± 0.010 0.0220 ± 0.0010 0.110 ± 0.023 0.06 ± 0.03 0.0260 ± 0.0011
t01(d ) 65.6 ± 1.0 76 ± 26 103 ± 3 50.5 ± 2.8 68 ± 13 112.8 ± 2.2

N2(106) 8.8 ± 0.8 12 ± 26 — 1.0 ± 0.9 30 ± 12 —
λ2(d−1) 0.026 ± 0.004 0.023 ± 0.023 — 0.051 ± 0.006 0.017 ± 0.005 —
t02(d ) 113 ± 11 135 ± 29 — 80 ± 22 180 ± 21 —

N3(106) 4 ± 6 — — — — —
λ3(d−1) 0.07 ± 0.07 — — — — —
t03(d ) 179 ± 18 — — — — —

Nd (95% CI) (103)b 180 (160–220) 120 (110–130) 60 (59–62) 41.4 (41.3–41.4) 59 (54–63) 16.3 (16.0–16.7)
ifr(%)c 0.96 0.59 0.48 1.09 0.41 0.92

Point prevalences(%)
March 1, 2020 < 0.1 < 0.1 < 0.1 < 0.1 < 0.1 < 0.1
April 1, 2020 1.6 (1.3–1.8) 0.2 (0.2–0.3) 0.1 (0.09–0.13) 3.1 (2.4–3.8) < 0.1 < 0.1
May 1, 2020 3.0 (2.6–3.5) 1.6 (1.4–1.8) 1.1 (1.0–1.2) 5.0 (3.9–6.1) < 0.1 0.2 (0.21–0.26)
June 1, 2020 3.9 (3.3–4.5) 4.1 (3.7–4.6) 3.7 (3.3–4.0) 5.5 (4.3–6.7) 0.2 (0.18–0.24) 0.6 (0.57–0.68)
July 1, 2020 4.5 (3.7–5.3) 6.7 (5.9–7.5) 6.7 (6.1–7.3) 5.7 (4.5–6.9) 0.5 (0.45–0.57) 1.0 (0.9–1.0)

August 1, 2020 5.7 (3.9–7.5) 8.9 (7.4–10.3) 9.3 (8.3–10.3) 5.7 (4.5–6.9) 0.9 (0.8–1.0) 1.2 (1.0–1.3)
n/n.d. f .d 22/13 20/14 19/16 21/15 19/13 19/16

χ 2/pe 10.3/0.670 11.8/0.625 12.3/0.722 9.6/0.846 17.7/0.171 23.5/0.101
χ 2/pf 42.3/3.5 × 10−4 29.3/0.0325 — 75.3/4.3 × 10−9 43.2/2.6 × 10−4 —

Begin dateg March 07, 2020 March 21, 2020 March 28, 2020 March 14, 2020 March 28, 2020 March 28, 2020

aFive percent error was added to the death data to achieve a successful fitting.
bModel estimates for August 31, 2020.
cThe infection-fatality-ratios were estimated assuming an uniform susceptibility across all age groups and weighting the age-dependent ifr
values reported by Verity et al. [35] with the age composition of the respective country taken from the United Nations World Population
Prospects 2019.
dn.d.f.: number of degrees of freedom.
ep: probability of exceeding the χ 2 (p value)
fThese results refer to the fittings performed with just one Gompertz function for Brazil, UK, and India and two Gompertz functions for the
USA.
gThese dates correspond to the first day of the first epidemiological week included in the fitting.

fitting until reaching a probability of exceeding χ2 (p value)
greater than 5%.

III. RESULTS

A. Best-fit parameters of the Gompertz functions

The best-fit parameters of the Gompertz functions (N, λ,
and t0) were obtained by sorting 5000 random sets of pa-
rameters around plausible guessing values and calculating the
respective trial function and χ2 for each candidate, assuming a
total of 10 million infections using a time bin of one day. The
trial functions F̃iw were calculated for each set of parameters
by the connection between the 10 million infection events
with the respective death events using the probability distri-
bution function of tinc + ts-d , herein denoted as Prob(�t ) =
Prob(td − tinf ). This distribution is shown by the blue his-
togram of Fig. 1, together with the gamma distributions for
the incubation (black histogram) and symptom onset to death
(red histogram) periods.

The sorting procedure was done several times with pro-
gressively narrow bins for each parameter’s increments until
the respective χ2 converged to the minimal value (the conver-

gence criteria required that the χ2 obtained for 5000 random
sets of parameters is lower than the one achieved for 4000 sets
and their difference is lower than 0.05 units).

The normalization of the number of infections given the
number of deaths was done assuming specific infection-
fatality-ratios (ifr) for each country, as shown in Table I. These
parameters took into account the age-dependent ifr values
found by Verity et al. [35] and the specific demographic age
distributions for each country taken from the United Nations
World Population Prospects 2019. We assumed a uniform
susceptibility across all age groups in our calculations (see
Discussion). For the fittings, we have included three Gompertz
functions for the USA; two for Brazil, UK, and India; and
one for Mexico and Russia. These choices correspond to the
minimal number of parameters that suitably fit the data with
p > 0.05. Any increase in the number of Gompertz functions
of the analyses does not change the statistical relevance of the
χ2 and p value of the fittings.

B. Propagation of uncertainties

A least-squares method [36] was applied for the calculation
of the uncertainties of the best-fit parameters, which covari-

043381-3



TULIO RODRIGUES AND OTAVIANO HELENE PHYSICAL REVIEW RESEARCH 2, 043381 (2020)

FIG. 1. The Monte Carlo generated Prob(�t ) distribution (blue
histogram) and the gamma distributions for the incubation (black
histogram) and symptom onset to death (red histogram) periods.

ance matrix can be written as:

V b = (F̃ ′�V −1F̃ ′)−1, (4)

where F̃ ′ = F̃ ′
iw, j stands for the partial derivative of F̃iw at any

tiw in respect to the Pj parameter of each Gompertz function
(N , λ, and t0). The variance matrix of the death data is diago-
nal such that Viw,iw = σy2

iw. Given the lower number of deaths
per day for India and Russia and the huge variation of the data
in each week, we have included an additional uncertainty of
5% (σyiw → σyiw + 0.05yiw) in order to achieve a successful
fitting. For the calculation of F̃ ′

iw, j we have used the resulting
convolution between the reconstructed infection curve G(t )
and the probability density function Prob(�t ), such that:

F̃ ′
iw, j = d

dPj
[FC (tiw, Nk, λk, t0k )], with (5)

FC (t ) = i f rs

∫ t

0

kmax∑
k=1

[G(τ, Nk, λk, t0k )Prob(t − τ )dτ ], (6)

where kmax = 1 for Mexico and Russia; 2 for Brazil, the UK,
and India; and 3 for the USA with i f rs representing the ifr
for the specific country. The propagation of the uncertainties
of the best-fit parameters to the reconstructed infection curve
took into account the full covariance matrix V b, as similarly
described in Ref. [37], with the vector G′

m being defined as:

G′
m =

⎛
⎝

G′
m,1
...

G′
m, jmax

⎞
⎠, (7)

where G′
m,1, . . . , G′

m, jmax
are the partial derivatives of the in-

fection curve G(tm, Nk, λk, t0k ) in respect to the parameter
P1, . . . , Pjmax calculated at each day tm ( jmax = 3 for Mexico
and Russia; 6 for Brazil, the UK, and India; and 9 for the
USA). Consequently, the uncertainty of the infection curve at
each point can be written as:

σm =
√

G′�
m V bG′

m. (8)

Assuming a 95% confidence interval (CI) as ∼2σm, one can
write the upper and lower limits of the convoluted functions
as:

F±
C (t ) = FC (t ) ± i f rs

∫ t

0
[2σ (τ )Prob(t − τ )dτ ], (9)

where σ (τ ) is obtained by the interpolation of σm.
Figure 2 shows the weekly averaged deaths per day distri-
butions for all six countries (data points) and its respective
convoluted functions Fc(t ) (dashed-dotted gray lines). The
upper and lower estimates F±

C (t ) are presented by the red
and blue dashed-dotted lines, respectively. The total number
of deaths and its 95% CI at any given time t f can be written
as:

Nd (t f ) = Nd (ti ) +
∫ t f

ti+1
FC (t ′)dt ′, and (10)

N±
d (t f ) = Nd (ti) +

∫ t f

ti+1
F±

C (t ′)dt ′, (11)

where Nd (ti ) corresponds to the actual data of accumulated
deaths until the day (ti ) for each country.

Table I summarizes all the results, including the model
predictions for the total number of deaths for August 31,
2020, as well as our estimates for the point prevalences (%) at
the beginning of each month. All the intervals in parentheses
consider a 95% CI.

The upper panel of Fig. 3 shows the model predictions
for the accumulated number of infections (solid lines) and
the lower panel shows the corresponding model estimates for
the accumulated deaths, in comparison with the available data
(data points) at each 5 day time interval. Once again a nice
agreement between the data and the model is verified, with
some discrepancies found in the early stages of the pandemic
(accumulated number of deaths � 100).

IV. DISCUSSIONS

The countries with well-defined first peaks (USA and UK)
present the highest initial growth rates (0.109 ± 0.012 d−1

and 0.110 ± 0.023 d−1) and first peak times with uncertain-
ties of 1.0 and 2.8 days, respectively. The second peaks in
both cases have much lower growth rates, demonstrating the
flattening of the secondary infection curves probably related
with nonpharmacological interventions of social distance and
sanitary measures. Besides the UK, which clearly shows a
well-controlled scenario so far, Mexico and Russia also have
a trend down with modest uncertainties, which is a conse-
quence of the fitting being successfully performed with a
single Gompertz function. For the case of India, the first
Gompertz function has a quite small contribution (∼2%) in
the total number of infections and the second curve dominates
the distribution of deaths per day, resulting in modest uncer-
tainties. For the case of Brazil, there are few data points to
properly constraint the second Gompertz function, which has
a similar growth rate compared with the first one. The large
overlap between the two functions leads to high correlation
coefficients between N1 and λ1 (−0.989), N2 and λ2 (−0.973),
λ1 and λ2 (−0.847), and N1 and N2 (-0.974), influencing for
the large uncertainties. A similar situation also plays a role
for the huge uncertainties found in the parameters of the third
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FIG. 2. Weekly averaged deaths per day for the USA (a), Brazil (b), Mexico (c), the United Kingdom (d), India (e), and Russia (f) (data
points) and the respective model estimates given by FC (t ) (gray dotted-dashed lines) and its 95% CI upper and lower limits (red and blue
dashed dotted lines, respectively). Also shown for clarity the hundredths calendar day (d100) since the first confirmed case for each country. (*)
For the case of India and Russia a 5% error was added to the death data to achieve a successful fitting.

Gompertz function for the USA, which is weakly constrained
with few data points. The death peak times have an average
shift of 22.9 days from the corresponding infection’s peaks,
which is the average of Prob(�t ) (the sum of the averages
of the two gamma functions). In order to evaluate the statis-

FIG. 3. Upper panel: Model predictions for the accumulated
number of infections for all six countries (solid lines). Lower panel:
Model predictions for the accumulated deaths (solid lines) versus the
available data (data points), which are presented within 5 days’ time
intervals for clarity.

tical relevance of the adopted number of Gompertz functions
for each country, we performed other fittings decreasing one
Gompertz function from the optimal results for the USA,
Brazil, the UK, and India. The resulting χ2 and p values for
these fittings are presented in Table I, showing the remarkable
statistical relevance that is achieved adding one more Gom-
pertz function. For the case of the USA, the optimal fitting
with three Gompertz function has a χ2 of 10.3 with a p value
of 0.670. Decreasing one Gompertz function increases the χ2

to 42.3 and decreases the probability of exceeding the χ2 to
less than 0.1%. Similar situations occur for Brazil, the UK,
and India, showing that the structures in the death data for
these countries do reflect the dynamics of the virus spreading
in terms of superimposed focuses of the disease.

Our estimates for the point prevalences of infections at the
beginning of each month are also shown in Table I for all six
countries. For the case of the USA, our estimated prevalence
for April 3 and 4, 2020 [1.7% (1.4–2.0%)], is in reasonable
agreement with a preliminary serological study carried out
in Santa Clara County [38] 2.8% (1.3–4.7%). For the case
of Brazil, we found point prevalences of 2.9% (2.5–3.3%)
within May 14–21, 2020, and 4.6% (4.0–5.1%) within June
4–7, 2020, which are higher than the overall prevalences
found in a survey that included 133 Brazilian cities [1.9%
(1.7–2.1%) within May 14–21 and 3.1% (2.8–3.4%) within
June 4–7, 2020] [39]. In contrast, our prediction for May 06,
2020 [2.0% (1.7–2.2%)], is significantly lower than previous
model estimates [40], where they found infections rates of
3.30% (2.83–3.68%) and 3.35% (2.83–3.78%) for the states
of São Paulo and Rio de Janeiro, respectively. According
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TABLE II. COVID-19 ifr from Verity et al. [35] and the equiv-
alent gamma distribution coefficient of variation (CV) for each age
group.

Age groups (years) ifr (%) CV (%)

0–9 0.00161 (0.000185–0.0249) 82.0
10–19 0.00695 (0.00149–0.0502) 65.1
20–29 0.0309 (0.0138–0.0923) 39.7
30–39 0.0844 (0.0408–0.185) 35.8
40–49 0.161 (0.0764–0.323) 35.4
50–59 0.595 (0.344–1.28) 28.6
60–69 1.93 (1.11–3.89) 28.7
70–79 4.28 (2.45–8.44) 28.7
� 80 7.80 (3.80–13.3) 31.2

to their figures, these states encompass 50% of the deaths
and 51.6% of the infections in all the 16 states included in
the analysis. Another recent preliminary report based on a
serological survey [41] found much higher prevalences in São
Paulo [22.4% (19.9–27.6%) within August 10–21, 2020] and
Manaus [66.1% (60.8–79.9%), within August 8–19, 2020], in
comparison with our estimates for Brazil of 9.6% (7.4–11.8%)
within August 8–21, 2020. On the other hand, our result
within May 13–15, 2020 [(2.6% (2.3–2.9%)] is in reasonable
agreement with the figures reported in a preliminary research
performed in the Brazilian state of Espirito Santo [42] 2.1%
(1.67–2.52%). For UK, we found a point prevalence of 2.5%
(2.0–3.1%) for March 28, 2020, which is in close agreement
with some previous model estimates [34] [2.7% (1.2–5.4%)].

It is worth mentioning, however, that our point prevalences
are strictly connected with the estimated ifr values for each
country, which, in turn, carry significant uncertainties. In fact,
the age-dependent 95% confidence intervals for the ifr values
reported by Verity et al. [35] can be satisfactorily described
in terms of gamma distributions with specific coefficients of
variation for each age group, as depicted in Table II. Under
this approximation, the corresponding coefficients of varia-
tion are typically within 30 to 40% for ages above 20 years,
demonstrating the huge uncertainties of this parameter. For the
specific case of Brazil, a global ifr average of 0.85% (weighted
by the number of infections) can be derived from the results
of 16 Brazilian states reported elsewhere [40]. Additional ifr
estimates of 0.46% and 0.72% (0.17% and 0.28%) where re-
cently reported [41] for São Paulo (Manaus) city considering
confirmed COVID-19 deaths and probable COVID-19 deaths
based on syndromic identification, respectively.

The sensitivity of our ifr parameters with respect to
the assumption of equal prevalences across all age groups
was investigated considering the age-dependent effects in
transmission of COVID-19 reported by Davies et al. [43].
According with this study, people under 20 years old have
a susceptibility approximately half that of adults aged over
20 years. So, taking this susceptibility parameter, we found
ifr values 0.001% to 0.004% higher than our average values
obtained under the assumption of equal susceptibility across
all age groups, showing that this assumption does not intro-

duce further uncertainties given the current understanding of
the COVID-19 dynamics.

Considering the significant uncertainties of the ifr values
for COVID-19 reported in the literature so far, and the major
differences between countries related with healthcare facil-
ities, socioeconomic profiles, and governmental policies to
face the pandemic, the achievement of accurate ifr values
for each country is beyond the scope of this work. Despite
of this limitation, strictly related with our estimates for the
absolute number of infected people, our model is indeed a
powerful tool for the identification of trends and structures
in the death data, as they do not depend on the global nor-
malization given by ifr but are quite sensitive to changes
in the prevailing circumstances, either in the direction of
strengthening or relaxing nonpharmacological interventions
of social distance, school closure, and sanitary measures. In
this regard, the method presented here can be satisfactorily
applied for other epidemiological scenarios, and the accuracy
of the results will be closely related with the knowledge of the
infection-fatality-ratio parameter.

V. CONCLUSIONS

We have developed a Monte Carlo algorithm to model
pandemic evolutions in terms of superimposed Gompertz-type
functions. The method was successfully applied for the out-
break of COVID-19, providing a consistent interpretation of
the time evolution of deaths in the USA, Brazil, Mexico, the
UK, India, and Russia. The uncertainties of the best-fit pa-
rameters were obtained by propagation, using a least-squares
method weighted by the dispersion of the death data in each
epidemiological week. The structures of the death data were
statistically consistent with more than one single focus of
the disease for the case of the USA, Brazil, UK, and India,
evidencing the cluster structure of the virus spreading and the
powerfulness of the model in predicting trends and secondary
peaks, as the world economics and social activities are being
resumed. The USA, UK, and India data have a first peak with
much higher growth rates, when compared with the second
one, showing the positive effects of nonpharmacological in-
terventions of social distance and sanitary measures flattening
the second propagation of the virus. Our results for the point
prevalences strictly depend on the ifr parameters for each
country, which have been calculated assuming an equal preva-
lence across all age groups. Such limitation directly influences
the accuracy of the absolute number of infected people, which
can be significantly improved with more accurate inputs from
further serological studies worldwide.
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