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Many-electron calculations of the phase stability of ZrO, polymorphs
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Zirconia (ZrO,) has been well studied experimentally for decades, but still poses a severe challenge for
computational approaches. We present thorough many-electron benchmark calculations within the random-phase
approximation framework of the phase stabilities of the most common ZrO, phases and assess the performance
of various density functional theory (DFT) and beyond-DFT methods. We find that the commonly used DFT
and hybrid functionals strongly overestimate both the energetic differences of the common phases and the
stability of two metastable phases. The many-electron calculations offer a significantly improved description
of the predicted bulk properties, especially of the bulk modulus By. On the DFT level, the van der Waals
corrected meta-generalized-gradient approximation (SCAN-rVV10) provides much better agreement with the
experimental values than other (semi)local and hybrid approaches.

DOI: 10.1103/PhysRevResearch.2.043361

I. INTRODUCTION

Zirconia (ZrQO,) is a versatile material used in many tech-
nological applications, like catalysis, gas sensors, or solid
oxide fuel cells. It has therefore been extensively studied for
decades, exposing a complicated phase diagram. It is a very
good insulator with a large band gap of >5.8 eV [1] and a
large bulk modulus of ~200 GPa, but its behavior under ten-
sile stress depends on its crystallographic structure [2]. More
recently, ferroelectricity was discovered in ZrO,- and related
HfO,-based materials [3—6]. While an estimated electric field
of 1 MV/cm is needed to activate the phase transition to the
polar orthorhombic phase of pure ZrO,, mixed Hf( sZrysO;
(HZO) materials are predicted to be ferroelectric at small grain
sizes [6] or as thin HZO films [5].

The ground state of zirconia crystallizes in a monoclinic
[space group (SG) P2;/c] crystal symmetry [7]. At elevated
temperatures phase transitions are observed, first to a tetrag-
onal (SG P4, /nmc) phase which is stable between 1270 and
1370 K [8,9], followed by a cubic (SG Fm3m) phase at about
2650 K [8]. Furthermore, three orthorhombic phases exist:
the orthorhombic I phase (SG Pbca) and the orthorhombic II
phase (SG Pnma) occur at transition pressures of 4-12 GPa
[10,11] and >20 GPa [11], respectively. The third orthorhom-
bic phase is polar (f phase, Pca2) [12], and can be stabilized
by cooling down tetragonal ZrO, from about 2000 to 30 K.
The cubic yttrium doped ZrO, is commonly used in tech-
nological applications, and undoped ZrO, films have been
studied in recent years as a very well-defined model system.
For example, ultrathin films of cubic ZrO, with a low amount
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of surface defects can be easily grown via the oxidation of a
suitable metal alloy such as Pt3Zr [13—15] or PdsZr [16].

In recent decades, the bulk phases of ZrO, were studied
extensively using density functional theory (DFT) [6,17,18].
DFT functionals like the Perdew-Burke-Ernzerhof (PBE)
functional generally yield the correct order of stability, while
the lattice parameters and bulk modulus are still largely over-
and underestimated, respectively. Additionally, the calculated
band gap of about 3.5 eV falls short of the large experimen-
tal value of >5.8 eV. Due to the computational cost, the
assessment of the dynamics of the structural transitions of
various ZrO, phases was restricted to the DFT level [9,19—
21]. While the results seem to agree well with experimental
observation, the deformations of the ZrO, lattice during the
phase transition have led to the discovery of various additional
metastable phases, all of which have yet to be corroborated by
experiment. In a recent study based on diffusion Monte Carlo
simulations [22], Shin and coworkers find good agreement
between their predicted lattice parameters and experimental
values, but a rather large deviation for the predicted bulk
moduli of the monoclinic and tetragonal phases.

The importance of systematic benchmark calculations for
materials modeling was discussed in a recent review by Le-
jaeghere et al. [23]. In this work we present a thorough
assessment of the performance of DFT and many-electron
random-phase approximation (RPA) approaches with respect
to the order of stability of the thermally induced ZrO, phases
and their physical properties. We discuss the shortcomings
of the PBE and HSEO6 functionals in the description of
metastable phases and show the importance of zero-point
vibrational energy corrections for this complex system.

II. COMPUTATIONAL METHODS

The calculations were performed using the Vienna Ab
initio Simulation Package (VASP), a projector augmented
plane-wave basis code [24]. The electronic interactions were
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FIG. 1. (a)—(e) Cubic, tetragonal, metamonoclinic, monoclinic, and anatase phases. Zr and O atoms are colored green and red, respectively.
(f) Total energy differences per formula unit of the five phases calculated with selected functionals.

described within the framework of DFT using the PBE
[25], the SCAN meta-generalized-gradient approximation
(metaGGA) [26], and the hybrid HSE06 exchange correlation
(xc) functional [27]. Additionally, van der Waals (vdW)
corrections were included for the PBE and HSEQ6 functionals
using Grimme’s D3 method [28]. The revised Vydrov—van
Voorhis nonlocal correlation functional [29] was finally
used to take long-range van der Waals interactions within
the SCAN metaGGA functional into account [30]. Scalar
relativistic effects are already included in the used pseu-
dopotentials, and fully relativistic treatment at the PBE level
shows changes of the energy differences between phases of
below 1 meV. Other light oxides like SnO exhibit a similarly
negligible influence from including spin-orbit coupling for the
valence states [31,32]. The direct second-order Mgller-Plesset
(dMP2) and RPA calculations were performed using an effi-
cient low-scaling algorithm [33]. The forces at the RPA levels
were evaluated as the first derivative of the energy with respect
to the Green’s function [34]. For all DFT and hybrid calcu-
lations both shape and internal coordinates of the unit cells
were fully relaxed. The non-self-consistent total energy calcu-
lations using the dMP2 method and the RPA were performed
based on PBE-optimized cell shapes and relaxed RPA internal
coordinates. To achieve convergence of the plane-wave basis
set, the energy cutoff was set to 600 eV for the DFT and hybrid
calculations and to 550 eV for the dMP2 and RPA simulations.
I"-centered 6 x 6 x 6 and 4 x 4 x 4 k-point grids were used
to sample the Brillouin zone. The model cells of phases
were set up using two (cubic, tetragonal, and metamonoclinic
phases) or four (monoclinic, anatase) formula units (see
Fig. 1). The cubic, tetragonal, and metamonoclinic unit cells
were doubled to encompass four formula units to facilitate
the k-point convergence for the dMP2 and RPA calculations.

To determine the equilibrium volume, total energy calcula-
tions were performed at different volumes and the results were
fitted to a Birch-Murnaghan equation of state [35] which al-
lows the direct evaluation of the bulk modulus By. For a subset
of phases where experimental data have been published, the
elastic constants C;; were computed using the finite difference
method. Here, the forces and elastic constants are derived
from the Hessian matrix which is determined by symmetry
equivalent displacements of each ion in the direction of the
Cartesian coordinates. The elastic tensor was then derived
from the strain-stress relationship [36] by performing six fi-
nite distortions of the lattice. From the elastic constants the
bulk modulus B, in the Voight approximation can be directly
evaluated. The zero-point vibrational energies were evaluated
with the PHONOPY [37] package using 2 x 2 x 2 unit cells and
otherwise identical computational settings.

Additional MP2 and coupled cluster calculations were per-
formed using the the coupled cluster for solids (cc4s) [38]
code employing an automated tensor contraction framework
(cTF) [39] interfaced to VASP. In these calculations, we use
natural orbitals to achieve a compact approximation to the
virtual orbital manifold [40]. Due to the computational cost
involved, only unit cells containing 16 O and 8 Zr atoms were
used. Finite size errors in the MP2 and CCSD calculations
were reduced with a recently proposed correction [41] (-FS)
and by adding the difference between dMP2-FS and fully
k-point converged dMP2 (4A).

III. RESULTS AND DISCUSSION

In the present study we computed the optimal lat-
tice parameters for the monoclinic ground state, the two
high temperature tetragonal and cubic phases, and the two
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TABLE 1. Total energy differences per formula unit (f.u.) of the
cubic (c), tetragonal (t), metamonoclinic (meta), monoclinic (m), and
anatase (a) phases in meV referenced to the monoclinic ground state.
Experimental enthalpy differences were obtained at the respective
phase transition temperature in Ref [42].

c t meta m a
(meV /formula unit)

LDA 93 48 61 0 252
PBE 213 109 49 0 23
PBE-D3 194 108 54 0 105
HSE06 172 97 58 0 56
HSE06-D3 152 92 61 0 154
SCAN 159 66 55 0 160
SCAN-rVV10 137 52 56 0o 217
dMP2 121 56 47 0 240
RPA 111 56 66 0 206
MP2-FS+A 98 39 57 0 244
CCSD-FS+A 70 32 50 0 224
CCSD(T)-FS+A 83 26 40 0 248
DMC [22] 1107 70+4 0

Expt. [42] 120 63 0

distorted metamonoclinic and anatase phases (see Fig. 1 for
the complete data). The metamonoclinic phase introduced by
Thomas et al. [19] is a metastable structure along a transition
path involving the change of the monoclinic shear plane be-
tween two isosymmetric monoclinic phases. Chen et al. [21]
found a closely related structure identified as an orthorhombic
P2,2,2, phase after accounting for anharmonic contributions
to the dynamic stability of tetragonal ZrO;. In our own DFT
calculations this phase also appears after the distortion of a
multilayer slab of tetragonal ZrO,(111). The metamonoclinic
phase has a unit cell comprised of six atoms or two formula
units. Figure 1(c) shows that this phase is derived from the
tetragonal phase after a monoclinic distortion of its ¢ axis.
The strong relationship with the monoclinic phase is also
apparent as all Zr atoms are sevenfold coordinated and the
atomic volume is only slightly smaller. Expansion of the mon-
oclinic ground state structure, breaking two more bonds per
unit cell in the process, leads to a second metastable structure,
the anatase phase shown in Fig. 1(e). It consists of sixfold
coordinated Zr atoms where each octahedron shares a corner
with four neighboring octahedra, similar to the anatase phase
of TiO,. The octahedra are distorted such that two of the six
Zr-O bonds are about 3.7% longer than the others. To our
knowledge, there is no experimental evidence of this phase.
We determined the total energy of all five fully relaxed
structures within the RPA framework (see Table I). The ex-
perimental order of stability of the monoclinic, tetragonal,
and cubic phases is very well reproduced, and energy differ-
ences of 56 and 111 meV/f.u. for the tetragonal and cubic
phases, respectively, are in very good agreement with the
experimental enthalpy differences of 63 and 120 meV/f.u.
at the respective phase transition temperatures which were
extrapolated to 7 = 0 K in Ref [42] using the experimental
values from [43]. The RPA also yields excellent agreement
of the calculated lattice parameters at the respective equi-
librium volumes for the monoclinic and tetragonal phases

with the experimental parameters, which were extrapolated
to T = 0 K using thermal expansion data [42,44], as shown
in Table II. For the high-temperature cubic phase the simu-
lations only show a slight underestimation of the predicted
equilibrium volume. The anatase phase is strongly disfavored,
with a difference of 206 meV /f.u. compared to the monoclinic
ground state, and the metamonoclinic phase is disfavored by
10 meV /fau. compared to the tetragonal phase. The values
of the internal structural parameters are very well described,
indicated by the underestimation of less than 2% for the height
difference d, of the O planes in the tetragonal phase [see
Fig. 1(b)].

To further verify our results we performed benchmark
dMP2 and CCSD(T) total energy calculations on the struc-
tures yielded by the RPA calculations. In both cases, the same
initial wave function generated by VASP was used. At the
dMP2 level, we find only slight deviations in the calculated
total energy differences for the tetragonal and cubic phases,
also in good agreement with the DMC results discussed by
Shin et al. [22]. On the other hand, the stability of the anatase
phase is strongly decreased to 240 meV /f.u., and the predicted
stability of the metamonoclinic phase is increased, leading to
an exchange in the order of stability between the tetragonal
and metamonoclinic phases. To investigate this discrepancy
further, methods that truncate the many-body perturbation
expansion of the electronic exchange and correlation energy
at higher orders were used, in particular coupled cluster sin-
gles and doubles (CCSD) theory, and CCSD plus perturbative
triples [CCSD(T)]. As indicated in Table I, the finite size
corrected total energy differences agree to within 10-20 meV
and show the same order of stabilities as the RPA results,
validating the reliability of the computationally more efficient
method for the present ZrO, phases. The dMP2 on the other
hand does perform slightly worse, indicated by its predicted
increased stability of the metamonoclinic phase. It should be
noted that while coupled cluster calculations are often cited
as reference methods, they still have to be well converged to
yield reference values. In the present case we have to con-
clude that, while the precision of the calculated energies does
conform to these constraints, the desired accuracy is still not
completely reached due to the size of the ZrO, bulk system.

Finally, we evaluated the performance of various DFT
functionals and methods that improve the description of
the exchange or long-range interactions, like hybrid func-
tionals and van der Waals corrections respectively, of the
ZrO,system. At the DFT level, the calculated total energy
differences of the studied ZrO, phases reveal major shortcom-
ings of the commonly used exchange-correlation functionals.
While the LDA energies are in good agreement with the
reference values, the structural properties are less well de-
scribed (see Table II). The PBE functional at least reproduces
correctly the order of stability of the cubic, tetragonal, and
monoclinic phases. However, the stabilities of the metamono-
clinic and the anatase phases are vastly overestimated, being
just 49 and 23 meV less stable than the ground state re-
spectively. We relate this result to the tendency of the PBE
functional to overestimate bond lengths and the stability
of open structures. Adding van der Waals corrections us-
ing Grimme’s D3 approach decreases the relative stability
of the high-volume anatase phase, shifting it close to the
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TABLE II. ZrO, equilibrium lattice parameters evaluated with various functionals. The bulk modulus By was determined from a fit to the
Birch-Murnaghan equation of state. The experimental lattice constants were extrapolated to zero temperature according to Aldebert et al. [44]

and By values were obtained at room temperature.

LDA PBE PBE-D3 SCAN SCAN-rVV10 HSEO06 HSE06-D3 RPA DMC [22] Expt.
cubic
v (A% 31.84 33.52 33.09 32.96 32.84 32.62 32.16 32.03 32.60 32.97*
B, (GPa) 268 235 239 259 262 262 267 253 278 194
tetragonal
cla 1.436 1.459 1.454 1.455 1.449 1.449 1.445 1.446 1.443 1.451
d, 0.042 0.057 0.054 0.054 0.050 0.052 0.049 0.046 0.047 0.047
v (A% 32.30 34.69 34.10 33.89 33.70 33.52 32.94 33.37 33.29 33.01°
By (GPa) 202 150 158 179 185 178 187 199 265 152°-198¢
metamonoclinic
b/a 0.900 0.908 0.903 0.913 0.913 0.907 0.903 0.908
cla 1.405 1.416 1.412 1.419 1.417 1.413 1.410 1.417
B (deg) 75.74 75.92 75.90 76.85 77.38 76.02 76.10 76.00
v (A% 34.12 36.21 35.58 35.45 35.21 35.14 34.53 35.13
By (GPa) 172 144 157 154 159 165 192 193
monoclinic
b/a 1.019 1.010 1.014 1.015 1.018 1.011 1.013 1.009 1.012 1.012
cla 1.030 1.037 1.036 1.037 1.035 1.033 1.034 1.037 1.031 1.032
B (deg) 99.48 99.64 99.71 99.31 99.23 99.55 99.58 99.67 99.23 99.23
v (A% 34.10 36.10 35.59 35.32 35.08 35.17 34.62 35.16 34.98 35.22¢
By (GPa) 189 159 158 163 160 180 178 229 254 2017-212¢
anatase

c/a 1.064 1.066 1.061 1.066 1.064 1.066 1.059 1.060
B (deg) 117.66 117.61 117.75 117.33 117.39 117.73 117.76 117.76
v (A3 41.83 43.78 43.26 43.05 42.91 42.76 42.19 42.82
By (GPa) 190 170 171 184 185 178 178 189

4Reference [42].
bReference [47].
‘Reference [52].
dReference [49].
“Reference [54].
fReference [53].
gReference [50].

tetragonal phase. Interestingly, while the hybrid HSEO6 func-
tional clearly improves the description of the electronic
properties, it still predicts a higher stability of both the meta-
monoclinic and the anatase phase compared to the tetragonal
phase. While the latter issue can be partially improved by
adding DFT-D3 van der Waals corrections, the relative stabil-
ity of the metamonoclinic phase remains nearly unchanged.
For the DFT functionals, we find the best performance using
the recently developed SCAN metaGGA functional. Here,
the stability of the cubic and tetragonal phases is greatly
enhanced, reducing the difference between the tetragonal and
metamonoclinic phases to 11 meV. Additionally, the anatase
phase is shifted close to the cubic phase. This is a consequence
of the improved treatment of intermediate van der Waals inter-
actions in SCAN compared to PBE and HSEO06 [30]. Finally,
the additional treatment of long-range dispersion effects in the
SCAN-rVV10 functional yields a further stabilization of the
cubic and tetragonal phases, with the latter now being more
stable than the metamonoclinic phase. Also, the predicted
relative stability of the anatase phase is found to be much
lower compared to the cubic phase.

While the SCAN metaGGA yields significant improve-
ments in the predicted phase stabilities, electronic properties

like the band gap are still not well described. As shown in
Table III, the band gap for most phases widens by about
0.5 eV for the SCAN and about 1.6 eV for the hybrid HSE06
functional compared to PBE, except for the monoclinic phase.
There, the improvements upon the PBE functional are only
0.06 and 1.24 eV for SCAN and HSEO06, respectively. This
issue is only alleviated with GoW, calculations at the RPA
level of theory where our calculated values of 5.6 eV for the
monoclinic phase agree well with Jiang et al. [45]. Band gaps
calculated with the van der Waals corrected functionals do

TABLE III. Band gaps in units of eV for the presented ZrO,
phases evaluated at the respective equilibrium volumes.

Band gap (eV) PBE SCAN HSE06 GoW, GoW, [45] Expt. [1]
cubic 337 3.86 5.03 487 4.62

tetragonal 413 463 575 574 5.56

monoclinic 406 4.13 529 5.61 4.99 >5.8
metamonoclinic 4.27 4.79 595 5095

anatase 3.99 450 559 5.76
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FIG. 2. Helmholtz free energy F(7T) in the harmonic approximation calculated with the (a) PBE, (b) SCAN, and (c) SCAN-rVV10
functionals. The crossing points highlighted by horizontal lines indicate the predicted monoclinic-tetragonal and tetragonal-cubic phase

transition temperatures.

not lead to significantly different results and are included in
Supplemental Material Table S-IV [46].

To further evaluate the performance of the used methods
we computed the elastic constants and Voight bulk modulus
B, for the cubic, tetragonal, and monoclinic phases. Since the
evaluation of the stress tensor for RPA calculations is not yet
implemented in VASP, this was only done with selected GGA
and metaGGA functionals. Where applicable, the Voight bulk

modulus was related to the value of B, extracted from the
fit to the Birch-Murnaghan equation of state, with a signifi-
cantly smaller deviation from experimental values compared
to the diffusion MC results reported by Shin er al. [22].
All calculated values are tabulated in Supplemental Material
Table S-III. It should also be noted that experimental values
often suffer from large error bars. Room temperature mea-
surements of the elastic constants of cubic ZrO, performed
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TABLE IV. Zero-point vibrational energy corrections referenced
to the monoclinic phase in meV per formula unit.

c t meta m a
(meV /formula unit)

ZPVE correction

PBE —10 —6 +3 0 —6
SCAN —16 =5 —6 0 +9
SCAN-rVV10 —13 =5 +14 0 +2
RPA +8 +6 +9 0 -8
ZPVE corrected total energy differences

PBE 203 103 52 0 17

SCAN 143 61 49 0 169
SCAN-rVV10 124 47 70 0 219
RPA 119 62 75 0 198

by Kandil et al. [47] were done with a 8.1 mol % Y,03
Yttrium-stabilized crystal and the final values were extrapo-
lated at room temperature to 0 mol % Y,0Os, yielding C;; =
417 GPa, Cy, = 82 GPa, and Cyy = 47 GPa. Extrapolation of
their published experimental data with higher Y,O3 content
using the formula suggested by Varshni [48] describing the
temperature dependence of elastic stiffness coefficients shows
that the values at room temperature are already very close
to those at T = 0 K [46]. We assume similar behavior for
pure cubic ZrO,. For the tetragonal and monoclinic phases the
problem of stabilizing the crystal at the desired temperature is
slightly alleviated, but published values of the bulk modulus
measured at room temperature still range from 201 [49] to
212 GPa [50] for the monoclinic phase, depending on the
amount of experimental noise and whether the compressibility
was determined from the second-order equation of state or
from the elastic tensor. We also assume that in these cases
the values at 7 = 0 K should again be very close to the room
temperature measurements.

According to our evaluation, for the cubic ZrO, phase all
functionals yield a substantial overestimation of the Voight
bulk modulus B, of between 41 and 149 GPa for the PBE
and SCAN functionals, respectively, compared to the exper-
imental values. The minuscule differences of the PBE and
PBE-D3 results can be attributed to the slight differences
of their respective equilibrium volumes and are very similar
to the results recently reported by Delarmelina et al. [51].
The van der Waals corrected SCAN-rVV10 functional on the
other hand greatly improves on the pure SCAN results for
the individual elastic constants Cj;, Cip, and Cyy4, yielding
the most uniform difference compared to the experiment.
Due to the aforementioned technical constraints the predicted
compressibility for the RPA method is only available from
the fit to the Birch-Murnaghan equation of state, yielding an
overestimation of By of 59 GPa.

For the tetragonal phase the SCAN functional yields the
largest deviation of the individual elastic constants from the
experimental results reported by Kisi ef al. [52], leading to a
large overestimation of the bulk modulus. A more recent work
by Bouvier et al. [49] reports much lower compressibility of
the undoped tetragonal ZrO, crystal and a bulk modulus of
198 GPa, leading to much better agreement of our calculated

bulk modulus. The comparison of the reported By = 172 GPa
calculated from the equation of state agrees very well with
our SCAN results derived using the same method, as shown in
Table III. Both SCAN-rVV10 and the RPA yield larger values,
while PBE and PBE-D3 result in an underestimation of the
bulk modulus.

Finally, for the monoclinic phase both SCAN and SCAN-
rVVI10 yield very good agreement of the individual elastic
constants with the experimental values reported by Chan et al.
[53] compared to the other functionals. Still, the average aber-
ration from the experimental values is larger than for the cubic
and tetragonal phases. The predicted bulk modulus calculated
in the Voight approximation is overestimated for both func-
tionals, while PBE and PBE-D3 yield very good agreement.
Comparing the bulk modulus extracted from the second-order
equation of state shows a significant underestimation of By
compared to Desgreniers et al. [50], with the best prediction
yielded by the RPA.

Relating the DFT results to our RPA calculations shows
that using a hybrid approach like HSE06, which provides an
improved description of exchange effects and correspondingly
the electronic structure, only yields a small improvement of
the ZrO, bulk stabilities compared to the benchmark. The
predicted high stability of the anatase phase for both the PBE
and the hybrid functionals indicates that a proper description
of long range effects plays a decisive role, greatly reduc-
ing its predicted stability for the PBE-D3 and HSE06-D3
functionals. Both PBE and HSEOQ6 also predict a too high
stability of the metamonoclinic ZrO, bulk phase, irrespective
of whether or not van der Waals corrections were applied. The
SCAN metaGGA on the other hand yields a much improved
description of the structural parameters of the ZrO, system.
The predicted stability of the cubic and anatase phases are still
under- and overestimated with the “pure” SCAN functional,
respectively. Both tetragonal and metamonoclinic phase sta-
bilities are close to the RPA values, but the order of stability
is still wrong. Only after including a proper treatment of both
short- and long-range van der Waals interactions within the
SCAN-rVV10 functional did the predicted order of stability
agree with the RPA and coupled cluster benchmark values.

Finally, we also computed the Helmholtz free energy F (T')
to investigate the contributions of the zero-point vibrational
energies (ZPVE) to energetic differences between the respec-
tive phases with the PBE and SCAN functionals and with the
RPA. The ZPVEs were calculated as the sum over the vibra-
tional density of states (DOS) using the PHONOPY package
[37] at the equilibrium volume of the particular ZrO, phase.
The calculations were performed on 3 x 3 x 3 model cells
involving 108 formula units per model cell for the DFT and
2 x 2 x 2 model cells with 32 formula units per model cell for
the RPA calculations, respectively. Due to the worse scaling
behavior of the RPA method the limitations of computational
power did not allow us to perform the simulations on larger
unit cells.

As indicated in Table IV the large error bar of the bulk
modulus in the DFT framework is also reflected in the rel-
ative zero-point energy correction: while we generally find
values of up to 16 meV, the PBE, SCAN, and SCAN-rVV10
functionals predict the wrong sign for the difference be-
tween the cubic/tetragonal and the monoclinic phase. For the
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competition between the tetragonal and the metamonoclinic
phases we find only a minor influence of the ZPVE cor-
rections: even though the PBE functional overestimates the
stabilization of the tetragonal phase (9 meV compared to the
RPA value of 3 meV), the PBE total energy differences (see
Table I) are much larger, and the ZPVE corrections do not
change the order of stability. This differs for the metaGGA:
while the pure SCAN functional shifts both tetragonal and
metamonoclinic phases in the same direction, the van der
Waals corrected SCAN-rVV10 results in a decrease of the
stability of the metamonoclinic phase by 19 meV with re-
spect to the tetragonal phase. The ZPVE calculated in the
RPA within the smaller 2 x 2 x 2 model cell yields an in-
crease of the stability of the monoclinic ground state phase,
but has little impact on the relative order of stability of the
high-temperature phases. Taking only the ZPVE corrections
into account, the comparison with the experimental enthalpy
differences at the phase transition temperature already shows
excellent agreement of the RPA total energy differences.

To quantify the validity of the harmonic approximation
we used the free energy F(T) to determine the transition
temperature from the monoclinic ground state first to the
tetragonal and finally to the cubic phase, predicted by the
various functionals. Generally, the accuracy of the harmonic
approximation depends on two factors. In the present case,
Souvatzis et al. [55] have shown that anharmonic effects
play a significant role in the stability of the cubic phase,
leading to significant errors of the predicted tetragonal-cubic
transition temperature in the harmonic approximation. Also,
the accuracy of the harmonic approximation depends on a
well converged supercell size, which is usually limited by
the available computational resources. As shown in Fig. 2,
for the studied ZrO, phases, we find that the PBE, SCAN,
and SCAN-rVV10 functionals predict an onset temperature
of 1800, 2170, and 1840 K for the first phase transition from
the monoclinic to the tetragonal phase, a significant overesti-
mation of the experimental value of 1270-1370 K. The phase
transition from the tetragonal to the cubic phase is only pre-
dicted by the SCAN-rVV 10 functional at 2880 K, surprisingly
close to the experimental value of 2650 K, while all other
functionals do not yield a crossing point of the respective
Helmbholtz free energy F(T') functions. For the RPA we do

not find a crossing of the free energy curves for both phase
transitions. Due to the glancing intersection of the free energy
curves (see Fig. 2), this might be related to the lesser conver-
gence of calculated phonon spectra in the smaller 2 x 2 x 2
unit cells. On the other hand, the missing crossing points of
the free energy curves at the RPA level might also suggest
an increased importance of anharmonic contributions. This
would also imply that the agreement of commonly used DFT
functionals in the harmonic approximation seems to be the
result of fortuitous cancellation of errors.

IV. CONCLUSIONS

To summarize, we present a thorough examination of the
performance of DFT and beyond-DFT methods concerning
the reproduction of the complex phase diagram of stoichio-
metric ZrO,. We have shown that the commonly used DFT
exchange-correlation functionals vastly overestimate the sta-
bility of the metamonoclinic and anatase phases and also yield
too large energy differences for the well known tetragonal and
cubic phases with respect to the monoclinic ground state. Our
results show that hybrid functionals (HSE06) offer only small
improvement of the ZrO, phase stabilities, but adding van der
Waals corrections (e.g., by Grimme’s D3 approach) decreases
the error for the high-volume anatase phase. Methods which
augment standard DFT like correlated approaches offer a sig-
nificant improvement of the predicted phase stabilities, albeit
at a significantly higher computational cost. In addition, we
find that the metaGGA type SCAN-rVVI10 functional is an
excellent compromise as it provides results which are often
close to the many-electron reference calculations and to the
experimental values, which allows the simulation of much
larger systems than with a correlated method at comparable
accuracy.
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