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When do nonequilibrium forms of disordered energy qualify as heat? We address this question in the context
of cyclically operating heat engines feeding on nonequilibrium energy reservoirs that defy the zeroth law of
thermodynamics into work. To consistently address a nonequilibrium bath as a heat bath in the sense of the
second law of thermodynamics requires the existence of a precise mapping to an equivalent cycle with an
equilibrium bath at a time-dependent effective temperature. We identify the most general setup for which this can
generically be ascertained and thoroughly discuss an analytically tractable, experimentally relevant scenario: a
Brownian particle confined in a periodically modulated harmonic potential and coupled to some nonequilibrium
bath of variable activity. We deduce formal limitations for its thermodynamic performance, including maximum
efficiency, efficiency at maximum power, and maximum efficiency at fixed power. The results can guide the
design of new micromachines and clarify how much these can outperform passive-bath designs, which has
been a debated issue for recent experimental realizations. To illustrate the practical implications of the general
principles for quasistatic and finite-rate protocols, we further analyze a specific realization of such an active
heat engine based on the paradigmatic active Brownian particle (ABP) model. This reveals some nonintuitive
features of the explicitly computed dynamical effective temperature, illustrates various conceptual and practical
limitations of the effective-equilibrium mapping, and clarifies the operational relevance of various coarse-grained
measures of dissipation.
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I. INTRODUCTION

The study of heat engines is as old as the industrialization
of the world. Its practical importance has prompted physi-
cists and engineers to persistently improve their experiments
and theories to eventually establish the consistent theoretical
framework of classical thermodynamics. It allows to quantify
very generally, on a phenomenological level, how work is
transformed to heat, and to what extent this process can be
reversed. Heat is the most abundant but least valuable form
of energy, namely “disordered” energy dispersed among un-
resolved degrees of freedom. And turning it into the coherent
accessible form called work has been a central aim since the
days of Carnot, Stirling, and other pioneers, after whom some
common engine designs have been named.

Recent advances in technology have allowed and also
required to extend this success story into two new major
directions. First, towards microscopic designs that are so small
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that their operation becomes stochastic rather than determinis-
tic [1–5]. And secondly to cases where the degrees of freedom
of the heat bath are themselves driven far from equilibrium,
which potentially matters for small systems operating in a
biological context, e.g., inside living cells or motile bacterial
colonies [6].

The analysis of small systems requires an extension of
the theory and basic notions of classical thermodynamics to
stochastic dynamics, which goes under the name of stochas-
tic thermodynamics [7–10]. It seeks to define heat, work,
and entropy on the level of individual stochastic trajecto-
ries. The theory recovers the laws of thermodynamics for
ensemble-averaged quantities but allows to additionally quan-
tify the probability of rare large fluctuations [10]. Along these
lines, many experimental [11–16] and theoretical [17–26]
studies have recently been devoted to microscopic thermo-
dynamic cycles. In this field, Brownian heat engines play
a paradigmatic role [14–16,25,26]. They are usually based
on a diffusing colloidal particle that represents the working
substance. Its solvent provides a natural equilibrium heat bath,
and a time-dependent confinement potential can be realized by
optical tweezers [14,15,27].

Over the last few years, increasing effort has also
been devoted to the second mentioned extension of the
classical designs, namely to endow quantum [28,29] and
classical (colloidal) [6,30–32] heat engines with so-called
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“active” (nonequilibrium) baths. Some paradigmatic realiza-
tions of such active baths are provided by suspensions of
self-propelling bacteria or synthetic microswimmers [6,33].
Remarkably, they are driven far from equilibrium on the level
of the individual particles—not merely by externally imposed
overall boundary or body forces. The corresponding “active
heat engines” utilizing such baths can outperform classical
designs by evading the zeroth law of thermodynamics, which
would require interacting degrees of freedom to mutually
thermalize. Engines that exploit this unconventional property
can operate between hugely different (effective) temperatures
and thereby at unconventionally high efficiencies, without
risking the evaporation or freezing of the laboratory. While
technically potentially desirable, the lack of thermalization
jeopardizes the unambiguous distinction of heat from work
(roughly speaking, as the disordered or contagiously spread-
ing versus the concentrated, coherently accessible form of
energy). Which means that one has to resort to the second
law of thermodynamics, alone, for that purpose. But active
heat engines have even prominently been claimed to transcend
the universal performance bounds set by the second law [6], a
notion that is critically examined below.

In the following, we first provide a general discussion
of heat engines in contact with arbitrary nonequilibrium
reservoirs. We simply refer to them as active heat engines,
since active reservoirs represent a paradigmatic example of
a nonequilibrium bath. The main claims are exemplified by
an analytical discussion of a still quite general limiting case:
the linear theory for a Brownian heat engine with a nonequi-
librium bath. In particular, in Sec. IV, we derive the effective
temperature (14) for this class of models, thereby establishing,
as a main result, the explicit mapping of the active-bath en-
gine to a classical engine with an equilibrium bath achieving
the same thermodynamic output and performance. Finally, to
illustrate and further elucidate our general results and con-
clusions, Sec. VI provides a detailed analysis of a specific
realization of such linear active Brownian heat engine based
on the standard minimal model for active particle suspen-
sions, namely the so-called ABP (“active Brownian particle”)
model [34]. To facilitate the distinction between the general
linear theory and the exemplifying model, we refer to the
latter by the reminiscent acronym ABE (“active Brownian
engine”), in the following. It still allows for several alternative
physical interpretations [35,36], detailed in Sec. VII. Their
dissimilar contributions to the entropy production denounce
the nonequilibrium character of the engine that persists dur-
ing nominally reversibly operation. In Sec. VIII, we analyze
the quasistatic and finite-time performance of the model and
highlight some peculiarities of the effective temperature. For
better readability, various technical details have been deferred
to an Appendix.

II. ACTIVE HEAT ENGINES

A. Work-to-work versus heat-to-work conversion

Speaking of nonequilibrium heat baths that defy the ze-
roth law, an important qualification needs to be made as to
how their energy is accessed, if it is no more obliged to
spread indiscriminately by itself. Any thermodynamic entity

that can qualify as a nonequilibrium bath should be in a
nonequilibrium steady state while being able to exchange
some disordered form of energy with the so-called system or
working medium. Importantly, the exchanged energy should
not entirely be work in disguise. In other words, the internal
nonequilibrium structure of the bath should not entirely be
resolved by the device that feeds on it, in order to allow us
to speak of an engine that operates by heat-to-work conver-
sion. Yet, to exploit the advantages of active baths relative to
conventional equilibrium baths, practical designs often rectify
at least some of the bath energy by directly tapping some of
the internal thermodynamic fluxes that are responsible for the
nonequilibrium character of the bath. Typical examples are
provided by so called steady-state designs, such as various fly-
wheels and ratchet-like devices in active suspensions [37–41].
They geometrically rectify the persistent motion of active par-
ticles and thereby extract work from their (collective) motion
against an external load [42,43]. Such rectification is remi-
niscent of the action of a Maxwell demon, but can be less
sophisticated, since it feeds on palpable nonequilibrium fluxes
rather than equilibrium fluctuations, which average to zero.
Yet, it is not immediately obvious whether to classify it as
heat-to-work conversion or work-to-work conversion. Espe-
cially if the rectified nonequilibrium flux in the active bath
is driven mechanically or chemically, one is tempted to argue
that the rectification should be addressed as a form of work-to-
work conversion. However, any heat engine ultimately draws
its power from a nonequilibrium thermodynamic flux, namely,
a heat flux. So, in particular if the rectified flux in the active
bath is ultimately caused by a temperature gradient, such
as in hot Brownian motion or hot microswimmers [44–47],
the notion of heat-to-work conversion in the spirit of two-
temperature (Feynman-Smoluchowski) ratchets [48–53] also
seems very justifiable.

In the following, we focus on the operational scheme of
traditional heat engines, which cannot extract work from a sin-
gle bath with time-independent parameters, and are therefore
operated cyclically. We assume that the working medium of
the engine is a small (i.e., Brownian) system described by an
(overdamped) Hamiltonian H(k, x), which depends on a set
of stochastic coordinates x = (x1, . . . , xNx ) and a set of ex-
ternally controlled parameters k = (k1, . . . , kNk ), measuring,
for example, height of a weight in a gravitational field. These
parameters are used to extract work (“ordered” energy in the
sense of the external handling) from the engine or to feed
it from an external work source. Examples from this class
of cyclic engines are various colloidal engines immersed in
active fluids such as bacteria suspensions (see Ref. [6] for an
experiment and Refs. [30,32,54–56] for theoretical works).
We argue that, for these machines, there is a well-defined
regime, where energy extracted from the nonequilibrium bath
and transformed to work can unambiguously and quantita-
tively be interpreted as (a generalized form of) heat—namely,
if there exists a precise mapping to an equivalent setup with an
equilibrium bath at a suitable (finite) time-dependent effective
temperature Teff(t ). Due to the nonequilibrium character of
the bath, such engines can still exploit similar “rectification
loopholes” as the mentioned steady-state ratchets. But the
effect is then fully quantified by Teff(t ), which can, in a precise
sense, interpolate between the limits of pure heat-to-work and
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work-to-work conversion, attained for Teff(t ) ≡ T = constant
and max Teff(t ) − min Teff(t ) → ∞, respectively.

B. Energetics and efficiency of cyclic heat engines

For arbitrary dynamics, the instantaneous internal energy
H(t ) = H(k(t ), x(t )) of the working medium of the engine
changes as

d

dt
H(t ) = ẇ(t ) + q̇(t ) (1)

with

ẇ(t ) =
Nk∑

i=1

∂

∂ki
H(t )k̇i(t ), (2)

q̇(t ) =
Nx∑

i=1

∂

∂xi
H(t )ẋi(t ) = d

dt
H(t ) − ẇ(t ). (3)

The contribution ẇ corresponds to a change of the exter-
nally controlled parameters k = k(t ) and thus it is naturally
identified as work delivered to the working medium from
the external work reservoir [6,9,10,14,15,25,26,56,57]. The
remaining part of the energy change, q, is then acquired from
what are the heat reservoirs according to standard heat-engine
nomenclature. With the above-mentioned potential caveats in
mind, one might speak more generally of energy influx into
the working medium from these reservoirs. Conditions when
this influx has thermodynamic properties of heat, namely
when an effective temperature Teff exists such that Ṡeff

R (t ) =
q̇(t )/Teff (t ) is a reasonable second-law entropy change in the
bath, are discussed in the next section. From here on, we
assume that such an effective temperature can be defined and
simply call q̇(t ) the heat flux.

The above defined work and heat transfers are stochastic
quantities that fluctuate due to the stochastic nature of the
coordinates x. One is often interested in their mean values
both over a certain span of time and over the stochastic en-
semble. Upon integration over time and ensemble averaging,
the average total work exchanged between the system and its
environment during the time interval (ti, tf ) is given by

W (ti, tf ) =
∫ tf

ti

dt Ẇ (t ) =
∫ tf

ti

dt 〈ẇ(t )〉 (4)

and the corresponding total heat by

Q(ti, tf ) =
∫ tf

ti

dt Q̇(t ) =
∫ tf

ti

dt 〈q̇(t )〉 (5)

From now on, we assume that the parameters of the
Hamiltonian are varied periodically, with period tp. The
(ensemble-averaged) states of the system and the reservoirs
are assumed to eventually attain a time-periodic limit cycle
with the same period. If not explicitly written otherwise, all
variables below will be evaluated on this limit cycle.

The net average work performed or output work by the
engine per cycle is, with the above definitions, expressed as

Wout = −W (0, tp). (6)

As the input heat, Qin, one usually identifies only the heat
acquired during those parts of the cycle during which heat on

average flows from the bath into the system [58], i.e., when
�(〈q̇〉) > 0, where � denotes the Heaviside step function. So
we have

Qin =
∫ tp

0
dt Q̇(t )�[Q̇(t )] , (7)

which may well differ from Q(0, tp). So while the definition
may look a bit awkward, it allows us to write the input heat
in a form that is independent of specific details of the driving
protocol. For standard thermodynamic cycles such as Carnot
or Stirling cycle with a hot and a cold equilibrium heat bath,
it recovers the standard expressions for the heat afforded via
the hot reservoir (irrespective of the amount of heat taken up
by the cold reservoir).

Common measures of performance of a heat engine are its
output power P and efficiency η:

P ≡ Wout

tp
, η ≡ Wout

Qin
. (8)

In accord with earlier works [6,30], the hereby defined ef-
ficiency measures how efficiently the engine transforms the
energy Qin actually acquired from the bath into work Wout.
It doesn’t measure how efficiently it collects energy from
the nonequilibrium bath, which would be important if one
would want to take into account also the housekeeping energy
flux q̇hk that maintains nonequilibrium steady state of the
nonequilibrium bath (see Fig. 1). In most practical settings,
the housekeeping contribution would completely overshadow
Qin—rendering the efficiency tiny and dependent on the tech-
nical realization of the bath, which is usually not desirable.
Moreover, the knowledge about the bath that would allow
us to evaluate the housekeeping heat would also allow us to
design more sophisticated ways to extract the bath energy than
a heat engine. For studies utilizing definitions of efficiency
taking into account dissipation caused by the active motion of
the individual constituents of an active bath (and thus part of
the housekeeping heat), we refer to Refs. [56,59].

If the engine communicates with an equilibrium bath at
temperature T (t ), its efficiency is unambiguously restricted
by the first and second law of thermodynamics to obey η �
1 and η � η∞ < ηC = 1 − min (T )/ max (T ) � 1, respec-
tively. Here, η∞ refers to the value obtained upon infinitely
slow, reversible operation, and ηC is the Carnot efficiency.
On the level of stochastic heat and work transfers, these con-
straints are moreover reflected by various fluctuation theorems
for the corresponding probability distributions [10,60–63].

Allowing for an (additional) active bath, the interpretation
of the conventional formalism may require some extra con-
siderations. First, one can exploit the nonequilibrium state
of the bath to effectively isolate certain degrees of freedom
from the rest of the setup, thereby effectively circumventing
the zeroth law. This allows one to emulate unusually high or
low temperatures (for these degrees of freedom) without con-
taminating many others, and thus to reach exceptionally high
efficiencies. An example would be a hot Brownian swimmer,
which is actually laser heated relative to the solvent by only a
few Kelvin, while executing a random motion as if it had been
heated by thousands of Kelvin, which would technically be
much more difficult to achieve for a conventional equilibrium
bath obeying the zeroth law [47].
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q̇hk

q̇hk + q̇neq

ẇ

FIG. 1. Cyclic heat engine transforming the heat flux q̇ = q̇neq +
q̇eq from a nonequilibrium (neq) and equilibrium (eq) heat reservoir
into usable power ẇ. The corresponding energy fluxes relevant for
the engine’s operation are depicted by arrows. The dashed arrow
depicts the housekeeping heat flux, q̇hk, flowing from the active bath
to the infinite equilibrium reservoir, which prevents the active bath
from overheating. This energy flux and also q̇neq are sustained by the
energy influx q̇hk + q̇neq into the nonequilibrium bath, which keeps it
in a nonequilibrium steady state. In this paper, we discuss the setup
where the energy H[k(t )] of the working medium of the engine (e.g.,
a single trapped colloid) is periodically modulated by an external
control parameter k(t ) and the temperature/activity (technically: the
noise intensities) of the two heat reservoirs.

Secondly, one can extract net work from a single steady-
state heat bath at constant activity, thus apparently beating the
second law [56]. For this, one needs at least two control pa-
rameters, though, since quasistatically operating engines with
a single control parameter k = k allow the output power to be
integrated 〈ẇ(t )dt〉 = 〈∂H/∂k〉dk = f (k)dk. Here, f (k) de-
pends solely on k since all other parameters are held constant.
A physically sensible one-dimensional function f (k) can al-
ways be written as a derivative f (k) ≡ dg(k)/dk. The output
work per cycle then reads Wout = ∫ tp

0 dt 〈ẇ(t )〉 = g(k(tp)) −
g(k(0)) = 0, because of the periodicity of k(t ). This result
is valid regardless of the properties of the steady-state bath,
except that for nonquasistatic protocols the output work will
be negative, due to finite-time losses. For two (and more)
parameters, on the other hand, 〈ẇ(t )〉dt = ∑Nk

i=1 fi[k(t )]dki.
Hence Wout = 0 now only holds if an integrability condition is
satisfied, namely that a function g[k(t )] exists such that fi =
∂g/∂ki is a gradient and thus 〈ẇ(t )〉dt = ∇g · dk. Otherwise,
internal currents may indeed allow the extraction of work from
a single nonequilibrium bath at constant activity [56].

In both of the above examples of how to “beat” classical
constraints on the performance of heat engines an equivalent

of temperature is seen to play a crucial role, namely the one
characterizing the Brownian motion of the microswimmer and
the one characterizing the constant activity of the active bath,
respectively. Indeed, as we lay out in the following paragraph
and in even greater detail in the remainder of this contribution,
this notion can sometimes be made fully quantitative and
then be used to explicitly compute meaningful efficiencies for
active heat engines.

C. Dynamic effective temperature

The crucial step is to construct a mapping for the power P
and efficiency η of a heat engine in contact with a nonequi-
librium bath to that of a heat engine in contact with an
equilibrium bath. This can be achieved if one can define a
temperature in the sense of the second law of thermody-
namics [47,64]. Which is the case if, for a given protocol
for varying the control parameters k(t), the energy fluxes
〈ẇ(t )〉 and 〈q̇(t )〉 for the heat engine in contact with the
nonequilibrium bath agree with those for a virtual heat engine
in contact with an equivalent equilibrium bath maintained at
a time-dependent temperature Teff (t ). This then allows the
application of known results for heat engines with equilibrium
baths to meaningfully define and assess the performance of
active engines. Per construction, their efficiencies are then
bounded by the second law. (Further consequences of the
mapping are discussed for a specific example in Sec. IV.)

The most general situation for which an appropriate effec-
tive temperature can always be found is when one can write
the Hamiltonian in the form H = k(t )h(x), with an arbitrary
function h(x) diverging at |x| → ∞. Then we have 〈ẇ〉 =
k̇(t ) f (t ) and 〈q̇〉 = k(t ) ḟ (t ), with f (t ) = 〈h(x)〉. In general,
for a nonequilibrium bath described by a set of functions
b(t ), f (t ) is a functional of the external protocol k(t ) and
the bath parameters b(t ), say f (t ) = fneq[{k(t ), b(t )}tp

t=0]. If
the equilibrium mapping exists, this functional can be writ-
ten as f (t ) = feq[{k(t ), Teff (t ), γ (t )}tp

t=0], where all relevant
effects of the bath parameters have been subsumed into the
dynamic effective temperature Teff (t ) and possibly also a time-
dependent friction γ (t ).

These two quantities are implicitly given by the functional
identity feq(t ) ≡ fneq(t ), which has to be solved to derive
their explicit form. In the next section, we discuss a spe-
cific scenario where this can be always achieved analytically.
In general, our physical intuition suggests that the equation
feq(t ) ≡ fneq(t ) has at least one solution. While it may be
difficult to rigorously prove its existence and uniqueness
on such a general level, what matters most with respect to
the thermodynamic performance is the case of quasistatic
driving. In this limit, feq(t ) is only a function of k(t ) and
Teff (t ), which can be determined by calculating the average
feq = 〈h(x)〉 over the Gibbs canonical distribution p(x, t ) =
exp[−k(t )h(x)/Teff (t )]/Z , where Z is the normalization con-
stant, and we have set the Boltzmann constant to unity,
kB → 1, measuring energies in Kelvin. The resulting equation
feq(t ) ≡ fneq(t ) for Teff (t ) can then always be solved, because
any value of the average 〈h(x)〉 (taken over the Gibbs distribu-
tion) can be assigned an effective temperature Teff (t ) varying
between zero and infinity, thereby exhausting all possible
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values of the average obtainable with an arbitrary nonequi-
librium distribution.

For more general Hamiltonians of the form H =
k(t )h1(x) + h2(x), or even more complicated, we have 〈ẇ〉 =
k̇ f1 and 〈q̇〉 = k ḟ1 + ḟ2, with fi = 〈hi(x)〉 again being func-
tionals of the driving and bath parameters. These two
functionals need not consistently determine a single function
Teff , solving fi,eq ≡ fi,neq for both i = 1, 2. Then, equivalent
cycles with equilibrium baths might still exist under specific
circumstances, but they are not generally guaranteed or gener-
ically expected, anymore.

To sum up this introductory section and to answer the
question asked at the beginning of our abstract, we note
that the notion of heat can unambiguously be generalized
to nonequilibrium situations where the zeroth law does not
hold, but it is tied to the operational definition of an effective
temperature in the sense of the second law. In other words,
one has to require that the only energy that can be extracted
from a nonequilibrium heat bath is of the disordered form
that comes with a reduced work efficiency. Otherwise, one
actually deals with some sort of work reservoir in disguise.
Active heat engines coupled to such nonequilibrium baths
and Hamiltonians proportional to a single control parameter
can always be reinterpreted in terms of equivalent engines
in contact with equilibrium baths, at some dynamic effec-
tive temperature. Their thermodynamic properties thus obey
standard-second law bounds, with important consequences for
the interpretation of experimental results.

D. Application to experimental data

A relevant real-world realization of a heat engine in contact
with a nonequilirbium bath is the bacterial heat engine of
Ref. [6]. In this impressive experimental study, a colloidal
particle with Cartesian position {x, y} was trapped in a time-
dependent harmonic potential,

H(x, y, t ) = 1
2 k(t )r2 = 1

2 k(t )(x2 + y2), (9)

and immersed in a bath of self-propelled bacteria. Both the
trap stiffness k(t ) and the bacterial activity were quasistati-
cally modulated to realize a Stirling-type active heat engine
with a cycle composed of two isochoric and two isother-
mal state changes. These were technically implemented by
changing the bacterial activity at constant trap stiffness k and
vice versa, respectively. The ensuing colloid dynamics was
observed to converge to a quasistatic limit cycle transforming
energy absorbed from the disordered bacterial bath into col-
loidal work.

The authors measured the work done per cycle as well
as the energy (heat) obtained per cycle from the bath and
determined the efficiency of the machine as their ratio. From
Eq. (9) the time-dependent average system energy reads

〈H〉 = 1
2 k(t )[σx(t ) + σy(t )] = 1

2 k(t )σ (t ), (10)

where σx = 〈x2〉, σy = 〈y2〉, and σ = 〈r · r〉. Due to the sym-
metry of the potential, the average particle displacements 〈x〉
and 〈y〉 vanish during the cycle, so that the mean square
displacements σx(t ) and σy(t ) also determine the long-time
variances for the x and y coordinates, respectively.

Based on their analysis of the apparent equipartition tem-
perature Teff (t ) ≡ k(t )σ (t )/2, denoted by Ta in Ref. [6], its
authors concluded that they had realized a Stirling cycle that
allowed them to significantly surpass the maximum Stirling
efficiency, [1 + 1/ ln(k>/k<)] attained for equilibrium heat
baths with an infinite temperature difference (k> and k< de-
note maximum and minimum values of k(t ) during the cycle).
This extraordinary result was attributed to large non-Gaussian
fluctuations in the nonequilibrium bacterial reservoir, which,
according to the authors, cannot be captured by an effective
temperature.

These conclusions are plainly at odds with the general
analysis in the preceding paragraph. To see this, notice that
the experimental heat engine corresponds to a Hamiltonian
proportional to a single control parameter, for which one can
always define an effective temperature so that the conven-
tional bounds on the efficiency apply. Using Eqs. (2) and (3)
(employed also in Ref. [6] to evaluate work and heat fluxes
into the system), we obtain 〈ẇ(t )〉 = k̇(t )σ (t )/2 and 〈q̇(t )〉 =
k(t )σ̇ (t )/2. The equivalent heat engine with an equilibrium
bath has the bath temperature Teff (t ). It thus has the same
energy input (heat), as correctly noted in Ref. [6], but also
the same energy output (work). Accordingly, if Teff (t ) evolves
along a Stirling cycle, the efficiency η of the active engine,
determined by the ratio of output work over afforded heat,
is necessarily bounded by the Stirling efficiency. The non-
Gaussian fluctuations in the bath indeed affect the output
work, input heat, and efficiency of the engine, but only via
the mean square displacement σ , hence again via the appro-
priate effective temperature Teff . Assuming that heat and work
were accurately measured (which is supported by the correctly
measured Stirling efficiency in the case of inactive bacteria),
the observation of an efficiency surpassing the maximum
value for Stirling engines calls into question the notion that the
experimental engine realized a Stirling cycle with respect to
Teff (see also Ref. [30]). As we demonstrate next, the dynamic
effective temperature Teff (t ) may generally indeed vary in time
even while the ambient solvent temperature and the activity
remain constant.

III. LINEAR THEORY: DYNAMICS

Up to this point, we have not specified any particular
system dynamics and thus the described results are valid for
arbitrary time-evolution of the degrees of freedom x. To pro-
vide better insight and to show that a nonintuitive behavior
of effective temperatures can be expected, this section investi-
gates a specific (but from the point of view of Brownian heat
engines still quite generic) exactly solvable class of models.
Concretely, we analytically derive the effective temperature
for a class of one-parameter engines inspired by the experi-
mental work described above. We detail the mapping to the
equilibrium model and its consequences for the thermody-
namics of the active heat engine. In particular, we reveal a
nontrivial behavior of the effective temperature. This seems
to be the first explicit result of its type.

From now on, we specialize our discussion to a heat engine
consisting of a colloidal particle confined to a time-dependent
harmonic potential with an externally controlled stiffness k(t ),
as introduced in Eq. (9). We specify the dynamics by further
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FIG. 2. Schematic designs of microscopic heat engines based on
colloids in modulated harmonic traps, playing the roles of the work-
ing substance and the movable piston, respectively. (Left) Active
particle in a “passive” equilibrium bath. (Right) Passive particle in
an “active” nonequilibrium bath composed of energy consuming mi-
croswimmers immersed into a passive background fluid. To operate
the heat engine, the bath temperature and/or activity as well as the
confinement strength are modulated cyclically. Thereby “disordered”
energy dispersed in the bath and randomly propelling the colloid
against its confinement is concentrated in a degree of freedom that
can be externally harnessed to perform (mechanical) work.

requiring that the colloid is immersed in a (possibly) nonequi-
librium bath, which couples to it via a drag coefficient μ−1 and
a zero-mean additive noise η(t ), so that its position r = (x, y)�
obeys the overdamped linear Langevin equation

ṙ = −μk(t )r(t ) + η(t ). (11)

Depending on the noise correlations, which remain to be
prescribed and need not be Markovian, this equation can
describe various experimentally relevant situations. In Fig. 2,
we depict two of them that we discuss further below: namely,
an active particle or “microswimmer” immersed in a pas-
sive equilibrium bath (left) [65,66], and a (passive) colloid
immersed in an active nonequilibrium bath that is itself com-
posed of active particles swimming in a thermal background
solvent (right) [57,67–70]. Further examples are provided by
devices that share the same formal description on a suitably
coarse-grained level, such as noisy electric circuits and similar
Langevin systems [71].

In line with such realizations, the trapping potential (9) has
the harmonic standard form experimentally created with the
help of optical tweezers [6,14,15]. We have also taken advan-
tage of the fact that such experiments are typically designed
in a quasi-two-dimensional geometry, in narrow gaps between
two glass coverslips. For simplicity, the particle mobility is
represented by a constant scalar μ and the two-time correla-
tion matrix

Ci j (t, t ′) ≡ 〈ηi(t )η j (t
′)〉 ∝ δi j (12)

of the noise η = (ηx, ηy) by a diagonal form. Our analysis
can of course straightforwardly be generalized to arbitrary
dimensions and mobility matrices.

If η in Eq. (11) stands for the white noise, the model pro-
vides a good description for existing experimental realizations
of Brownian heat engines [14,15]. Their thermodynamics has
been thoroughly analyzed in the literature [25,72,73]. An ex-
ample for an experimental realization of the nonequilibrium-
noise version is the active Brownian engine with a bacterial
bath [6] discussed in the previous section. The performance

of a quasistatic Stirling heat engine based on the latter de-
sign was already nicely analyzed by Zakine et al. [30].
Its finite-time performance was numerically investigated in
Refs. [32,54,55]. In contrast to these studies, which employ
specific protocols, our approach is valid for arbitrary driving
protocols at arbitrary speeds.

Our first main result, to be derived in the following, con-
cerns the thermodynamics of the system described by Eq. (11)
with arbitrary time-periodic driving k(t ) and with a nonequi-
librium noise η with arbitrary time-periodic intensity. We refer
to it as the (linear) active heat engine, and show that it can
be mapped onto the well-investigated model with a passive
equilibrium bath [25,72,73], to which we refer as the passive
model:

ṙ(t ) = −μk(t )r(t ) +
√

2Deff (t )ξ(t ). (13)

Its bath is characterized by the Gaussian white noise ξ(t )
with zero mean, 〈ξ(t )〉 = 0, the unit correlation matrix matrix,
〈ξi(t )ξ j (t ′)〉 = δi jδ(t − t ′), and a time-dependent (effective)
temperature1

Teff (t ) = Deff (t )

μ
= 1

2μ
〈r(t ) · η(t )〉. (14)

Below, the latter is shown to follow solely from the two-time
correlation matrix C(t, t ′) of the noise η = (ηx, ηy). Since the
passive model (13) and the corresponding temperature (14)
describe the active model only effectively, in terms of its
average thermodynamic properties, (13) and (14) are referred
to as an effective passive model and an effective temperature,
respectively.

The existence of this mapping immediately implies that
the performance of the active heat engine in terms of its
output power and efficiency is precisely that of the corre-
sponding effective equilibrium model. Therefore the known
bounds on (finite-time) performance of cyclic Brownian heat
engines described by Eq. (13), such as the ultimate Carnot
efficiency bound [74], the efficiency at maximum power [25],
the maximum efficiency at arbitrary power [72,75], and the
possibility to almost attain the reversible efficiency at nonzero
power [73], directly carry over to the active heat engine.
Furthermore, the effective equilibrium model also sets bounds
on average thermodynamic variables for noncyclic and even
transient processes. Yet, the nonequilibrium character of the
underlying dynamics reveals itself upon closer inspection, as
detailed in the remainder of the paper.

IV. LINEAR THEORY: EFFECTIVE TEMPERATURE

A. General initial conditions

It is a noteworthy property of the linear theory and the
experiments that motivate it that thermodynamic quantities
like work, heat, and efficiency are all determined solely by
the variance σ (t ) of the colloidal position, see Sec. II D. The

1Here and in the rest of the paper, we use the Stratonovich con-
vention. See Sec. VI D for an explicit calculation of the effective
temperature for the ABE model.
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variance σ (t ) itself obeys the ordinary differential equation

σ̇ (t ) = −2μk(t )σ (t ) + 2〈r(t ) · η(t )〉 (15)

which follows from Eq. (11) by taking the scalar product with
r on both sides and averaging over the noise. For arbitrary
additive noise η, Eq. (11) has the formal solution

r(t ) = r0e−K (t,t0 ) +
∫ t

t0

dt ′ η(t ′)e−K (t,t ′ ), (16)

with K (t, t ′) ≡ μ
∫ t

t ′ dt ′′ k(t ′′) and r0 ≡ r(0) denoting an arbi-
trary initial position of the particle. With the two-time noise
correlation matrix, C(t, t ′) from Eq. (12), the average in
Eq. (15) evaluates to

〈r(t ) · η(t )〉 = 2Deff (t ) ≡ 〈r0 · η(t )〉e−K (t,t0 )

+
∫ t

t0

dt ′ Tr[C(t, t ′)]e−K (t,t ′ ), (17)

where Tr denotes the trace operation. A crucial observation is
that Eq. (15) therefore assumes a form that would also result
from the Gaussian white noise η = √

2Deff (t )ξ(t ) with the
correlation matrix Ci j (t, t ′) = 2

√
Deff (t )Deff (t ′)δi jδ(t − t ′).2

This implies that the average thermodynamic behavior of the
active model (11) with arbitrary additive noise is the same as
that of the passive model (13) with an effective equilibrium
bath temperature

Teff (t ) = Deff (t )

μ
= 〈r(t ) · η(t )〉

2μ
= k(t )σ (t )

2
+ σ̇ (t )

4μ
. (18)

The last expression follows from Eq. (15). It shows that also
the effective temperature is uniquely given by the variance σ .
Notably, the result (18) is valid arbitrarily far from equilibrium
and it does not follow from any close-to-equilibrium linear-
response approximation like in the Green-Kubo formula [76].

Also note that for positive effective temperature Teff (t ) �
0, Eq. (18) establishes the announced mapping between the
active and passive heat engine and thus proves our main result.
Negative effective temperatures can however be obtained, for
example, during transients departing from initial conditions
with 〈r0 · η(t )〉 < 0. At late times, the sign of the effective
temperature is determined by the integral in Eq. (17), which
is positive for standard correlation matrices C(t, t ′) with non-
negative diagonal elements. For a quasistatic process, where
the system parameters vary slowly compared to the intrinsic
relaxation times, one can neglect σ̇ (t ) relative to the other
term in Eq. (18). The effective temperature then reduces to
the well-known form [6]

Teff (t ) = k(t )σ (t )/2. (19)

For slowly driven systems, the effective temperature is thus
always positive, thanks to the positivity of the trap stiffness k
and variance σ .

2This can be seen by substituting this expression for matrix C into
the right-hand side of Eq. (17) and evaluating the integral therein.
We further assume that the initial condition is not correlated with the
equilibrium noise, 〈r0 · ξ〉 = 0, which is quite natural.

B. Cyclic heat engines

The definition (18) of the effective temperature applies
both under transient and stationary conditions. Cyclic heat
engines operate time periodically by virtue of their periodic
driving. Accordingly, we assume that the potential stiffness
k(t ) is a periodic function with period tp and that the noise
correlation matrix is of the form

Ci j (t, t ′) = 2δi j I (t )I (t ′) fi(t − t ′), (20)

where I (t ) stands for a tp-periodic intensity of the noise, and
fi(t ) are arbitrary functions obeying fi(0) = 1 and decaying
towards zero as t → ∞. The system dynamics then settles
onto a time-periodic attract or, independent of the initial
condition r0, at late times. From now on, we assume that
the engine operates in this “steady state” regime, to which
we refer as the limit cycle. During the cycle, the effective
temperature Teff (t ) takes the form [see Eqs. (17) and (18)]

1

μ
I (t )

∫ t

−∞
dt ′ I (t ′)[ fx(t − t ′) + fy(t − t ′)]e−K (t,t ′ ). (21)

Importantly, for positive diagonal elements of the correlation
matrix, the effective temperature is then manifestly positive,
as required to map the active onto the passive model.

C. (Im)possible generalizations

The simplifying power of the present approach crucially re-
lies on two main features. Firstly, on the linearity of Eq. (11),
and secondly on the fact that thermodynamics is predomi-
nantly concerned with average energetics.

For the active heat engines discussed in the present con-
tribution, the pertinent microscopic degree of freedom is the
position of the colloid. Its thermodynamics is contained in
the variance σ = 〈r · r〉, which controls the complete average
energetics (work and heat) of the engine through Eqs. (4)
and (5). However, the described mapping to a passive-bath
model cannot be extended beyond such average energetics,
since the active (11) and passive (13) heat engines differ in
variables which depend on higher moments of the position
r or its complete distribution. This is for example the case
for the total entropy or the fluctuations of work, heat and en-
tropy. Without further investigation, one thus cannot take for
granted the results obtained under the assumption of a perfect
contact with an equilibrium bath, such as the Jarzynski equal-
ity [60], the Crooks fluctuation theorem [63], the Hatano-Sasa
equality [77,78], and various inequalities containing higher
moments of work, heat, and entropy, such as thermodynamic
uncertainty relations [79–82].

Also note that, for a true equilibrium noise η, the (effec-
tive) temperature Teff in Eq. (14) would agree with all other
possible definitions of temperature, thereby tying together
many a priori unrelated dynamical quantities (e.g., by their
structurally identical Boltzmann distributions or fluctuation-
dissipation theorems, etc.). However, for a nonequilibrium
noise, differently defined temperatures can (and generally
will) have different values. We refer to Refs. [45,83–90] for
various (complementary) approaches to effective tempera-
tures and Refs. [47,64,91,92] for some reviews. Moreover, as
illustrated by the ABP results (42) and (43) in Appendix D,
typical nonequilibrium distributions deviate strongly from
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Boltzmann’s Gaussian equilibrium distribution, such as
the one characterizing the long-time limit of the equilib-
rium process, Eq. (13), at constant Teff —namely, ρ(r) ∝
exp[−kr2/2Teff ]. Therefore, in order to build an effective
thermodynamic description from a nonequilibrium statistical-
mechanics model, one generally has to calculate precisely the
effective temperatures corresponding to the relevant degrees
of freedom, under the prescribed conditions.

This leads to the mentioned second limitation of the pre-
sented effective-temperature mapping, namely that it hinges
on the linearity of the model. To make the point, let us con-
sider a one-dimensional setting with the potential H(x, t ) =
k(t )xn/n when the Langevin equation for position x reads

ẋ(t ) = −k(t )[x(t )]n−1 + η(t ) (22)

and the internal energy, work, and heat (per unit time) are
given by 〈H(t )〉 = k(t )〈[x(t )]n〉, Ẇ (t ) = k̇(t )〈[x(t )]n〉, and,
Q̇(t ) = k(t )d〈[x(t )]n〉/dt , respectively. In order to describe
the average thermodynamics, we thus have to consider the
dynamics of the nth moment 〈[x(t )]n〉. Multiplying Eq. (22)
by xn−1 and averaging the result over the noise, we find that

d

dt
〈[x(t )]n〉 = −nk(t )〈[x(t )]2n−2〉 + n〈[x(t )]n−1η(t )〉. (23)

Thus, in order to get an exact closed dynamical equation for
〈[x(t )]n〉, we also need a dynamical equation for 〈[x(t )]2n−2〉
which, in turn, depends on the moment 〈[x(t )]3n−4〉, and so
on. However, out of equilibrium each degree of freedom (and,
also each moment 〈[x(t )]n〉) has, in general, its own effective
temperature, if such a set of effective temperatures can con-
sistently be defined at all.

Recall that the development of a useful (finite-time) ther-
modynamic description based on a time-dependent effective
temperature requires a system with equilibrium noise that
yields the same (time-resolved) dynamics of the relevant mo-
ments, for which our above discussion of the variance of the
linear model (11) provides the paradigm. This means that we
would have to develop a passive model with an equilibrium
noise that gives rise to precisely the same dynamics of all the
moments in Eq. (23) as the original nonlinear active model.
Even though our general discussion in Sec. II C shows that
for the considered one-parameter potential (Hamiltonian) this
should always be possible, this can get very difficult to achieve
analytically [90] if the moments represent independent effec-
tive degrees of freedom so that their effective temperatures
differ.3 Nevertheless, in this case it should be possible to
find the effective temperature numerically. As discussed in
Sec. II C, for Hamiltonians that are not proportional to a
single control parameter we are not able to give any general
conclusions.

Despite these limitations, there are also many important
properties that can successfully be captured by the effective-
temperature mapping. In the next section, we review its
consequences for the performance of active heat engines.

3A way to overcome this limitation, leading to an approximate
analytical effective temperature, might be based on finding a suitable
(approximate) closure for Eq. (23), so that it would only depend on a
finite number of moments.

Experts in stochastic thermodynamics may wish to continue
directly with Sec. VI, where we derive and discuss more spe-
cific analytical results based on the so-called active Brownian
particle (ABP) model with an exponential correlation matrix.

V. LINEAR THEORY: THERMODYNAMICS

A. Effective entropy production

As described above, the dynamics of the variance in the
active model (11) can be mimicked exactly by the effective
passive model in (13) with an equilibrium bath at the time-
dependent temperature Teff (t ), as long as the latter does not
transiently turn negative. The noise intensity Deff (t ) and the
mobility 1/μ in Eq. (13) are thus related by the fluctuation-
dissipation relation Deff = μTeff . Recall that the variance
determines the average thermodynamics of the active engine
in terms of work, heat, and efficiency. In particular, due to our
interpretation of the thermodynamic variables, the (average)
performance of the active heat engine is the same as that
of a passive heat engine based on Eq. (13) and can thus be
taken over from the known thermodynamics of classical heat
engines [9,25,26]. In fact, such a (partial) thermodynamic
framework based on the first and second law of thermody-
namics is a crucial requirement for a consistent extension of
the conventional notion of efficiency to conditions far from
equilibrium.

For pedagogical reasons and for completeness, we gather
the explicit expressions that summarize the thermodynamics
of the linear active heat engine, here. The work reads

W (ti, tf ) = 1

2

∫ tf

ti

dt k̇(t )σ (t )︸ ︷︷ ︸
Ẇ (t )

= 1

2

∫ k(tf )

k(ti )
dk σ, (24)

and the exchanged total heat is given by

Q(ti, tf ) = 1

2

∫ tf

ti

dt k(t )σ̇ (t )︸ ︷︷ ︸
Q̇(t )

= 1

2

∫ σ (tf )

σ (ti )
dσ k. (25)

The cycle output work and input heat are still given by Eqs. (6)
and (7). Since k > 0, the latter now explicitly reads

Qin(tp, 0) = 1

2

∫ tp

0
dt kσ̇�(σ̇ ) (26)

A main result (to be derived below) is the explicit formulation
of the second law of thermodynamics in terms of the mapping
to the passive model. It states that the active engine has a
nonnegative total effective (in the sense of the mapping to the
passive model) entropy-production rate

Ṡeff
tot (t ) = μTeff(t ) σ (t )

[
2

σ (t )
− k(t )

Teff(t )

]2

� 0. (27)

Thermodynamically, the entropy production can always be
decomposed into the contributions

Ṡeff
tot (t ) = Ṡeff(t ) + Ṡeff

R (t ) (28)

due to the working substance itself and due to the entropy
change in the (effective) heat bath, respectively. Since, by
definition, the heat flow from/into an equilibrium heat bath is
reversible, the entropy change of the bath obeys the Clausius

043262-8



ACTIVE BROWNIAN HEAT ENGINES PHYSICAL REVIEW RESEARCH 2, 043262 (2020)

equality,

Ṡeff
R (t ) = − Q̇(t )

Teff (t )
= −k(t )σ̇ (t )

2Teff (t )
. (29)

For the system entropy, one merely has the weaker Clausius
inequality

Ṡeff (t ) � −Ṡeff
R (t ) = Q̇(t )/Teff (t ) . (30)

It can be turned into an equality if a quasistatic driving
protocol is employed, which then also optimizes the thermo-
dynamic efficiency of the active heat engine.

We now show how these results follow from the statistical-
mechanics description. First and foremost, note that the
linearity of Eq. (13) ensures that the stochastic process r(t )
is a linear functional of the Gaussian white noise ξ(t ). The
probability density for the particle position r = (x, y) at time
t is therefore also Gaussian, namely

peff (x, y, t ) = 1

πσ (t )
exp

[
− (x2 + y2)

σ (t )

]
, (31)

and can easily be seen to solve the Fokker-Planck equation

∂ peff

∂t
= ∇r · [μ∇rV (r) + Deff∇r]peff (32)

with ∇r = (∂x, ∂y). The corresponding Gibbs-Shannon en-
tropy

Seff(t ) = −
∫ ∞

−∞
dx

∫ ∞

−∞
dy peff ln peff = ln σ (t ) + ln π + 1

(33)

is thus solely determined by the variance σ (t ) of the PDF (31),
and therefore changes with the rate

Ṡeff(t ) = σ̇ (t )

σ (t )
. (34)

The second law in the form given in Eq. (27) now follows
by inserting Eqs. (29) and (34) into Eq. (28) and using
Eq. (15) for the time derivative of the variance in the form
σ̇ = 4μTeffσ (1/σ − k/2Teff ), after rearranging the resulting
terms.

To make the entropy production vanish, which corresponds
to the equal sign in Eqs. (27) and (30), one has to drive
the engine quasistatically. This amounts to setting σ̇ = 0 in
Eq. (18), which yields

σ (t ) = σ∞(t ) ≡ 2Teff (t )/k(t ) . (35)

For a quasistatic driving, the rates of change (29) and (34) of
the reservoir and system entropies also both vanish, since they
are proportional to the vanishing time derivative σ̇ = 0. How-
ever, this feature alone might not be enough for concluding
that the entire entropy

�Seff
tot (tp) =

∫ tp

0
dt ′Ṡeff

tot (t ′) (36)

throughout the whole cycle vanishes as tp → ∞, since it de-
pends on how large tp must be to ensure quasistatic conditions,
which in turn depends on the intrinsic relaxation behavior of
the working substance (in our case the trapped colloid) [52].

It is a consequence of the fluctuation-dissipation relation ful-
filled by the effective equilibrium model that the rates of
change (29) and (34) of the reservoir and system entropies
converge to each other fast enough that the whole quasistatic
cycle is reversible and (36) vanishes for large tp. We come
back to this issue in Sec. VI, where we analyze an explicit
model realization.

B. Efficiency bounds

For an arbitrary cycle, the Clausius inequality (30) can,
via standard manipulations [58], be rewritten in terms of the
quasistatic (qs) bounds for the output work Wout and efficiency
η, respectively,

Wout � W qs
out, (37)

η � ηqs � ηC = 1 − min(Teff )

max(Teff )
. (38)

According to the discussion in the previous section, these
conditions identically constrain the active heat engine. Given
any driving protocol for the variation of the control parameters
k(t ) and Teff (t ), etc., along the cycle, the largest output work
per cycle and the largest efficiency are thus attained for qua-
sistatic driving with tp → ∞. The ultimate (Carnot) efficiency
limit ηC for the active engine is thus reached in a quasistatic
Carnot cycle composed of two “isothermal” branches, with
constant Teff , interconnected by two “adiabatic branches,”
with constant entropy (33) and variance σ∞.

Similarly, the mapping to the passive model (13) implies
that the finite-time performance of the active heat engine is
the same as that of its effective passive replacement. For
convenience, we summarize some consequences of this ob-
servation, here. The quasistatic conditions, needed to reach
the upper bound ηC on efficiency exactly, imply infinitely
slow driving and thus vanishing output power. Naturally,
such powerless heat engines are uninteresting for practical
purposes [72], where only finite-time processes are relevant,
and, thus, other measures of engine performance have been
proposed. A prominent role among them plays the maxi-
mum power condition. Schmiedl and Seifert [25] showed that
overdamped Brownian heat engines deliver maximum power
if they operate in the so called low-dissipation regime [93].
Their analysis implies that the efficiency at maximum power
of the active heat engine is given by

ηMP = 1 −
√

min(Teff )

max(Teff )
. (39)

This result applies if the engine is driven along a finite-time
Carnot cycle composed of two isotherms of constant Teff and
two infinitely fast adiabatic state changes at constant σ , with
a suitable protocol for the trap stiffness k(t ) that minimizes
the work dissipated during the isothermal branches. We also
note that the maximum-power condition was investigated for
a specific class of active colloidal heat engines in Ref. [31].

Actual technical realizations of heat engines are usually
designed for a certain desired power output. Thus, even more
useful than the knowledge of the efficiency at maximum
power is the knowledge of maximum efficiency at a given
power. Like the former, the latter is, for a Brownian heat
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engine of fixed design, attained when operating in the low-
dissipation regime along a finite-time Carnot cycle [75,94,95].
The exact numerical and approximate analytical value of
the maximum efficiency at arbitrary power for our setting
can be obtained using the approach of Ref. [75]. Another
universal result, applicable to the active Brownian heat en-
gine, is that, for powers P close to the maximum power
P�, the efficiency increases infinitely fast with decreasing
P (i.e., |dη/dP|P→P� | → ∞) [50,75]. Therefore it is usu-
ally advantageous to operate heat engines close to maximum
power conditions [small δP = (P� − P)/P�], rather then ex-
actly at these conditions (δP = 0) [94]. Moreover, the results
of Refs. [75,94,95] show that ηC can be attained only in the
limit δP → 1, where either the power P completely vanishes,
or it is negligible with respect to the maximum power P�.
Recently, this insight led to a proposition of protocols yielding
very large maximum power, thus allowing Brownian heat
engines to operate close to (and practically with) Carnot’s
efficiency at large output power [72,73]. As discussed in the
following paragraph, active Brownian heat engines offer an
alternative route for achieving this.

In the following sections and in Appendix D, we explicitly
analyze a specific realization of an active heat engine to illus-
trate the merits and limitations of the mapping to the “passive
dynamics” (13), with an equilibrium bath.

VI. WORKED EXAMPLE: THE ABE MODEL

A. Model definition

To exemplify the above findings for a specific model, we
now consider the so-called ABP model. It is the standard
minimal model for a particle embedded into an equilib-
rium bath at temperature T but actively propelling with
velocity v(t ) = v(t )n(θ ) in the direction determined by the
diffusing unit vector n(θ ) at angle θ (t ). Encouraged by
experimental evidence [6,57,67] and in accord with the-
oretical studies based on a rigorous elimination of (fast)
active degrees of freedom [96,97], the ABP model with har-
monic confinement [Fig. 2(a)] has recently also been used
to model passive Brownian colloids embedded in an active
bath [Fig. 2(b)] [30,32,68–70]. Indeed, within the formalism
for a general additive noise outlined above, the ABP model
provides us with a simple realization of Eq. (11) in terms of a
trapped colloid driven by the nonequilibrium noise

η =
√

2D(t )ξ + v(t ) . (40)

Here the components of ξ = (ξx, ξy) are mutually indepen-
dent zero-mean unit-variance Gaussian white noises, but the
velocity term v prohibits a straightforward equilibrium inter-
pretation. It contributes an exponential term to the total noise
correlation matrix

Ci j (t, t ′) = 〈ηi(t )η j (t
′)〉 = δi j

[
2
√

D(t )D(t ′)δ(t − t ′) + 1

2
v(t )v(t ′) exp

{
−

∫ max(t,t ′ )

min(t,t ′ )
dt ′′ Dr(t

′′)
}]

. (41)

Such exponential memory has indeed also been found in
a weak-coupling model for a passive tracer in an active
bath [96,98]. Besides, it is often employed as a tractable model
for the complex correlations arising in strongly interacting
systems.

For the following, we assume that the translational dif-
fusion coefficient D(t ) obeys the Einstein relation D(t ) =
μT (t ), but do not constrain the rotational diffusion coefficient
Dr(t ) in the same way. The latter describes the free diffusion
of the particle orientation n on a unit circle and is incorporated
into the ABP equations of motion [65,99,100] through yet
another independent zero-mean unit-variance Gaussian white
noise ξθ , 〈ξθ (t )ξθ (t ′)〉 = δ(t − t ′). The ABP equations then
read

ṙ(t ) = −μkr(t ) + v(t ) +
√

2D(t )ξ(t ) (42)

θ̇ (t ) =
√

2Dr(t )ξθ (t ) . (43)

That the ABP model provides a proper nonequilibrium active
noise, as desired for Eq. (11), is not only apparent from
the two-time correlation matrix (41), which fixes the average
thermodynamics of the model in a way that is not consistent
with a fluctuation-dissipation relation. It is further manifest in
higher order correlation functions [101] that are sensitive to
the non-Gaussian character of the noise (40). As illustrated
in Appendix D, this for example allows for a bimodal dis-
tribution of the coordinates x and y, so that the ABP model
captures some of the generically non-Gaussian character of

nonequilibrium fluctuations, lost in another widely employed
active-particle model that represents the active velocity as an
Ornstein-Uhlenbeck process [66]. We note that these proper-
ties are essentially caused by the variable rotational noise ξθ

and persist in a constant-speed (v = const. �= 0) version of the
model.

To emphasize the paradigmatic character of the heat engine
described by the ABP Eqs. (42) and (43) with perdiodically
driven parameters k(t ), T (t ), v(t ), Dr (t ), we refer to it as the
ABE model. It involves three ingredients that can potentially
drive it far from equilibrium: (i) If the stiffness k(t ) changes
on time-scales shorter than the intrinsic relaxation time, the
particle dynamics is not fast enough to follow the protocol
adiabatically. (ii) If the rotational diffusion coefficient Dr is
not constrained by the Einstein relation, the rotational degree
of freedom can be considered connected to a second bath at a
temperature distinct from T . In general, connecting a system
to several reservoirs at different temperatures drives it out of
equilibrium. (iii) Finally, the velocity term in the Langevin
system is formally identical to a nonconservative force giving
rise to persistent currents that prevent equilibration.

B. Cyclic driving protocol

Our driving protocol involves a periodically modulated
stiffness k, reservoir temperature T , rotational diffusion co-
efficient Dr, and active velocity v. We let the system evolve
towards the limit cycle, where we analyze its performance.
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FIG. 3. The driving protocol of the ABE [(a)–(d)] and the ef-
fective temperature (e) that maps it to a passive model: (a) trap
stiffness, (b) bath temperature, (c) rotational diffusion coefficient,
and (d) active velocity, all as functions of time during the limit cycle.
The full blue line in (e) depicts the effective temperature Teff(t ) of
Eq. (51), the dashed line its limit (52) for a quasistatic (infinitely
slow) driving. Parameters used: tp = 1, k< = 5, k> = 5.5, T> = 2,
T< = 1, D>

r = 0.055, D<
r = 0.05, v> = 4, v< = 0, and μ = 1.

While the following theoretical discussion applies to arbitrary
periodic driving, we exemplify our results with a specific
Stirling-type protocol that mimics the experimental setup of
Ref. [6] (see Fig. 3). It consists of four steps of equal duration
(tp/4):

(i) “Isothermal” compression A → B: the stiffness k
increases linearly from k< to k> at constant noise strength cor-
responding to the temperature T = T< and activity {Dr, v} =
{D<

r , v<}.
(ii) “Isochoric” heating B → C: the noise strength

{T, Dr, v} increases linearly from {T<, D<
r , v<} to

{T>, D>
r , v>} at constant stiffness k = k>.

(iii) “Isothermal” expansion C → D: the stiffness de-
creases linearly from k> to k< at constant noise strength
{T>, D>

r , v>}.
(iv) “Isochoric” cooling D → A: the noise strength de-

creases back to its initial value at constant stiffness k = k<.
Note that the “isothermal” state changes are characterized

by constant bath temperature and activity, which in general
corresponds to a varying effective temperature [see Fig. 3(e)].
As explained in Secs. II B and V A, the engine consumes (per-
forms) work when k̇ > 0 (k̇ < 0), i.e., from A → B (C → D)
as a standard Stirling engine. On the other hand, heat is ab-
sorbed (emitted) from (to) the reservoir when σ̇ > 0 (σ̇ < 0)

and the corresponding portions of the cycle might be different
than for the standard Stirling engine, depending on the behav-
ior of the variance σ .

C. Variance dynamics in the limit cycle

During the limit cycle, which is attained at late times, the
dynamics of the variance σ (t ) = 2σx(t ) = 2σy(t ) [due to the
symmetry of Eq. (42)] is for arbitrary time-periodic driving
governed by the two coupled ordinary differential equations

Ḣ (t ) = −[μk(t ) + Dr(t )]H (t ) + v(t ), (44)

σ̇ (t ) = −2μk(t )σ (t ) + 4D(t ) + 2v(t )H (t ) . (45)

Here, the term 2D(t ) + v(t )H (t ) determines the long-time
time-periodic behavior of the average 〈r(t ) · η(t )〉. See
Appendix A for details of derivation of Eqs. (44) and (45).
Their general solution reads

H = H0e−F (t,0) +
∫ t

0
dt ′ v(t ′)e−F (t,t ′ ), (46)

σ = σ0e−2K (t,0) + 4
∫ t

0
dt ′ Deff(t

′)e−2K (t,t ′ ) (47)

with functions K (t, t0) = μ
∫ t

t0
dt ′k(t ′), F (t, t0) = K (t, t0) +∫ t

t0
dt ′Dr(t ′), and Deff(t ) = D(t ) + v(t )H (t )/2. The constants

H0 =
∫ tp

0 dt ′ v(t ′)e−F (tp,t ′ )

1 − e−F (tp,0) , (48)

σ0 = 4

∫ tp
0 dt ′ Deff(t ′)e−2K (tp,t ′ )

1 − e−2K (tp,0) (49)

secure the time-periodicity of the solution and thus they are
fixed by the conditions H (tp) = H (0) and σ (tp) = σ (0).

Quasistatic conditions correspond to slow driving relative
to the relaxation times τH = 1/(μk + Dr ) and τσ = 1/(2μk)
for H and σ , respectively. That allows the dynamics of the
functions H and σ to be regarded as relaxed, Ḣ = σ̇ = 0,
from which one gets the quasistatic variance

σ (t ) → σ∞(t ) ≡ 2

k

(
T + v2

2μ

1

kμ + Dr

)
. (50)

The leading correction in the driving speed is derived in
Appendix B. Conversely, if the driving is fast relative to the
relaxation times τH and τσ , the colloid cannot respond to the
changing parameters k, T , v and Dr, and its variance is given
by Eq. (50) with time-averaged parameter values.

At intermediate rates, the complete expression (47) has
to be used. To make sure that we calculate the nested inte-
gral correctly, we cross-check the obtained results with two
independent methods, Brownian Dynamics (BD) simulations
and numerical solutions [102]. The finite-time variances fol-
low the quasistatic ones like carrot-chasing donkeys, i.e., the
variance decreases (increases) if it is larger (smaller) than the
stationary value σ∞ corresponding to the given value of
the control parameters, cf. Figs. 4(b)–4(d). The discrepancy
between the quasistatic and the finite-time predictions in-
creases for faster driving and moreover grows with the activity
ratio v>/v<. As intuitively expected, and suggested by the
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FIG. 4. Positional variance σ (t ) = 〈r · r〉 over time for the pro-
tocol shown in Fig. 3. Increasing activity v> = 0, 2, 4 yields an
increasing variance σ . (a) Brownian dynamics (BD) simulations of
the relaxation to the limit cycle. [(b)–(d)] The dynamics on the limit
cycle in BD simulations (solid green), numerical solutions [102]
(dot-dashed black), and from the analytical formula (47) (dotted
red), shows perfect agreement, despite considerable distance from
the quasistatic limit (50) (broken blue lines).

role of v in Eq. (45), larger active velocities lead to larger
variances.

D. Effective temperature

Comparing Eqs. (15), (18), and (45), we find for the effec-
tive temperature of the ABE on the limit cycle

Teff(t ) = Deff(t )

μ
= T (t ) + v(t )H (t )

2μ
. (51)

Its value is always larger than the bath temperature T . Apart
from the latter, it also depends on the activity v, mobility μ,
trap stiffness k, and rotational diffusion coefficient Dr . All
the parameters, except for T , enter Teff indirectly, and in a
complex way, through the differential equation (44) for H .
The effective temperature thereupon acquires the characteris-
tic relaxation time, τH = (μk + Dr )−1. Its quasistatic limiting
form (19) explicitly reads

Teff (t ) → T ∞
eff (t ) ≡ kσ∞

2
= T + v2

2μ

1

kμ + Dr
. (52)

The effective temperature possesses several counter-
intuitive features. First, in case of periodically modulated
activity or trap stiffness, it varies in time, even if the bath

temperature is held constant. Moreover, due to its dynamical
nature and finite relaxation time, it generally does so even
when the parameters T , v, Dr, and k are held constant. Hence,
to realize a proper (effectively) isothermal process with con-
stant Teff , one has to carefully tune the control parameters.
This is most easily achieved under quasistatic conditions, as
demonstrated in Fig. 3(e). There we plot the effective temper-
ature (51) (full blue line) and also its quasistatic limit (52),
which would be obtained at very slow driving (black dotted
line). For the chosen parameters, the quasistatic effective tem-
perature (52) runs approximately along a Stirling cycle, in
accord with the temperature T (t ) and activity v(t ) [Figs. 3(b)–
3(d)]. Conversely, the finite-time effective temperature (51)
exhibits substantially different behavior.

Before going into more details, we now outline three ther-
modynamically consistent interpretations of the ABE model
and derive the corresponding entropy productions. In the
discussion of quasistatic and finite-time performance of the
engine in Secs. VIII A and VIII B, respectively, we utilize
these entropy productions as examples of variables that are not
captured by the effective-temperature mapping (13). Another
example is the full distribution of the particle position, which
we discuss in Appendix D.

VII. ABE ENTROPY PRODUCTION

As a genuinely nonequilibrium system, any active heat
engine always produces entropy, even if operated infinitely
slowly. However, how much of that entropy we can (or care
to) track depends on our experimental resolution (and inter-
pretation of the engine).

A. User perspective

On the coarsest level of description, which might be
adopted by a user of the heat engine, only the supplied heat
and the harvested output work matter. Their ratio is the natu-
ral measure of efficiency, which is bounded by the optimum
(Carnot) efficiency determined by the effective temperature
Teff. As we have discussed, this temperature can experimen-
tally be measured for the model of a trapped Brownian
particle, namely by a device sensible to the variance σ of the
particle position; see Fig. 5(a). The thermodynamics of the
active heat engine is thereby mapped to that of an ordinary en-
gine with an equilibrium bath and obeys the same limitations.
Accordingly, the user would conclude that the total dissipated
cycle entropy

�Seff
tot =

∫ tp

0
dt Ṡeff

tot =
∫ tp

0
dt Ṡeff

R (53)

is given by the net entropy change per cycle in the bath, which
thus solely controls the degree of irreversibility of the cycle.
To compute the latter, the user would resort to the expression
given in Eq. (29) of Sec. V A, namely,

Ṡeff
R = −Q̇/Teff ≡ Q̇eff

dis/Teff . (54)

Since the particle dynamics is modelled within an overdamped
Stokes approximation, the corresponding “effective” dissipa-
tion Qeff

dis to the effective equilibrium bath is straightforwardly
given by the force acting on the particle times its velocity
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FIG. 5. Different levels of control over the system imply dif-
ferent changes in the bath entropy. (a) Mere “users” of an active
heat engine are only concerned with its thermodynamic input/output
characteristics. They judge reversibility and entropy changes with
respect to an effective equilibrium bath (red particles) at a fictitious
temperature Teff larger than the temperature T of the background
solvent [yellow particles in (b) and (c)]. More detailed knowledge
about the engine’s internal working substance (here the ABP par-
ticle) and its dynamics uncovers the nonequilibrium character of
the system, which depends on the time-reversal properties of its
dynamics [35,36]. If the active velocity v in the ABE results from
dragging or pushing the particle through the liquid by an external
force F (b), the particle behaves like a sailboat and the change in bath
entropy obeys Eq. (59). If the particle is self-propelled or advected by
the surrounding liquid with velocity v like a surfboard (c), the bath
entropy obeys Eq. (60).

(averaged)

Q̇eff
dis = −〈∇rH · ṙ〉 = −k(t )σ̇ (t )/2. (55)

Importantly, the user is not concerned with other details of
the nonequilibrium bath than the variance σ and the effective
equilibrium temperature Teff it provides. He would thus adopt
the above expressions for arbitrary noise in Eq. (11), regard-
less of the underlying physics of the bath. For the specific
ABE realization of the active heat engine, these expressions
can explicitly be evaluated using Eqs. (45), (47), and (51).
This notion of entropy production, directly derived from the
notion of system entropy consistent with the second law for
the supplied heat and the harvested output work, is the only
one to safely yield efficiency bounds compatible with conven-
tional definitions. It is thus arguably the most pertinent one in
the context of active heat engines.

B. Trajectory perspective

In contrast to the above user, a heat engineer would pos-
sibly consider the engine at a higher resolution and have
access to the individual stochastic trajectories of the particle

position generated by Eq. (11). Thereby, she could uncover
the nonequilibrium character of the active heat bath, which
dissipates energy even if the engine operates under quasistatic
conditions. To this end, she could evaluate the dissipation
per cycle in the form 〈ln PF(�)/PR(��)〉, exploiting a rela-
tion often referred to as local detailed balance condition. It
relates the symmetry breaking between the path probabilities
PF(�) and PR(��) for paths � and their time-reversed images
�� to dissipation. (For more details, see Appendix C and
Refs. [103,104].) The method can in principle be applied re-
gardless of the physics underlying the noise term in Eq. (11), if
one can observe or otherwise guess the time-reversed dynam-
ics. See Ref. [104] for an example of a successful application
of such a strategy to biological systems. In general, this will
however technically require assumptions or knowledge of the
time-reversed noise dynamics, i.e., microscopic information
beyond that of the stochastic (forward) trajectories of the
particle position. Such information is seldom available out-
side the realm of detailed models of the mesoscopic physics.
For specificity, we therefore now consider explicitly the ABE
model, based on the concrete ABP model.

C. ABP perspective: sailboats versus surfboards

For ABP’s, the noise η comprises the (time-symmetric)
equilibrium white noise

√
2Dξ together with the active

propulsion v. The colloid could be a randomly (self-) pro-
pelled active particle or a schematically modeled passive
tracer in an active bath [6,30]. In any case, its active velocity
v is due to a dissipative process and admits two alterna-
tive interpretations, depending on its presumed time-reversal
properties [35,36]. Namely, it can be understood as a Stokes
velocity caused by an external (random) force v(t )/μ, the
so-called swim force. This very common interpretation, de-
picted in Fig. 5(b), treats the particle like a sailboat blown
around by erratic winds, which is why we refer to it as the
“sailboat” interpretation. Or, in a second interpretation, de-
picted in Fig. 5(c), the active term v(t ) can be interpreted
as the actual swim velocity of a microswimmer that either
“sneaks” through the quiescent background solvent by an
effective phoretic surface slip v(t ) [46,105,106] or is passively
advected by a local flow field v(t ) [107,108]. We refer to it
as the “surfboard” interpretation. It treats v(t ) as a proper
dynamic velocity as opposed to the disguised force in the
sailboat interpretation. Upon time reversal, forces usually do
not change the sign, while velocities do. The detailed balance
condition then implies that the rate of entropy change in the
bath reads

Ṡ±
R = Q̇±

dis/T , (56)

for sailboats (+) and surfboats (−), respectively [109–111].
The corresponding dissipation rates are

Q̇+
dis = 〈(v/μ − ∇rH) · ṙ〉 = Q̇eff

dis + v2/μ − 〈∇rH · v〉 ,

(57)

Q̇−
dis = 〈−∇rH · (ṙ − v)〉 = Q̇eff

dis + 〈∇rH · v〉 . (58)

We refer to Appendix C for details of the formal derivation,
and discuss these results on a physical basis. In the dissipation
rate Q̇+

dis for sailboats, the swim term is added as an additional
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force (intuitively the wind drag) to the potential force. In con-
trast, for surfboards, it is subtracted from the particle velocity
corresponding to a reformulation of the equation of motion in
a frame that is freely co-moving with the flow velocity v(t ).

Since Q̇+
dis(t ) and Q̇−

dis(t ) have different reference points
(vanishing for sailboats blown against the quay and surfboards
floating freely with the surf, respectively), the two dissipation
rates can not generally be ordered according to their magni-
tude for the ABE, where both situations may (approximately)
be encountered along the cycle. Also note that the detailed
balance condition imposes that the heat is dissipated in the
background solvent at temperature T (t ), which is natural
from the point of view of the ABP model. As a conse-
quence, also different amounts of entropy production will be
assigned to the self-propulsion, dependent on the chosen ABP
interpretation.

They can both be understood as composed of the effec-
tive dissipation Qeff

dis(t ) over the solvent temperature T (t ) �
Teff(t ), plus some extra (manifestly active) entropy production
due to the particle’s excursions off the surf or off the quay,
respectively,

T Ṡ+
R = Q̇eff

dis + v2/μ − 2μk(Teff − T ) , (59)

T Ṡ−
R = Q̇eff

dis + 2μk(Teff − T ) , (60)

were we used 〈∇rH · v〉 = k〈r · v〉 = k〈r · (η − √
2D(t )ξ)〉 =

2μk(Teff − T ), which follows from Eqs. (14) and (40). In
the second case (surfboards), the additional propulsion con-
tribution to the entropy production beyond Ṡeff

R is manifestly
positive, since Teff � T . Intuitively, this is because any failure
to float with the flow gives rise to dissipation. In the first case
(sailboats), the minimum condition for Ṡeff

R can only be guar-
anteed under quasistatic conditions. Intuitively, the “wind”
may otherwise transiently prevent dissipation by “arresting
the sailboat at the quay.”

While the derivation of the expressions (59) and (60) re-
lies on a deeper knowledge of the system dynamics than the
behavior of the variance, it is worth noting that σ (t ) is still suf-
ficient for their evaluation. The dynamics of the variance thus
suffices to evaluate the “total” entropy �S±

tot (tp) = S±
R (tp) =∫ tp

0 dt Ṡ±
R produced per cycle of the operation of the ABE. In

contrast, the change in the system entropy

S(t ) = −
∫ ∞

−∞
dx

∫ ∞

−∞
dy

∫ 2π

0
dθ p ln p , (61)

which vanishes for a complete cycle but is necessary for eval-
uating the total entropy change within the cycle, �S±

tot (t ) =
S±

R (t ) + S(t ) − S(0), depends on the full probability distribu-
tion p(x, y, θ, t ) for the position of the particle at time t . The
latter obeys the Fokker-Planck equation

∂ p

∂t
=

(
∇r · [μ∇rH(r) − v] + D∇2

r + Dr
∂2

∂θ2

)
p (62)

corresponding to Eqs. (42) and (43). One can calculate the
PDF p(x, y, θ, t ) either numerically, from Eq. (62), or using
BD simulations of Eqs. (42) and (43) (see Appendix D for a
detailed discussion of the results). The system entropy S(t ) is
thus the only variable of our thermodynamic analysis which

generally cannot be calculated using the mean square dis-
placement σ alone.

The above results are suitable to fully quantify the en-
gine’s thermodynamic performance. In the following section,
we evaluate the derived expressions and discuss their generic
properties.

VIII. ABE PERFORMANCE

In this section, we first focus on the quasistatic regime of
operation of the ABE, where we demonstrate in more detail
some peculiarities connected with the unintuitive behavior of
the effective temperature. For vanishing entropy productions
�S±

tot, as defined in the previous section, the nonequilibrium
ABE bath is seen to admit a representation as an equilibrium
bath. Then, we consider finite-time effects onto the perfor-
mance of the ABE, and the additional entropy production due
to the nonquasistatic operation.

A. Quasistatic regime

In the quasistatic regime, the engine dynamics in terms
of the variance σ (t ) and the effective temperature Teff (t ) are
given by Eqs. (50) and (52), respectively. They thus depend
merely parametrically on the driving k(t ), T (t ), Dr (t ), and
v(t ). The effective entropy production �Seff

tot (27) then van-
ishes, and the (effective) efficiency of the ABE is given by
the classical result evaluated in terms of the stiffness k(t ) and
temperature Teff (t ). In particular, a quasistatic cycle consisting
of two branches with constant Teff and two adiabats will thus
operate with Carnot efficiency ηC (38). Equivalently, realizing
a Stirling cycle in terms of k(t ) and the effective temper-
ature Teff (t ) will result in the (effective) Stirling efficiency
ηC ln a/(ηC + ln a) with a = min(k)/max(k) [30]. And one
could deal similarly with other thermodynamic cyclic pro-
tocols. However, using the simplifying analogy with the
effective equilibrium bath, one should make sure to actually
use k(t ) and Teff (t ) as control parameters and not simply rely
on an intuition about the behavior of the effective temperature
based on the background solvent temperature T , activity v and
rotational diffusivity Dr . Indeed, as mentioned in Sec. VI D,
what is a Stirling (or Carnot) cycle in terms of the effective
temperature can be quite different from the one defined in
terms of T , v, and Dr. To quantify the difference, it is useful
to introduce the parameter

K(t ) ≡ kμ/Dr (63)

which compares the characteristic timescales D−1
r and (kμ)−1

for relaxation of the orientation θ and the position r, re-
spectively. The quasistatic effective temperature (52) can be
written as

Teff (t ) = T + v2

2μDr

1

1 + K . (64)

Only in the limiting cases K → 0 and K → ∞, a naive
quasistatic isothermal process (constant temperature T , ac-
tivity v, and rotational diffusivity Dr and variable stiffness
k) corresponds to an effective equilibrium isothermal process
(constant Teff ).
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Despite the equilibrium analogy, the bath actually cor-
responds to a driven system with its apparent equilibrium
characteristics actively maintained by some dissipative pro-
cesses. So even for quasistatic operation of the engine, closer
inspection reveals this nonequilibrium nature of the bath. In
particular, the sailboat/surfboard interpretations of the parti-
cle motion will reveal some of this entropy production, since

T Ṡ±
R = Q̇eff

dis + v2

μ

1

1 + K±1
� Q̇eff

dis (65)

and thus �S±
tot � �Seff

tot = 0.
For strong confinements, K 
 1, the active dynamics is

highly persistent on the confinement scale, so that the par-
ticle moves quasiballistically in the potential. The effective
temperature Teff is therefore given by the temperature of the
equilibrium solvent T , which is the only remaining source
of noise. Using the sailboat interpretation of the ABP (for
which v is interpreted as as an external force), we find that
�S+

tot = �Seff
tot = 0 since the sailboat is trapped in a quay. The

sailboat interpretation is thus consistent with the notion that
the ABE operates reversibly. In contrast, a trapped surfboard
(for which v is interpreted as a velocity) is inhibited from
moving with the surf, leading to dissipation: �S−

tot = �Seff
tot +∫ tp

0 dt v2(t )/μ = ∫ tp
0 dt v2(t )/μ > 0.

For weak confinements, K � 1, the particle’s active mo-
tion randomizes on the confinement scale so that it can
be subsumed into the δ-correlated noise (40) via the ef-
fective temperature and the corresponding noise correlation
matrix Ci j (t, t ′) = 2

√
Deff (t )Deff (t ′)δi jδ(t − t ′). Its dynamics

mimics Brownian motion in an effective equilibrium bath
maintained at the (stiffness-independent) temperature Teff =
T + v2/(2μDr ). In this case, confinement and random active
motion interfere in such a way that both the sailboat and
surfboard interpretations can detect the positive entropy pro-
duction, �S±

tot > �Seff
tot = 0, and the actual irreversibility of

the operation. Only by imposing the additional limit v2 �
2μDrT , when the rotational motion completely obliterates
the active swimming so that Teff = T , surfboards cease to
be bothered by the confinement and no longer dissipate, i.e.,
�S−

tot = 0. In the sailboat interpretation, the release of the
boat from the tug of war with the quay instead results in
a complete waste of the efforts of the external swim force
to haul the particle around in an enhanced random motion.
The corresponding dissipation of the fully released sailboat
thus precisely matches that of a fully trapped surfboard:
�S+

tot = ∫ tp
0 dt v2(t )/μ > 0.

For intermediate values of K, the effective temperature
depends on the stiffness k(t ) and the (traditional) definition
of heat input along an individual step of the driving protocol
may not actually yield the correct interpretation. It then also
fails to yield a consistent measure of efficiency. Instead, one
should carefully reconsider what is the actual heat input, based
on Eq. (26). Heat thus flows into the system whenever the
variance σ—and thus the effective system entropy (33)—
increases, and vice versa.

To illustrate this point, recall the definition of the Stirling
cycle in Sec. VI B. The standard Stirling cycle consists of
two isochores (constant trap stiffness k) and two isotherms
(constant solvent temperature T ). Therefore it forms a rect-
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FIG. 6. Two quasistatic (generalized) Stirling cycles in terms of
the trap stiffness k(t ) and variance σ (t ) of the particle positions
ABCD and ABB̃CDD̃. (The corresponding energy flows are evalu-
ated in Fig. 7.) (a) In the standard Stirling cycle ABCD, the heat flows
from the bath into the system along the isochor BC and isotherm
CD (Q̇ = kσ̇ /2 > 0), and from the system into the bath otherwise
(Q̇ < 0). (b) In the “nonstandard Stirling” cycle ABB̃CDD̃, the heat
flow reverses (outflow along BB̃, inflow along B̃C) along the iso-
choric branch BC = BB̃C and similarly for the isochor DA = DD̃A.
The output works Wout = ∫ tp

0 σdk/2 of the individual cycles are given
by the areas they enclose. Similarly, heat input and output can be
visualized as areas below the curves.

angle in a k-T diagram, translating to a shape similar to the
ABCD cycle in Fig. 6, in a k-T/k diagram. Actually, Fig. 6 is
slightly more general, as it shows two possible interpretations
of the quasistatic ABE-Stirling cycle in a k-Teff/k diagram.
The “standard” protocol ABCD corresponds to the evolution
of the thermodynamic variables as depicted in Fig. 7(a). Note
that they, in turn, evolve strictly monotonically or remain
constant during the individual steps of duration tp/4. Hence,
during a single step, heat is either only absorbed or only
released by the system, and it is possible to write the input
heat as Qin = QBC + QCD, where QXY is the amount of heat
absorbed between the points X and Y . Which corresponds to
the conventional practice for a Stirling cycle.

Consider next the cycle ABB̃CDD̃ corresponding to
Fig. 7(b). In this case, the system releases heat during the seg-
ment BB̃ (σ decreases from σB to σB̃), but absorbs heat during
the remainder of the state change BC (σ increases from σB̃
to σC). A similar situation occurs also at the end of the cycle.
Hence, the conventional shorthand notion of heat input as heat
exchanged between the system and the reservoir during an
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FIG. 7. Energy flows for the quasistatic Stirling cycles depicted
in Fig. 6. Net work and heat W , Q = Qin + Qout, heat influx and
outflux Qin, Qout, and internal energy change �U ≡ 〈H(t ) − H(0)〉,
as defined in Secs. II B and V A, are traced out as functions of time
during a quasistatic cycle of duration tp = 100 significantly larger
than the relaxation times τH = 1/(μk + Dr ) and τσ = 1/(2μk) for
Teff and σ , respectively. (a) v> = 4. (b) v> = 500, v< = 50, D>

r =
500, and D<

r = 5; other parameters as in Fig. 3.

entire step of the cycle is not appropriate, in this case. Instead,
one has to use the definition (7), also utilized in Fig. 7. The
dashed red, dashed yellow and full blue lines in Fig. 7(b) in
the time interval from t = 25 to 50, also serve to illustrate
the differences in the heat balance. For a further treatment of
efficiency of Stirling engines operating in contact with active
baths in the quasistatic regime, we refer to Ref. [30].

B. Finite-time performance

Let us finally investigate the most complex case of non-
quasistatic cycles for which the protocol from Sec. VI B is
imposed with cycle durations tp significantly shorter than
the internal relaxation times τH = 1/(μk + Dr ) and τσ =
1/(2μk) for Teff and σ , respectively. The ABE model provides
full control over the finite-time thermodynamics. To check
our analytical results for the variance given in Sec. VI C, we
compared it to direct numerical solutions of the equations of
motion via the matrix numerical method of Ref. [102], and
found perfect agreement. We also note that the new features
observed in the analytical results for the toy model are generic,
and should qualitatively also be observed for other heat en-
gines in contact with nonequilibrium reservoirs.

The hallmark of nonquasistatic operation of any thermody-
namic heat engine is the observation of a net entropy increase

0
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FIG. 8. Evolution of the various entropies discussed in the text
as functions of time during the limit cycle, depicted in Fig. 3, with
v> = 4. (a) “Total” ABE entropy changes �S+

tot for “sailboats”, (red
dashed line), �S−

tot (t ) for “surfboards” (yellow dot-dashed line), both
from Sec. VII C, and the effective entropy change �Seff

tot (t ) from
Eq. (36) (solid blue line). (b) shows corresponding changes in the
reservoir entropy �S+

R (t ) from Eq. (59) (red dashed line), �S−
R (t )

from Eq. (60) (yellow dot-dashed line), and �Seff
R (t ) from integrating

Eq. (29) (solid blue line), and panel c) in the system entropy �Seff (t)
from Eq. (66) (solid blue line) and �S(t ) from Eq. (67) (red dashed
line).

during the cycle. Therefore Fig. 8 depicts the individual en-
tropy changes defined in Secs. V A and VII as functions of
time during the limit cycle. Panel (a) shows that both the total
effective entropy change �Seff

tot (t ), measured by the ABE user,
and the total ABE entropy changes �S±

tot (t ), corresponding to
the sailboat and surfboard interpretations, are nondecreasing
functions of time. They thus meet the expectation for valid to-
tal entropies according to the second law of thermodynamics.
It is noteworthy, that the ABE entropy changes �S±

tot (t ) are
larger than the effective entropy change �Seff

tot (t ), at all times,
even during the first part of the cycle, given by t ∈ (0, 0.25),
where the active velocity v vanishes.

As gleaned from the panel (b), the rates of entropy change
in the bath, with Ṡeff

R given by Eq. (29) and Ṡ±
R (t ) given by

Eqs. (59) and (60), are in that case all equal. The inequal-
ity �Seff

tot (t ) < �S±
tot (t ) is then solely caused by the different

changes of the system entropy

�Seff (t ) = Seff (t ) − Seff (0) = ln
σ (t )

σ (0)
, (66)

�S(t ) = S(t ) − S(0), (67)

shown in the panel c), with Seff (t ) and S(t ) given by Eqs. (33)
and (61), respectively. For the remaining time [t ∈ (0.25, 1)]
of the cycle, even the changes in the bath entropies �S±

R (t )
of the ABE are larger than �Seff

R (t ). While Ṡ−
R (t ) � Ṡeff

R (t )
and Ṡ±

tot � Ṡeff
tot always hold, we find that Ṡ+

R (t ) < Ṡeff
R (t ) is not
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FIG. 9. (a) Efficiency and (b) power output, both from Eq. (8),
and (c) total entropy production as functions of the maximum active
velocity v> for the protocol from Fig. 3. (c) �S−

tot (yellow dashed),
�S+

tot (red dot-dashed), and �Seff
tot (solid blue), all from Eq. (68).

ruled out (detailed data now shown). The figure also corrob-
orates the periodicity of the system entropies Seff (t ) and S(t ),
so that the total entropy changes �Seff

tot (tp) and �S±
tot (tp) per

cycle are solely determined by the (per cycle) entropy changes
�Seff

R (tp) and �S±
R (tp) in the bath, as it should be.

To study the influence of activity on the ABE performance,
in Fig. 9, we fix all the parameters according to Fig. 3 and vary
the maximum active velocity v>. For small values of v>, the
efficiency is decreased by the activity, while for large values
of v> it is increased, and eventually attains a constant maxi-
mum value. This behavior can be understood as follows. The
efficiency of the heat engine quite generally increases with
the largest difference in the effective temperature max (Teff ) −
min (Teff ), similarly as in the Carnot formula. Even beyond the
quasistatic regime one expects that the effective temperature
is qualitatively described by Eq. (52). For small values of
v>, Eq. (52) implies that the temperature difference can be
decreased by variations of the rotational diffusion coefficient,
depicted in Fig. 3(c), while it increases with v> for large v>.
More intuitive behavior is observed for the power [Fig. 9(b)]
and the entropy productions �Seff

tot and �S±
tot [Fig. 9(c)] that

monotonically increase with v>.
Finally, we assess the effect of the finite-time driving on

the ABE operation. Specifically, in Fig. 10, we depict per-
formance of the ABE as function of the cycle duration tp
for three values of the maximum active velocity v>. In panel
(a), the efficiency monotonously increases with increasing tp
and eventually reaches the quasistatic limit (the red line).
Notably, whether the efficiency is increased or decreased by
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FIG. 10. (a) Efficiency, (b) output power, (c) output work, de-
fined in Sec. II B, and (d) total entropy production for v> = 0
(dot-dashed lines), v> = 2 (dashed lines), and v> = 4 (solid lines)
as functions of cycle duration tp. The inset in (c) magnifies the initial
part of the plot for tp ∈ [10−3, 10−1]. (d) �S−

tot (yellow), �S+
tot (red),

and �Seff
tot (blue); all according to Eq. (68). Other parameters as in

Fig. 3.

the bath activity depends on the cycle duration, as evidenced
by the dashed and solid lines wandering above and below
the dot-dashed line. Namely, apart from enhancing the output
work and power [panels (b) and (c)], the activity also pro-
vides an increased heat flow into the system. As expected, the
output power vanishes for large cycle durations and exhibits
a maximum for a certain value of tp. On the contrary, the
output work is, for large cycle times, an increasing function
which converges to the quasistatic value, which monotonously
increases with v>. Interestingly, for 10−2 � tp � 10−1, the
output work exhibits a shallow negative excursion as revealed
by the blowup in the inset. This implies a lower bound tp ≈
10−1 on the cycle duration, below which the system ceases to
operate as a heat engine.

As can be observed in Fig. 10(d), for small and large
cycle durations, the cycle-time dependence of the total en-
tropy productions �Seff

tot (tp) and �S±
tot(tp) exhibits asymptotic

power-law behavior. Taylor expansions of the total entropy
productions in tp and 1/tp, respectively, give �S±

tot ∝ �Seff
tot ∝

tp for short tp and �S±
tot ∝ tp for v �= 0, and �Seff

tot ∝ 1/tp
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regardless of v, for long tp. To be more specific, all the total
entropy productions in question assume the form

�Sz
tot = −

∫ tp

0
dt

1

T (t )
(Q̇ + F )(t ), (68)

where T = Teff and F = 0 for z = eff, T = T and F =
−2μk(Teff − T ) for z = −, and T = T and F = 2μk(Teff −
T ) − v2/μ for z = +. For fast driving of the engine, (tp
much smaller than the intrinsic relaxation times), the col-
loid cannot react to the changing driving and settles on a
time-independent state corresponding to a mean value of the
driving. Hence, Eq. (68) can be approximated for all z by
�Sz

tot ≈ −tp(Q̇ + F )/T , where the integrand is evaluated us-
ing the time-independent state attained for tp → 0.

For slow driving (tp much larger than the intrinsic re-
laxation times), the colloid attains its steady state (50)
independent of the cycle duration tp. Substituting the inte-
gration time t in Eq. (68) by the dimensionless time τ = t/tp
yields

�Sz
tot = −tp

∫ 1

0
dτ

1

T̃ (τ )

(
1

tp

dQ̃(τ )

dτ
+ F̃ (τ )

)
, (69)

where T̃ (τ ) = T (τ tp), Q̃(τ ) = Q(τ tp), and F̃ (τ ) = F (τ tp).
The effective total entropy production �Seff

tot vanishes in the
limit tp → ∞, and thus the leading contribution in Eq. (69)
is expected to be of order 1/tp. Indeed, expanding under the
integral, we obtain (for F = 0)

1

T̃
dQ̃

dτ
≈ d

dτ
ln σ∞ + 1

tp
C. (70)

Since the first term represents a total derivative, the cor-
responding loop integral vanishes and what remains is the
correction C/tp with a tp independent constant C. For z = ±,
the leading contribution to the integral (69) is simply de-
termined by the nonzero value of limtp→∞ F and thus we
find �S±

tot ∝ tp for large tp. For v = 0, all three definitions
of entropy production are equivalent since then T = T = Teff

and F = 0. This proves the scalings found in Fig. 10(d).

IX. CONCLUSION AND OUTLOOK

We argued on a very general basis that energy extracted
from nonequilibrium reservoirs by cyclically operating en-
gines qualifies as heat only if there exists a precise mapping
to an equivalent cycle with an equilibrium bath at a time-
dependent effective temperature, which yields the same power
and efficiency. We have discussed the most general setting
when such a mapping always exists and explained that engines
which do not allow for a consistent definition of effective
temperature should rather be understood as (possibly loss-
making) work-to-work converters than heat engines. A benefit
of the effective-temperature mapping is that conventional
bounds on both the finite-time and the quasistatic thermo-
dynamic performance of machines, especially heat engines,
become applicable to those with nonequilibrium (active)
baths [6,30–32]. As a part of our discussion, we have therefore
been able to provide a new perspective on recent claims of
surprisingly high Stirling efficiencies (surpassing the second
law bound corresponding to infinite temperature steps) in

a bacterial heat engine that was experimentally realized by
Krishnamurthy et al. [6].

To exemplify the general findings, we have derived a sim-
ple strategy to map the average thermodynamics of a linear
Langevin system with arbitrary additive noise to an effective
equilibrium system. The mapping is based on the matching of
the dynamical equations for the second moment of position,
which happens to determine the (average) energetics. It is
valid for arbitrary protocols imposed by the time-dependent
model parameters. In the quasistatic limit, the (generally
time-dependent) effective temperature Teff (t ) (14) that accom-
plishes the mapping recovers the known expression (19).

We have further exemplified these somewhat abstract gen-
eral notions by a fully worked example of a specific engine
design that we call the ABE, since the particle dynamics
is based on the well-known active Brownian particle (ABP)
model. Our qualitative conclusions should carry over to other
designs, though. In particular, we find that the explicitly
computed effective temperature Teff has some nonintuitive
features. (i) During the limit cycle, which is attained by the
ABE at long times, it obeys a first-order differential equation
and thus acquires some time dependence Teff (t ) with a techni-
cally relevant characteristic relaxation time. (ii) It is important
to realize that it can therefore vary in time even during those
parts of the cycle in which the model parameters are held
constant. (iii) Even in the quasistatic limit, Teff depends on
the strength of the potential. This means that realizing spe-
cific thermodynamic conditions, like an “isothermal” process
with respect to the effective temperature, is generally not
trivial.

The ABE model is also instructive with respect to some
limitations of the effective-bath mapping. Namely, by con-
struction, the latter is blind to the potentially rich features
of the nonequilibrium bath beyond the second moment of
the particle position, which we identified as the working de-
gree of freedom of the engine. The effective description thus
misses the non-Gaussian shape of the positional probability
density and the corresponding Shannon entropy, for example,
and also all housekeeping heat fluxes required to maintain
the bath activity. Accordingly, we could demonstrate that the
entropy production in the effective model can be understood
as a lower bound for all conceivable practical and theoretical
realizations. Namely, it vanishes upon quasistatic operation,
whereas any detailed model of the bath dynamics would, like
the explicitly studied ABE, necessarily reveal some of the
housekeeping heat fluxes and their associated entropy produc-
tion.

As an outlook, it would be interesting to study possible
generalizations of our analysis of the linear model for arbitrary
time-dependent friction kernels and correlation matrices, thus
also including under-damped dynamics, which does not be-
long into the class of systems where the effective temperature
always exists. Another possible extension could be the appli-
cation of the presented method to nonlinear systems, e.g., by
deriving approximate time-dependent effective temperatures
via suitable closures of the equations describing the relevant
degrees of freedom. Our general analysis shows that at least
for Hamiltonians of the form H = k(t )h(x), with an arbitrary
function h(x) diverging at |x| → ∞, this should always be
possible.
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APPENDIX A: ANALYTICAL SOLUTION FOR VARIANCE

Inserting the time correlation matrix (41) for the ABP
model into Eq. (17), Eq. (15) yields the following dynamic
equation for the variance σ = 〈r · r〉 = 〈x2 + y2〉:

σ̇ + 2μkσ = 4〈x0ηx(t ) + y0ηy(t )〉e−K (t,t0 )

+ 4D(t ) + 2v(t )
∫ t

t0

dt ′v(t ′)e−F (t,t ′ ), (A1)

where

K (t, t0) = μ

∫ t

t0

dt ′k(t ′) , (A2)

F (t, t0) = K (t, t0) +
∫ t

t0

dt ′Dr(t
′) . (A3)

In order to explicitly evaluate the thermodynamics of the
particular realization of an active Brownian heat engine de-
scribed in Sec. VI, namely, the ABP-based engine that we
refer to as the ABE model, we need the solution of Eq. (A1).
More precisely, we can concentrate onto the time periodic

solution, which is attained by the system at late times, after
transients have relaxed, so that it settles onto a limit cycle (cf.
Fig. 4). Taking the limit t0 → −∞ in the formal solution to
Eq. (A1), we obtain

σ (t ) = 2 lim
t0→−∞

∫ t

t0

dt ′[2D(t ′) + v(t ′)H (t ′)]e−2K (t,t ′ ) (A4)

with

H (t ) = lim
t0→−∞

∫ t

t0

dt ′v(t ′)e−F (t,t ′ ) . (A5)

For the numerical evaluation of Eq. (A4) it is useful to ex-
ploit that H (t ) is a tp-periodic function and to rewrite K (t, t0)
as K (t, t0) = �(t − t0)/tp�K (tp, 0) + K (t, t0 + �(t − t0)/tp�tp)
using the tp-periodicity of k(t ) (the symbol �x� denotes the
floor operation) and similarly for F (t, t0). Interestingly, using
a simple trick, the time-periodic late-time limit can be found
without considering the (numerically inconvenient) limit t0 →
−∞, just as in the case of memoryless dynamics [25,26].
The key insight is that, in the long-time regime, the functions
σ and H obey two coupled ordinary differential equations,
namely Eqs. (44) and (45) in Sec. VI C, which follow from
Eqs. (A4) and (A5) by taking derivative with respect to t .

APPENDIX B: SLOW DRIVING LIMIT OF VARIANCE

For slowly varying driving functions k(t ), D(t ), Dr(t ) and
v(t ), the variance (A4) can be approximated using a simple
formula which follows from the Laplace type approximation
of the integral [112,113]

∫ t

t0

dt f (t ′)e− ∫ t
t ′ dt ′′ g(t ′′ ) =

∫ t

t0

dt f (t ′)e−tp
∫ t/tp

t ′/tp
dt ′′ g(tpt ′′ ) = f (t )

g(t )
− 1

g2(t )

[
ḟ (t ) − f (t )

ġ(t )

g(t )

]
+ o( ḟ , ġ). (B1)

Applying this approximation first on the function H (t ) (A5) and then on the variance σ (t ) (A4), we obtain the approximate result

σ (t ) = σ∞ − v2

kμκ2

(
v̇

v
− κ̇

κ

)
− D

k2μ2

(
Ḋ

D
− k̇

k

)
− v2

2k2μ2κ

(
2
v̇

v
− κ̇

κ
− k̇

k

)
+ o(v̇, Ḋ, k̇, κ̇ ). (B2)

Here, σ∞ is the variance (50) for infinitely slow driving and
κ = κ (t ) = kμ + Dr. For discontinuous driving, the limiting
solution σ∞ is also discontinuous. The first order correction
(B2) may also be discontinuous if the first derivatives of
the driving functions exhibit jumps. In such a case, how-
ever, the assumption on the smallness of the derivatives used
in the calculation leading to Eq. (B2) is not valid. In accord
with the discussion below Eq. (D1) in Appendix D, Eq. (B2)
reveals that activity-corrections are at least second order in v.

APPENDIX C: ENTROPY PRODUCTION
FROM PATH PROBABILITIES

The entropy

�SR,� (t ) = ln(PF/PR) (C1)

delivered to the bath by a particle moving along a trajectory
�(t ) = {r(t ′), θ (t ′)}t

t ′=0 of the stochastic process (42), (43) is
given by the logarithm of the ratio of conditional probabili-
ties PF and PR [103,114], for the trajectory conditioned with

respect to its initial point and its time-reversed image. Up to
normalization, the forward probability is given by

PF ∝ e−2
∫ t

0 dt ′ [ξ·ξ+ξ 2
θ ], (C2)

where the noise terms ξ = [ṙ + μ∇rH − v]/
√

2D and ξθ =
θ̇/

√
2Dr follow from Eqs. (42) and (43) [115]. The backward

probability is given by a similar formula. One just has to
change the sign before quantities which are odd with respect
to time reversal.

Assuming the active velocity v = v(cos θ, sin θ ) to be
time-reversal even, the odd variables in Eqs. (42) and (43) are
only time derivatives, giving

(PF/PR)+ = e− ∫ t
0 dt ′ (∇rH−v/μ)·ṙ/T , (C3)

whereas, for time-reversal odd v, we find

(PF/PR)− = e− ∫ t
0 dt ′ ∇rH·(ṙ−v)/T . (C4)
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The entropy delivered to the reservoir during time interval
(0, t ) follows as

�SR(t ) = 〈�SR,� (t )〉� = 〈ln(PF/PR)〉�, (C5)

where the average is taken over the individual realizations � of
the stochastic process [114]. With Eq. (C3) for the time-even
active velocity, it yields

�S+
R (t ) =

∫ t

0
dt ′ 1

T

〈(
v
μ

− ∇rH
)

· ṙ
〉
, (C6)

and with Eq. (C4), for the time-odd active velocity,

�S−
R (t ) =

∫ t

0
dt ′ 1

T
〈(ṙ − v) · (−∇rH)〉 . (C7)

APPENDIX D: PROBABILITY DISTRIBUTIONS (PDFS)

In the three-dimensional Langevin system [(42) and (43)],
the x-y coordinates are coupled via the active velocity
v. The steady probability distribution (PDF) to find the
particle with orientation θ at position (x, y) thus cannot
generally be written in the separated form p(x, y, θ ) =
χ (x, θ )ι(y, θ ) = χ (x, θ )χ (y, π/2 − θ ), where χ (x, θ ) solves
the two-dimensional Fokker–Planck equation

∂tχ = [
D∂2

x + Dr∂
2
θ + ∂x(μk∂xx − v cos θ )

]
χ . (D1)

Inserting the separation ansatz into the three-dimensional
equation (62) and using the formula (D1) leads to the condi-
tion 2Dr∂θχ (x, θ )∂θ ι(y, θ ) = 0 that cannot be fulfilled in gen-
eral. Nevertheless, one can still reduce the three-dimensional
system to just two degrees of freedom by introducing the polar
coordinates x = r cos φ, y = sin φ. Then, Eq. (42) transforms
to

ṙ = −μkr + v cos(θ − φ) +
√

2Dηr , (D2)

φ̇ = v

r
sin(θ − φ) +

√
2D

r2
ηφ , (D3)

while θ still obeys Eq. (43). The symbols ηr and ηφ de-
note independent, zero-mean, Gaussian white noises. Since
Eqs. (D2) and (D3) only depend on the difference θ − φ,
introducing the relative angle ψ = θ − φ, subject to the zero-
mean, Gaussian white noise ηψ renders them in the form

ṙ = −μkr + v cos ψ +
√

2Dηr , (D4)

ψ̇ = −v

r
sin ψ +

√
2

(
D

r2
+ Dr

)
ηψ . (D5)

The corresponding Fokker-Planck equation for the PDF ρ =
ρ(r, ψ, t ) reads [116]

∂tρ =
[

D∂2
r +

(
D

r2
+ Dr

)
∂2
ψ

]
ρ − cos ψ∂r (vρ)

− D∂r

(
ρ

r

)
+ μk∂r (rρ) + v

r
∂ψ (sin ψρ). (D6)

In general, Eqs. (D1) and (D6) [or equivalently (62)] can
not be solved analytically and thus we solved them us-
ing the numerical method described in Ref. [102]. We

FIG. 11. Probability distribution χ for particle position x and
orientation θ at the end of the hot isotherm (t = 3tp/4, see Fig. 3).
We take v> = 30 and tp = 104. Other parameters are the same as in
Fig. 3.

compared the numerical solution of Eq. (D6) to the sep-
arated ansatz p(x, y, θ ) = χ (x, θ )χ (y, π/2 − θ ) and found
out that, although not exact, the ansatz describes the full
three-dimensional PDF p(x, y, θ ) sufficiently well. Since the
two-dimensional PDF allows for a more intuitive discussion
and exhibits the main qualitative features of p(x, y, θ ), we
restrict the following discussion to χ (x, θ ).

Figure 11 shows a snapshot of the PDF χ (x, θ, t ), solution
of (D1), at the end of the third branch of a quasistatic cycle
introduced in Sec. VI B (the hot “isotherm”). The figure re-
veals the typical shape of the PDF χ , with two global maxima
located at θ = 0 and π , which survives even for rapid driving
protocols. Physically, the shape of the PDF can be understood
as follows: (1) for any fixed orientation angle θ , the PDF can
be expected to exhibit a maximum at the position where the
active velocity [which acts in the Langevin Eq. (42) for x as
a force v cos θ/μ] is balanced by the force kx exerted by the
parabolic potential; 2) the projection v cos θ/μ of v on the x
coordinate changes slowest around its extrema (0 and π ), and
thus most trajectories contribute to the surroundings of these
points, making the extrema for 0 and π largest.

Figure 12 shows snapshots of the marginal PDF ρ(x, t ) =∫
dθχ (x, θ, t ) for the position x at the beginning of the indi-

vidual branches of the cycle, for four values of the maximum
active velocity v>. With increasing v>, the resulting PDFs
become increasingly non-Gaussian and finally even exhibit
two separated peaks. Physically, this behavior can be under-
stood by the wall accumulation effect due to the persistence
of the active motion [117–119], which creates the double
peak during the cycle branches with large v>. (For similar
PDFs, see Refs. [101,120].) Qualitatively similar results are
also obtained in the quasistatic limit, as already apparent from
Fig. 11.

To get some intuition about these results on analytical
grounds, we now present several approximate solutions to
Eq. (D1). Different from the standard diffusion (v = 0) in an
external potential, the quasistatic (∂tχ = 0) solution of the
Fokker-Planck equation (D1) is not given by the Boltzmann
PDF. This is because one cannot subsume the activity into
a generalized potential H̃ which would act as a Lyapunov
functional for the dynamics of x and θ . Nevertheless, there
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FIG. 12. Marginal distribution ρ for the particle position x at the
end of the individual branches of the cycle for different values of
the maximum active velocity (a) v> = 0, (b) 1, (c) 10, and (d) 30.
We have set tp = 1, corresponding to nonstationary driving, other
parameters as in Fig. 3. Note that the curves at t = 0 and t = 1 are
equal, in accord with the time periodic operation.

are several limiting cases where the Boltzmann form χ ∝
exp(−H̃/T ) is still a useful approximation.

The best analytical insight into the described qualitative
properties of the presented numerical solutions to Eq. (D1)
with time-dependent parameters is obtained for rotational dif-
fusion coefficient Dr much smaller than kμ, corresponding
to the limit of large K in Eq. (63). Then, the direction of
the active velocity can be treated as quenched, so that the
activity can be subsumed into a generalized potential H̃ =
kx2/2 − vx cos θ/μ. The corresponding quasistatic solution

of Eq. (D1) then reads

χ = 1

Zχ

exp

(
vx cos θ

μT
− kx2

2T

)
, (D7)

with a normalization constant Zχ . For each fixed value of the
angle θ , the PDF is then Gaussian with its maximum value
exp[v2 cos2 θ/(2T μ2k)]/Zχ at the position v cos θ/(μk). The
PDF thus posses two global maxima located at (x, θ ) =
[v/(μk), 0] and (x, θ ) = [−v/(μk), π ], and is qualitatively
similar to the PDF shown in Fig. 11.

The marginal PDF for x obtained from (D7) then reads

ρ(x, t ) =
∫

dθχ = 1

Zρ

exp

(
−kx2

2T

)
I0

(
vx

μT

)
. (D8)

Here, I0(x) denotes the modified Bessel function of the first
kind and Zρ is another normalization constant. The marginal
PDF is Gaussian for v = 0, and becomes more and more non-
Gaussian with increasing v/(μk). For large values of v/(μk),
it can even become bimodal. This behavior can be traced
back to the shift of the maxima of the PDF χ with increas-
ing v/(μk). For small v/(μk), the two maxima substantially
overlap and the integration over the angle θ yields a single
peak which is nearly Gaussian. For large values of v/(μk),
the two peaks do not overlap any more and the marginal PDF
thus also exhibits two peaks. The behavior of the marginal
PDF obtained in the limit Dr � μk thus shows qualitatively
the same behavior as the solution of Eq. (D1) shown in Fig. 12.

For Dr much larger than kμ, corresponding to the limit
of small K in Eq. (63), the quasistatic PDF is given by
χ ∝ exp(−H/Teff ). This is because the rotational diffusion
obliterates any persistence of the active motion, and the
nonequilibrium bath effectively behaves like an equilibrium
one with the renormalized temperature Teff = T + v2/(2μDr ).
In this limit, the degrees of freedom x and y also become
independent.

Yet another case admitting an analytical solution of
Eq. (D1) is that of quasistatic driving at small active
velocity. Then the quasistatic PDF ρ can be approxi-
mated by the McLennan-type form χ ≈ exp(−H/T )[1 −
W (x)] [121–125]. Without going into details, the function
W (x) is in general proportional to the (average) dissipation
in the driven system [123], which, in our case, is given by
the product of the active “force” μ−1v cos θ and the particle
velocity ẋ. Since the average over the angle θ of the active
force is zero, the correction W (x) to the particle PDF is seen
to be at least second order in v.
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