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From magnetoelectric response to optical activity
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We apply a microscopic theory of polarization and magnetization to crystalline insulators at zero temperature
and consider the orbital electronic contribution of the linear response to spatially varying, time-dependent
electromagnetic fields. The charge and current density expectation values generally depend on both the mi-
croscopic polarization and magnetization fields, and on the microscopic free charge and current densities. But
contributions from the latter vanish in linear response for the class of insulators we consider. Thus we need only
consider the former, which can be decomposed into “site” polarization and magnetization fields, from which
“site multipole moments” can be constructed. Macroscopic polarization and magnetization fields follow, and we
identify the relevant contributions to them; for electromagnetic fields varying little over a lattice constant these
are the electric and magnetic dipole moments per unit volume, and the electric quadrupole moment per unit
volume. A description of optical activity and related magneto-optical phenomena follows from the response of
these macroscopic quantities to the electromagnetic field and, while in this paper we work within the independent
particle and frozen-ion approximations, both optical rotary dispersion and circular dichroism can be described
with this strategy. Earlier expressions describing the magnetoelectric effect are recovered as the zero frequency
limit of our more general equations. Since our site quantities are introduced with the use of Wannier functions,
the site multipole moments and their macroscopic analogs are generally gauge dependent. However, the resulting
macroscopic charge and current densities, together with the optical effects to which they lead, are gauge invariant,

as would be physically expected.
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I. INTRODUCTION

In a material that is optically active the plane of polar-
ization of light rotates as the light propagates through the
medium; the rotation is associated with a difference in the
phase velocities of right- and left-handed circularly polarized
light. The frequency dependence of the rotation is called
optical rotary dispersion, and the associated difference in
absorption of light of the different circular polarizations is
called circular dichroism.

The study of optical activity has a long history. Pasteur
was the first to associate it with structural dissymmetry [1],
and as early as 1928 its first quantum mechanical description
was given by Rosenfeld [2]. This phenomenon is most often
observed in liquid solutions. The usual solvent, water, is not
itself optically active, but the solution is optically active if
the symmetry group characterizing the structure of the solute
molecules contains no improper rotations. Early theoretical
treatments involved models of solute molecules based on at
least two coupled oscillators at different sites in each molecule
[3], and it was natural to associate optical activity with the
variation of the electromagnetic field across the molecule.
However, an alternate approach [4] is to consider the elec-

“pmahon @ physics.utoronto.ca
Tsipe @physics.utoronto.ca

Published by the American Physical Society under the terms of the
Creative Commons Attribution 4.0 International license. Further
distribution of this work must maintain attribution to the author(s)
and the published article’s title, journal citation, and DOI.

2643-1564/2020/2(4)/043110(21) 043110-1

tric and magnetic multipole moments of each molecule as a
whole, and to describe their response to the electromagnetic
field and its derivatives at a nominal center of the molecule.
Optical activity is then typically associated with the response
of the electric dipole moment to both the magnetic field and
the symmetrized derivative of the electric field, of the mag-
netic dipole moment to the electric field, and of the electric
quadrupole moment to the electric field. For studies of so-
lutions the last contribution is not relevant in practice, since
it vanishes when averaged over all orientations of the solute
molecules [5].

Optical activity can also occur in crystalline materials [6]
with «-quartz perhaps the most familiar example. It can be
described with the aid of an effective conductivity tensor
[7], o (q, w), that depends on both the frequency w and
the wave vector g of the electromagnetic field. This tensor
relates the linear response of the macroscopic current den-
sity JV (g, o) to the macroscopic electric field E(q, w) that
induces it,

T (g, 0) = o' (q, )E'(q, »), (1)

with superscript indices denoting Cartesian components,
which are summed over when repeated. An expansion
for small ¢, o'(q, w) = 0" (w)+ oV (w)g/ + ..., where
ol(w)y=0"0,w) and o(w)=(00"(q, w)/dq')g=0.
gives

TV (g, 0) = 6" ()E (g, ©) + o (0)E (g, 0)g’ + ...
©))

The first term on the right-hand side, when Fourier trans-
formed to position space, gives the usual long-wavelength
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response, J'E) (x, w) = o' (w)E! (x, ). Using Faraday’s law,
the second term on the right can be rewritten in terms of the
magnetic field and the symmetrized spatial derivative of the
electric field, and if o/ (w) is nonvanishing, then the medium
is optically active. From this perspective, optical activity can
arise as one of the consequences of “spatial dispersion” [8],
when a response tensor such as o (g, ) depends on g as well
as w. If time-reversal symmetry holds before the medium is
subjected to the electromagnetic field, then the optical activ-
ity has been called natural [7]. If time-reversal symmetry is
broken, then there are generally additional contributions to
0" (w), and as well a rotation of the plane of polarization of
light can result from an asymmetric component of o/ (), as
o'(w) # o'!(w) in general. This latter phenomenon can be
thought of as an “internal” Faraday effect.

Yet such a general treatment of linear optical properties of
media based on o (g, w) has its drawbacks. First, when using
the minimal coupling Hamiltonian and directly calculating the
expectation value of the electronic current density operator,
“artificial divergences” can arise when the number of bands
involved in the calculation is necessarily truncated; sum rules
must be employed before such a truncation is performed to
avoid these [9,10]. Second, although one can attribute dif-
ferent constituents of o’/(w) to the purported response of
different multipole moments [7], those multipole moments,
and the physical insight they carry, do not directly arise in the
calculation. And third, the bulk relation (1) and its expansion
(2) give little direction on how to even approximately treat the
subtleties that would arise if one considered a finite system
and had to be concerned with effects at interfaces.

A strategy that is more physical is certainly available for
crystalline systems in the “molecular crystal limit.” In this
limit we imagine molecules, here with no improper rotations
in their symmetry group, positioned at lattice sites with a
lattice constant sufficiently large that electrons can be con-
sidered essentially “bound” to one molecule or another, but
still much less than the wavelength of light. Adopting the ap-
proach of molecular physics [11], multipole moments can be
associated with each molecule and from these one can intro-
duce macroscopic fields P! (x, 1), M (x, 1), and Qmo] (x,1),
describing respectively the electric dipole, the magnetic
dipole, and the electric quadrupole moment per unit volume of
the “molecular crystal.” The macroscopic charge and current
densities are then given by

Qmol(xs 1) = -V 'Pmol(xv 1),

aPmol(xv t)
ot

where the polarization and magnetization fields are given by

Jmol(x, 1) = +cV X Mp(x, 1), 3

89;’10] (x,1)
oxJ

M)+ @)

with “...” indicating contributions from higher-order multi-
pole moments. Neglecting local field corrections, from the
response tensors associated with the multipole moments of
the molecules themselves one can then identify bulk linear

response tensors i (w), 7/ (w), ,3 (), ﬁ (), and oul(w)

P, t) =P (e, 1) —

Mrinol(x’ t) =

that relate the multipole moments to the macroscopic electric
and magnetic fields,

Phox. 1) = P} + Ze—f”f (i (@)E' (x, )

+ 7 @) F (x, ®) + B (@)B' (x, w) +...),
Qr G 1) = QID + 3 e ( (@E (x, ) +...),

M@, 1) =Ml + ) e ™ (B (@E' (x,0) +...),  (5)

where the superscript (0) identifies the contribution to a net
quantity from the unperturbed system, “...” here indicate
contributions that are higher order in the macroscopic electric
and magnetic fields and their derivatives, including the linear
response of M, to B,

e, oy = | IE) (. 0) | IE!(x, )
2 ax! ox/

is the symmetrized (spatial) derivative of the macroscopic
electric field evaluated at x, and the circle accents identify that
these linear response tensors are valid in the molecular crystal
limit.

Using (5) and (4) in (3), transforming to wave-vector space,
and comparing with (2), we can construct omol(a)) in terms

of P (w), ﬂ (w), /3 (w), and )"(gl(w). Such a calculation
based on molecular response, done in terms of the multi-
pole Hamiltonian familiar in molecular physics [12], does
not suffer from the artificial divergences mentioned above;
thus the resulting expression for o, l(a)) is well behaved.
In addition, if time-reversal symmetry is broken before the
molecules are subjected to the electromagnetic field, then

(a)) * X ll(a)) which gives o l(a)) #+ a (@), leading to
another source of the rotation of the plane of polarization of
light as it propagates through the molecular crystal. Here the
multipole moments of the molecules explicitly appear, and
with the underlying macroscopic fields P (x, 1), M (x, 1),

and anl (x, t) in hand one could begin to consider electrody-
namics in the presence of interfaces.

But now what of more realistic models of crystalline ma-
terials, wherein the molecular crystal limit is not satisfied?
Although there are no centers with which particular electrons
are associated, in the “modern theory of polarization and mag-
netization” one can still define electric and magnetic dipole
moments [13-15], albeit indirectly, through the response of
the electronic charge and current densities to external elec-
tromagnetic fields. This approach is generally focused on the
limit of static applied fields to insulators, the inclusion of
higher-order moments in this framework is work in progress
[16,17], and its generalization to optical fields is not obvious.

We recently introduced [18,19] a general approach to cal-
culating both the static and the optical perturbative response
of a medium based on the introduction of microscopic po-
larization and magnetization fields, p(x,t) and m(x, t). The
usual macroscopic fields P(x,t) and M(x, t) are defined as
the spatial averages of the corresponding microscopic fields.
In general there are also microscopic free charge and cur-
rent densities, the spatial averages of which are identified as
the macroscopic free charge and current densities. However,
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at zero temperature, for the class of insulating crystals to
which we restrict ourselves in this paper—which includes
ordinary insulators [20] and Z, topological insulators—those
free charge and current densities vanish in linear response, and
the full microscopic response, to first order in the electromag-
netic field, is captured by p(x, t) and m(x, ).

With the introduction of Wannier functions, the micro-
scopic fields p(x,t) and m(x,t) can be decomposed into
constituents associated with each lattice site, and these “site”
contributions can be expanded in terms of a series of ‘“site
multipole moments.” The spatial average of these microscopic
fields then leads to an expansion of the macroscopic polar-
ization and magnetization fields in the form (4), even if the
molecular crystal limit does not hold. Further, the response
of the multipole moments associated with each lattice site
can be calculated in terms of the electromagnetic field and
its derivatives evaluated at that site and leads naturally to a
description of the linear response that follows the form (5),
again even though the molecular crystal limit does not hold.
As well, the artificial divergences that can plague standard
minimal coupling calculations are absent.

In this approach the site contributions to the electronic
component of the microscopic polarization and magnetiza-
tion fields, and thus to their multipole moments, depend on
a modified form of the Wannier functions resulting from a
generalized Peierls substitution [18]. There is also a well-
known “gauge freedom” in choosing the original Wannier
functions from which the modified functions are constructed,
for they can be altered by adjusting the k-dependent unitary
transformation relating them to the Bloch energy eigenstates.
In general this leads to a “gauge dependence” of the site
multipole moments, both initially and in their response to
the electromagnetic field. And while exponentially localized
Wannier functions (ELWFs) would of course be a natural
choice for the original Wannier functions, we show that what-
ever choice is made the resulting electronic charge and current
densities predicted are gauge invariant [21], as would be phys-
ically expected; the expressions we extract for o/(w) and
o' (w) are thus gauge invariant. Even within the independent
particle and frozen-ion approximations, which we adopt in
this work, we believe this is the first derivation of o’/ (w) for
an insulator that is valid not only at frequencies below the
band gap, but also at frequencies above the band gap where
absorption can occur. Thus, the o'/ (w) we present provides a
description for both the optical rotary dispersion and the cir-
cular dichroism of crystalline insulators. At frequencies below
the band gap we find agreement with an earlier calculation of
o'l (w) [7] that focused on that limit.

The special case of static and uniform electric and mag-
netic fields is particularly interesting. In that limit the tensor
describing the modification of the polarization due to the
electric field becomes symmetric, even in the absence of
time-reversal symmetry in the unperturbed crystal. But in the
absence of both time-reversal and spatial inversion symmetry,
a magnetic field can still induce a polarization and an elec-
tric field can still induce a magnetization. This phenomenon
is called the magnetoelectric effect [22]; in an earlier work
[19] we used our approach to derive the so-called orbital
magnetoelectric polarizability (OMP) tensor that describes the
magnetoelectric effect in the limit of fixed ion cores and with
the neglect of spin contributions, and found agreement with

earlier studies based on the “modern theory of polarization
and magnetization” [23,24]. Optical activity can be under-
stood as arising from the generalization of the magnetoelectric
effect to finite frequencies, where the electromagnetic field
is necessarily not uniform; time-reversal symmetry then need
not be broken for the phenomenon to occur. And as our calcu-
lation is based on a microscopic identification of polarization
and magnetization fields, we can identify a finite frequency
generalization of the Chern-Simons contribution to the OMP
tensor; this contribution is isotropic and thus does not lead
to an induced electronic charge-current density in the bulk,
which makes it inaccessible to approaches based on the bulk
charge-current density response alone.

Finally, since our calculation is based on the identification
of site quantities, we can easily compare the general response
of a crystal to that of a crystal in the molecular crystal limit
mentioned above. In this paper we identify expressions for the
response tensors x 1 (w), y/(w), B (w), Bl (»), and Xgl (@)
in both cases, indicating the response tensors that are valid
in the molecular crystal limit by a circle accent as we have
above. In particular, while the OMP tensor is identified with
BIL(0) = BLi(0), the relation B (w) = Bl (—w) continues to
hold for finite frequencies in the molecular crystal limit, but
it fails for a crystal more generally. Thus our approach is well
positioned to explore the boundary between molecular physics
and condensed matter physics in their descriptions of optical
activity, and indeed of other optical phenomena.

The structure of this paper is as follows. In Sec. II we
present the basic expressions for the microscopic polarization
and magnetization fields, identify the site multipole moments,
and present their relation to the macroscopic response func-
tions; some of the details are relegated to Appendices A and
B. The linear response of a crystalline insulator, within the
independent particle approximation, is presented in Sec. III.
Here for simplicity we neglect the spin degree of freedom and
treat the ion cores as fixed. The response of the site multipole
moments is detailed in Sec. IV, where we also consider some
of the symmetries of the response tensors. In Sec. V we
construct the linear response of the macroscopic charge and
current densities, and identify o (w) and o%/ (w); their con-
stituent tensors are listed in Appendix C, and in Appendices
D and E we confirm that the response is gauge invariant and
thus that o (w) and o/ (») are as well. We also consider the
special case of frequencies below the band gap of the insulator
and confirm, using a result presented in Appendix F, that we
have agreement with earlier work for o/ (w) [7]. In Sec. VI
we consider the molecular crystal limit and show that in this
limit our general crystalline expressions reduce to what would
be expected. We discuss and conclude in Sec. VII.

II. MULTIPOLE MOMENTS

In earlier work [18,19] we showed how the (total) micro-
scopic charge and current densities can be written as

px, 1) ==V px,t)+ pr(x,1),

op(x,t)
9

jx,t) = +cV xmx,t)+ jp(x, 1), (6)

where, in this work,
px, 1) = (p(x, 1)) + p(x),
Jx, )= (Jx, 1)),

043110-3



PERRY T. MAHON AND J. E. SIPE

PHYSICAL REVIEW RESEARCH 2, 043110 (2020)

with p°(x) the charge density associated with fixed ion
cores, and (p(x,t)) and (}'(x, t)) the expectation values of the
microscopic electronic charge and current density operators,
respectively [25]. These operators are obtained from the min-
imal coupling Hamiltonian via Noether’s theorem and involve
the electron field operators and their adjoint, which we take to
be the dynamical degrees of freedom of the crystalline system;
they evolve under the minimal coupling Hamiltonian, which
results in the (assumed classical) electromagnetic field enter-
ing (6), and thus in both p(x, ¢) and m(x, t) generally having
a nontrivial dependence on time [18,19]. These microscopic
fields can generally be decomposed as a sum of constituent
fields [18], one associated with each Bravais lattice vector
R characterizing the structure of the unperturbed crystalline
system,

P, 1) =) pglx, 1),
R

m(x.t) =Y mg(x.1). )

Each “site” polarization pg(x, t) is related to a portion pg(x, t)
of the (total) charge density that is associated with the lattice
site R, and each “site” magnetization mg(x, t) is related to
a portion jr(x, 1) + jr(x, ) of the electronic current density
that is associated with the lattice site R,

Prlx, 1) = /si(x;y,R)pR(y,t)dy,

i 1 ib b b

myw.0) =~ [ oy R0+ oo 0y, ®)
where the “relators” s'(x;y, R) and o™®(x;y, R) have been
introduced and discussed previously [18]; they are presented
in Appendix A. In general the microscopic “free” charge
and current densities, pr(x, t) and j(x, ), are also relevant.
However, in this paper we assume the crystal to be in its zero
temperature ground state before the electromagnetic field is
applied and so, for the class of insulators considered here and
specified below, both the unperturbed free charge and current
densities, and their linear response to the electric and magnetic
fields vanish [18]. This is as would be expected physically, and
we can henceforth neglect those fields.

The macroscopic polarization and magnetization fields,
P(x,t)and M (x, t), can be identified as spatial averages of the
microscopic fields (7), as discussed in Appendix B. Anticipat-
ing the integration over each site contribution (8) associated
with such spatial averaging, we perform a formal expansion
of each site contribution in terms of Dirac § functions and
their derivatives about that site, as we detail in Appendix A.
The expansions are characterized by their dependence on a
parameter u, and explicitly retaining the terms that are at most
linear in that parameter we find

; ; o 35(x —R)
Pr(x, 1) = pup)é(x —R) — (t)—
mip(x,1) = vR()8(x —R) + ..., 9)

where

g(t) = / ' — R)pr(y, t)dy (10)

is the electric dipole moment,

ij 1 i i j j
g (1) = 5/(}' —RY(Y — R)pr(y, )dy L

is the electric quadrupole moment, and

) 6iab 5

VR() = - / 0" = RY[jr0.0) + g0y (12)
is the magnetic dipole moment, each associated with lattice
site R; here €’ is the Levi-Civita symbol. Terms that are
higher order in u, indicated by “...” in the expansions (9), in-
volve the electric octupole moment, the magnetic quadrupole
moment, and higher-order moments.

For the sort of systems considered here, within the
independent particle approximation one can physically expect
the response of the moments wh(r), gy (¢), and vi(7) to
the microscopic electric and magnetic fields to depend on
those fields in the neighborhood of R. The approximation
of neglecting “local field corrections,” which we adopt here,
involves taking those fields to simply be the macroscopic
fields E(x,t) and B(x,t) that are the spatial averages of
the microscopic electric and magnetic fields; we call these
macroscopic fields the “Maxwell fields” (see Appendix
B). With this approximation, we show in Sec. IV that the
linear response of each site moment [(10), (11), and (12)]
can be related to the Maxwell fields evaluated at that site,
E(R,t) and B(R, t), and their spatial derivatives there. Then,
implementing the usual Fourier series analysis,

g =) e gw), (13)

we find that the relevant terms are

M) = '<°>+Ze—"”f Quexi (WE' (R, )

+ ey (@)F' (R, )
+Qucfp(@)B (R, ) + ...,
q;{(t) = q;{(()) + Zeiiwt uLXgl(C())E (R Cl)) + . )

VR(t) = v '(°)+Z TN Qe Bl @E R, @) +...). (14)

We have chosen to introduce a unit cell volume €2,. here
because, with the neglect of local field corrections, the
response tensors XE(a)) y”l(a)) ,3 (w),,B (w), andx (a))
appearing here reduce to those of (5), in the molecular
crystal limit. We show in Appendix B that macroscopic
multipole moments, analogous to those appearing in (5),
can be constructed from the corresponding site multipole
moments (14) [see (B5) and (B8)], such that

1(0)+Z 71(1)[

+y”’<w)Ff’(x ®) + BH(@)B' (x, w) +...),

Pi(x, 1) = X ()E' (x, w)

. 1
QV(x, 1) = —
0= o

gd” + Y e (xg (@E (x, ) +...),

. 1 . . ,
Mi(x, 1) = Q—v,;(”) + Ze—w (B (@E' (x, ) +...),

s)
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where the unperturbed contributions simply acquire a factor
as they are in fact independent of R. Further, the macroscopic
charge and current densities are given by

Q(xat) ==V 'P(x?t)v

oP(x,t
Jaen="00 oy M, ao
with macroscopic polarization and magnetization fields
: A dQ (x, t
Pi(e.t) = Pty — &0
ax/
M, ) =M@, D+..., (17)

even far from the molecular crystal limit. Notably in the
systems we consider here, the unperturbed contributions
to (15) vanish when implemented in (16). Hence, the
lowest-order charge and current densities arise due to the
linear response tensors x1(w), y/'(w), Bil(w), Bl (w), and
xg l(a)). In the next two sections we turn to the calculation of
these response tensors.

III. LINEAR RESPONSE

The charge and current densities associated with each lat-
tice site that were mentioned above can be written as

PR(X, 1) = Z PR ar" (X Ry )Nop.pr (1) + oo (x),

aBRR’

JrE D = D" jarar 6 R D arrpr (0),
ot

Jr@ D =" Jeriar 6 R lurrpr (1), (18)
Bt

where ,oli;’“(x) is the static contribution to the charge den-
sity associated with lattice site R due to the appropriate ion
core(s) and where the Ppr R (X, R 1), jﬂR/;aRu(x, R;t), and
j pR ok’ (X, R; 1) are generalized (electronic) “site quantity ma-
trix elements” that have been presented earlier [18]. These
quantities can be reasonably expected to vanish unless x is
“close” to R, guaranteeing that pg(x, t), jr(x, t), and ]'R(x, t)
have that property as well. To avoid possible confusion we
note that the total microscopic charge and current densities are
given by p(x,t) = > ror(x,t) and j(x, 1) =D pjplx, 1),
while Y g jr(x, 1) # 0 in general; that is, pp(x, #) depends on
the net charge density that is associated with R, while mg(x, 1)
is sensitive to only a portion of the current density that is
associated with R.

It is clear from (18) that the single-particle density matrix,
Nar":pr (1), is central in the identification of electronic “site”
quantities and in describing their dynamics [18]. This object
captures the electronic transition amplitude from a particular
Wannier orbital of type o associated with lattice site R” to a
Wannier orbital of type B associated with R’, at time ¢ (see
Egs. (33) and (36) of Ref. [18]).

A. Dynamical and compositional contributions to the multipole
moments

The site quantities of primary interest are the Cartesian
components of the lowest-order multipole moments [(10),

(11), and (12)] that are associated with lattice site R. Indicat-
ing such a site quantity generally by Ag(?), itis clear that upon
inserting the relevant term(s) (18) in the desired site multipole
moment expression [(10), (11), and (12)], Ag(¢) is generally
of the form

AR = Y ApgiarRiOnggrpr (1) + AR, (19)
Nt

where Agp. g (R;1) is a general (electronic) site quantity
matrix element and A" involves pic"(x). In addition to the
dependence of the single-particle density matrix on time,
which would be expected in the presence of a time-dependent
electromagnetic field, the site quantity matrix elements ap-
pearing in (18) also have a time dependence—and thus so do
the Agp.or’(R;t) associated with the various site multipole
moments—because they themselves depend on the electro-
magnetic field. This sort of dependence is not unexpected in
the response of systems to the full electromagnetic field. The
diamagnetic response of an atom, for example, is not due to a
change in its wave function when a magnetic field is applied,
which would be captured by the single-particle density matrix,
but rather arises because the expression of the charge velocity
in terms of the canonical momentum is modified.

We begin by expanding all objects in powers of the elec-
tromagnetic field, such that

0 1
NaR";R' () = n((xR)”;/SR’ + n;lg”;ﬁR' O+...,

R)+ AYp o R+,

0
Aprar (R 1) = A R

BR';aR"
etc. Again, the superscript (0) denotes the contribution to the
quantity that is independent of the Maxwell fields; this is the
value the object would take in the unperturbed system. The
superscript (1) denotes the linear response of the quantity
to the Maxwell fields [26]. Here “...” represent terms that
are higher than first order in the Maxwell fields and will

later be neglected. Also, for n # 0, p,ié’“(”)(x) = 0 and conse-
quently A}?n(") = 0 as the ion cores are assumed fixed; thus,

in describing the electronic response, the net response of the
system is captured. From (19) it is clear that there are two
(electronic) contributions to the linear response of a general
site quantity to the Maxwell fields,

AL @) =AY @)+ AL @) (20)

We have called [19] the first term on the right-hand side,

1; _ 0
AP = Y A BN e @, 2D
aBR'R"

a “dynamical” contribution to the linear response, because it
arises from modifications to the unperturbed single-particle
density matrix due to the Maxwell fields, and the other term,

(L;1D) — (D . 0)
AR (t) == Z AﬂR’;aR’/(R’t)nolR”;ﬁR” (22)
afR'R"

a “compositional” contribution, because it arises due to the
way in which the site quantity matrix elements themselves
depend on the Maxwell fields. As we will show, (22) only
describes first-order modifications of single-site properties as
a result of the electromagnetic field.
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Moreover, we will generally decompose the linear response
of a site quantity (20) as a sum of the contributions from
the Maxwell electric field, its symmeterized derivative, the
Maxwell magnetic field, and higher-order derivatives of these
fields, such that

A = AP O+ A O+ AT O+.... (23

In general each of the constituents on the right-hand side of
(23) is composed of a dynamical contribution and a composi-
tional contribution; for instance,

AP0 = AZV@) + ARV @)

However, for each site multipole moment that is considered
only a limited number of the constituents in (23) are retained;
this is detailed in Sec. IV.

In the remainder of this section we determine the evolution

1 .. 0 . .

of ’7511;”; R (t) from the initial nfﬂg/,; SR> and in the following
section we combine those results with the A;OI;,W R (R,t) and
A;(QII;’;OJR” (R, t) appropriately, to find the linear response of the
site multipole moments.

B. Evolution of the single-particle density matrix

In the independent particle approximation, the equations
of motion governing the evolution of the (electronic) single-
particle density matrix elements take the form [18]

OMNar.pr (1) _
ot N

in Y Bl Ok, (), (24)

HVR Ry
where
UR VR, _ iAR" .R,.R|,R';t) 17
Sorrpr (1) = Supdr,rre "V Hygr v, (Ras 1)

IAR" Ry Ry R

— SualR,R"€ WRy:pR (Ras 1)

LR Ry R':1)

9t 6v;35;4a8R2R'8R|R”~

The quantities HM_RI;UR2 (R,, 1) can be understood as general-
ized “hopping” matrix elements and are as previously defined
[19]. With the neglect of local field corrections they in-
volve the Maxwell fields in the neighborhood of the lattice
sites appearing, including lattice site R,. This lattice site
can be arbitrarily chosen [19], and we discuss its choice
below. The Maxwell field B(x, ¢) also enters in the quanti-
ties A(R”, ..., R’;t), which are proportional to the magnetic
flux through the surface generated by connecting the points
(R”,...,R") with straight lines, when the usual choice of
straight-line paths for the relators is adopted (see Appendix
A). In this work, this choice is always made.

An expansion of the hopping matrix elements in powers of
the electromagnetic field [19] gives

— g (1)
H;/.R,;sz(Ra’ t) - HuRl;sz + H/LRl;VRz(Ra’ t) +...,

with

H g, = / Wi, GOHo (x, p(xX)) Wik, (x)dx, (25)

where Wyr(x) = (x|aR) is the ELWF identified by its type
o and the lattice site R with which it is associated, and
Hy(x, p(x)) is the differential operator that governs the dy-
namics of the electron field operators in the unperturbed
infinite crystal; we take

h e
P(X) = 7V - ZAstatic(x)a

where we allow for a static and periodic magnetic field de-
scribed by a vector potential satisfying A e (¥) = Agtatic (X +
R) for any lattice vector R [27]. The eigenfunctions of
Hy(x, p(x)) are of the usual Bloch form ¢,x(x) = (x|VYu) =
e* ¥y (x)/ (2 )*/? with u, (x) = (x|nk) being a cell-periodic
function, and are identified by a band index »n and an index k
identifying the associated crystal momentum /ik; we denote
the corresponding eigenvalues by E,;. These energy eigen-
functions can be used to construct ELWFs [28-32] via

x|aR) = /Que / %g""'“‘*’“(ﬂak), (26)
BZ

where the vectors |ak) are related to the vectors |nk) by a
(unitary) “multiband gauge transformation,”

k) =Y~ Upa () 1K), 27

Generally for an insulating crystal in its zero temperature
ground state there is a filling factor f, associated with each
|nk) that is either O or 1. And in this paper we restrict ourselves
to the class of insulators characterized by the property that
the sets of occupied and unoccupied cell-periodic functions
(x|nk) can be used separately to construct sets of ELWFs;
this class contains both ordinary insulators and Z, topological
insulators [29,32]. Thus we can associate an analogous filling
factor f, with each |ak) that is also either 0 or 1 depending
on the occupancy of the |nk) used in the construction of
that particular |ak), and so U, (k) # 0 only if f, = f,. That
is, (27) is a unitary transformation between elements of the
(un)occupied subspace of the electronic Hilbert space alone.
Associated with the set of vectors {|nk)} is a non-Abelian
Berry connection,

£ () = i(mk|d,nk) = — / g () k)
Que Ja,.

uc ke
and with the set of vectors {|ak)} is another,
Eo (k) = i(Bk|d,ak).

These objects are related via

Y Unp (&G, (0OU, () = &6, (k) + W, (), (28)
af

where we have defined the Hermitian matrix W*(k), popu-
lated by elements

W) =i " (3aUna(k))U, (k). (29)
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and in general we adopt the shorthand 9, = d/0k“. For the
class of insulators we consider, W, (k) is nonzero only if
fin = fn. In what follows, the k dependence of the above
introduced objects is usually kept implicit.

At zeroth order in the Maxwell fields, the unperturbed
expression (25) can be implemented into (24); with this,
the elements of the unperturbed single-particle density ma-
trix for the zero temperature ground state are identified to

J

be

O L (30)

Following the same procedure, but now retaining only the
terms that are first order in the Maxwell fields, the linear
response of the single-particle density matrix is identified as
[19]

(R V) (W | 4RV H R . (Ra, @) (VR [Yr0) (Y |BR)

(1)
Nor":pR' () =

= 3> fom / dkdk'

MVR R, mn

Enk — Ev — li(w + i0V)

+ fﬁm/ o O[AR, %, Ry; 0) + AR, x, Ry; )Wy (x)dx, 31)

[recall (13)], where f, = fu — fin, foa = f5 — fo, and

HR g, (Ra, ) = / Wie, )Hg (x, 0)Wog, (x)dx.  (32)

Here H;;a)(x, w) involves the electromagnetic field via the
scalar quantity Q?ea (x, w) and the vector quantity g, (x, ®).
Very generally, Q;)(x, w) involves a line integral involving
E(z, ) from y to x, while £,(x, ) involves a more compli-
cated line integral involving B(z, ) from y to x [18], which
also appears in (31). For |x —y| on the order of a lattice
constant, an expansion [19] gives

Qi(x, ) = 3e’B' (3, 0)(x" —y") + .. (33)

—E'(y, w)
—YWOFily, )+ ..., (34)

Q) (x, ) = (x!
+ 30 =y

and similarly for |x —y| and |x — z| on the order of a lattice
constant we have

ElabBl(y, a))(za _ ya)(xb _ yb) 4.
(35)

Az, x,y;w) = e

J

(

(see Appendix A). With the approximations (33) and (34) we
find we can write [19]

H;;a)(x, w)=— e(xl
e . . ,
- S - R

+ =B (R,, w)(x* — RE)p“(x) + ...
2mce
(36)

—R)E'R,, w)

—R)F/'(R,, )

Thus R, acts as a natural point about which to expand the
electromagnetic field, and a natural choice of R, for use in (31)
would be a site “close” to R’ or R”. Still leaving that choice
open we implement (36) in (31) to identify the contributions
to na R,, AR ,(a)) from the electric field, the symmetrized deriva-
tive of the electric field, and the magnetic field. We write this
decomposition as

1 E F
’7511;”;,31( (w) = niR),,,ﬂR/ (w) + nfyR)/,;ﬁR, ()

+ s (@) F 37)

which will allow for the identification of the dynamical con-
tributions to the constituents of (23). Notably we will neglect
contributions related to the spatial variation of the magnetic
field, since we identify any such terms as higher-order modi-
fications (see Appendix A).

C. Linear response of the single-particle density matrix

By implementing the first and second terms of (36) in (31) via (32), and noting (35) is independent of E lx, w) and F/! (x, w),
the linear response of the single-particle density matrix to the Maxwell electric field and its symmetrized derivative are found to

be

lk (R"—R' )UT Unﬁ

(E) am m
. = eQuE'(R,, nm , 38
Mg pr (@) = €S2 E (Ra, @) E J / @n ) Evp — Eop — e + 107 (3%

and

(F)
Nor'-pr (@) =

uc il zk (R"—
D R 0) Y o / e

mk —

Byl Fil (k, 0)U,p

oam= mn

ok R'—R) gl

ieQue dk
+ S R )Y o [
mn B

z 27)} Epk — Enx — I(w + i0T)

ok R =R [T g!
oan S m,

{[JT (a Unﬂ) (aJU(jm)U”ﬁ}

eQue dk
+ S R ) Y fon
mn B

7z 21)} Epie — Ege — i(w + i07)

{R" — R+ (RV — R}, (39)
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where we have introduced

J gl
371 (k, (,()) = Emj‘ésn

0 (Emk + Enu) ;

mn

Xs: Bk — Enp — Hi(@ + l0+)

- (40)
[Enk — Eni — (@ + i0)]

The linear response to the Maxwell magnetic field involves the third term of (36), and using (35) it is found to be

dk

e,

_ ¢ _labpl
= S B Ry, w)%fnm

(B)

D ()
oR"PR Bz (27)3

+

€

ik-(R'~R) [t qab (k, )Ups

am mn

dk_e*® ) (Ew — Eu)§,, :

mn

eQ”C lab pl / mn T
——e“B Rav nm - 8aU Un -U 8aUn
e B Re@) DS 87 ) Eyic — Ene — h(w + i07) (Ol )Up = Vo 2ulip)}

eik-(R”—R/)UT ary
a

mSmn"np

iweQuc 1ub i [ dk
- —e“ B Rav nm
b © B w)%:f 5z 27)3

where we have introduced
ES - Enk

{(R?—R)+ (R —R)}, @D

Emk - Enk - h(a) + 10+)

a Es - Emk
Ensbon +

Bab k, =]
mn( (1)) IXS: {Emk — Enk _ Fz(a) + l()-‘r)

hw

a ¢b
Emk - Enk - h(w + i0+)%—mx§sn}

— 12
[+Emk

In the limit of uniform dc Maxwell fields, both (39) and the
final term of (41) vanish trivially, and Bj’n’; (k, w = 0) reduces
to the previously defined B (k); the above expressions are
thus consistent with past results [19]. Also, (38), (39), and (41)
are written as single Brillouin zone integrals. In past work [19]
we showed explicitly how this reduction to a single k-integral
arises when implementing (31) to find the @ = 0 component
of (38). However, this reduction emerges more generally as
a consequence of expressing the variation of the electromag-
netic field over the unit cell through the expansion, following
from (33), (34), and (35), in powers of the length of the unit
cell divided by the wavelength of light. Upon implementing
the resulting expressions in (31), via (32) and (36), and using
previously introduced identities [19], the reduction to a single
k-integral occurs.

IV. THE RESPONSE TENSORS

The linear response of the single-particle density matrix
(37) allows for the identification of the dynamical contribu-
tions (21) to the linear response of the site multipole moments
(10), (11), and (12) to the Maxwell fields and their derivatives.
For the compositional contributions (22), we implement (30)
and (13) to write

A(RI;H)(Q)) — Zfl’lAfx]R)/;aR/ (R, C()),
aR’

which can also be decomposed into contributions due to the
Maxwell fields and their derivatives. The decomposition of
the net linear response is given by (23). However, for a
given site multipole moment of interest, /L}'e(w), qp(w), or
v;}(a)), we consider only those constituents of the associated

Al R @) and of 1, 0 (@) that lead to the explicitly

included first-order terms in (14); these are /L%E)(a)), ,ujsp)(a)),
y,}gB (w), q;{(E)(a)), and vl’e(E )(w). We have justified the reten-
tion of only these terms in Appendix A. From (10), (11),

— En — h(w + i0F)

i| aa (Emk + Enk) b (42)

Emk - Enk - Fl((,() + lo+)$mn

(

and (12) follow the relevant site quantity matrix elements
associated with the site multipole moments of interest in terms
of the site quantity matrix elements appearing in (18). These
have been presented earlier [18], and we now use them to
determine the desired response tensors.

We are finally in a position to set R,. When considering
the dynamical contribution to the linear response of a par-
ticular multipole moment associated with lattice site R to a
particular Maxwell field or its derivative, we always choose
R, = R in the constituent of 77;11;,,; R (w) being implemented.

For instance, when considering u}f D (w), we set R, = R in

n;i),,; R (w). In the expressions that follow, one of the matrix
element indices R’ or R” always equals R, making the use of
the expansions (33), (34), and (35) in deriving (38), (39), and
(41) sensible. As well, we are always able to manipulate the
expressions for the ASI;,_QR,(R; w) that appear in such a way
that the Maxwell fields are evaluated at R. Collectively, this
results in the net linear response of the moments associated
with R being related to the electric field, the magnetic field,
and the symmetrized derivative of the electric field evaluated
at R, and facilitates the passage to a relation between the
macroscopic polarization and magnetization and the Maxwell

fields [see (14) and (15) and Appendix B].

A. Linear response of the electric moments
1. Dipole response to the electric field

We begin with the linear response of a site electric
dipole moment to the Maxwell electric field, u;f)(w). While

p;};/;aR,(x,R;t) depends on the magnetic field, it does not
depend on the electric field; the compositional contribution
™ (w) vanishes. The linear response of this quantity to the
electric field is thus entirely dynamical—it is solely due to

n;i),,; R (w)—and is given by
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i@ = | [0~ R e R 15 )

OlﬁR/RN
dk I &i
2 ! mnSnm
= e QuE' (R, . - . 43
®.) )1 /Bz (7 Byt — B — i + 107) )
[
From (14) we identify tlme reversal symmetric, then one can show x2 (w) is equal
A gl gi to XE i(w); in the @ — 0 limit the exchange of these 1ndlces is
stl (w) =€ Z Soum / 3 IR 21 —, always symmetrlc and if absorption is neglected, then x}!(w)
mn Bz (271)° Enic — Enie — h(w +i07) is equal to x L (—w) [33]. To obtain (43) we have implemented

(44)  previously introduced [19] identities, and in the remainder of
this section we often do so; Egs. (8), (14), and (15) of that

which is gauge invariant in that it is independent of U, (k). In work are particularly relevant,

general (44) is not symmetric under exchange of Cartesian
components i and /. However, if the unperturbed crystal is

J

We now take into account the spatial variation of the Maxwell electric field. The compositional contribution vanishes, as in
the response calculated above; the linear response is entirely dynamical, and it is given by

= 5 [ -0t 8 i

«BR'R’

e Quc Sl Wi{ssl +§l Wslmgl
——FIR, - f FI (k, + mn sm mn 45
R ) fon ), )3{ ke 08t ) ha t 10%) )
The two distinct contributions appearing in the braces of (45) originate individually from the first and second lines of (39),
while the contribution from final line of (39) vanishes. Via (14) we again identify the relevant response tensor. We explicitly
symmeterize the indices labeling Cartesian components that are contracted with the symmeterized derivative of the Maxwell
electric field, and we find

; G Wits + & Wit + EnsWinbpy + Wanimn)
ijl jl 1j mn sm ns mn sm
Yl (w) = anm (2n)3 {(?mn(k ®) + F (k, ))&, + Z I S et
(46)

Notably y"/!(w) = y"/(w); the underlying presence of this symmetry—even if the indices j and / were not contracted with an
object symmetric in those indices, F//(x, ), in (45)—can be recognized by identifying that the objects carrying these indices
in (46) originate from the second term of (36) which was used in (31) to obtain (39). There j and [ are clearly symmetric as the
components of x and R, commute. Unlike x!(w), y"/!(w) is gauge dependent.

2. Dipole response to the magnetic field

(1)
aR';

(B) .
(w). Lettlng pﬂR < > R @) be the part of p
contrlbutlon is given by

As ppor & B t) does depend on the magnetic field, there are nonvanishing compositional and dynamical contributions to

(1)

SRR (x, R; w) that is proportional to the magnetic field, the compositional

l<B W) = Zf“[/ R) (iB) O R w)dy}

e Quc a
= S € BR, )Zfa / Gy Reler B8] 47)

Note that, in going from the first to the final equality, we ensure (using Eq. (29) of Ref. [18]) the A(R;, y, R; w) that enters via

;i)/ ,(y, R; ®) (see Egs. (28) and (45) of Ref. [18]) is in a form that, upon implementing (35), the magnetic field is evaluated
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at R. Writing 85, i) a5 the compositional contribution to /3 (w) [see (15)], we have

gl _ & [abZ 1, / oo Re[E, 3,82, ], 48)

which is again gauge dependent. Interestingly, Bz, i s independent of frequency and is identical to the compositional contribu-

tion to the tensor describing the linear response of the electric dipole moment to a uniform dc magnetlc ﬁeld (see Ref. [19]).
The form of the dynamical contribution is similar to (43) but with n(E ) (w) replaced by r) (w); denoting its

aR";BR’ aR :BR
contribution to Bi(w) by 5" (w), we find

il(T) e lab ab i . (Emk — E”k)%.mn i a a i
/3 ( ) - Zﬁlm/ (2 )3 {an(k’ a))gnm + lEmk _ Enk _ h(a) + l()+) XS: (%‘nSWSm + Wns%-xm) ’ (49)

which is also gauge dependent. The two distinct terms appearing in the braces of (49) originate individually from the first
two lines of (41), and the contribution from final line of (41) vanishes. We separate out the frequency-independent terms that
appear in (49) and combine them with (48). Together these terms give rise to the previously found [19,23,24] OMP tensor,
all = a’l + 8! o, where acg is termed the Chern-Simons contribution and ag ! the cross- gap contribution; the expressions for
these are glven in Appendix C. The remaining terms are used in the constructlon of an explicitly frequency-dependent response

tensor, a?(a)) which vanishes in the w — 0 limit. In all, then, we find

B (@) = 5" (@) + 5"
=o' + af}l)(a)), (50)

where we have defined

dk sa ~
ol () = e mbz fon f T — ioh(w+io+){3mb"(k’ O+ i D (51 Wi +W,‘iéjm)}, 1)
ho ] 8u(Euk + Eui)

2 ab E'k - Emk
Bk, ) = e Bl K
mle @) = ZZ { Fut— E ™ B — B T T B~ B — i@ 1100 | Bt —

Notably o (a)) arises due to the linear response of the single-particle density matrix n' R,,

g (52)

ﬁR,(a)) alone, making it entirely the

result of a dynamical contribution. Here c/cs and o’ (a)) are gauge dependent, but ozG is not.
3. Quadrupole response to the electric field

The compositional contrlbutlon to qR( )(a)) vanishes as ,o R <& %> R; 1) does not depend on the electric field. The dynamical

contribution involves 17 R SR (w) and again takes the form of (43), except that it will be the second moment [see (11)] of
0)

PR aR"

identify

,(y, R) that will appear rather than the first. Using the expression for q” (E)(a)) that results, from the second of (14) we

; e di &L, (Bl & + EWin + Wi Edn) + EL (ELEL, + ELWL, + WiLEL,
xd @)= 7 fom ( ‘ sin) + Eoul ) (53)

Z (27[)3 Emk - Enk - h(a) + 10+)

another gauge-dependent response tensor, with X” l(a)) = xé’l(a)). This symmetry of the response tensor is a consequence of the

symmetry in the definition (11) of q (t) Notably, both XU l(a)) and y/!(w) arise from dynamical contributions alone, and are of
similar form apart from an energy derivative term that appears in /! (w).

(

B. Linear response of the magnetic dipole moment to the dipole moment to the Maxwell electric field v;E )(t) by ‘—,%E )(t),

electric field and the second by f:;f)(t); we denote the corresponding contri-

The expression (12) for a site magnetic dipole moment  butions to the response tensor /33'\1/[(0)) [recall (14)] by Bgf/[(a))
shows that there are two contributions; an “atomic-like” and Bgf/[ (w),
contribution arising due to jg(y, ), and an “itinerant” contri- ) . .
bution arising due to j(y, 1) [18]. We denote the contribution B (@) = B (@) + Bl (). (54)

of the first of these to the linear response of the site magnetic . . o
We now identify these contributions.
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FROM MAGNETOELECTRIC RESPONSE TO OPTICAL ... PHYSICAL REVIEW RESEARCH 2, 043110 (2020)

1. Response of the atomic-like contribution

AS jur.or' @, R;t) does not depend on the electric field, E;Q(E'H)(t) = 0; this contribution is entirely dynamical and follows

&) R'-R ,(w). From the resulting expression for v;e(E)(w) we compare to (14) and extract

. _ ciab dk fiw
Pi() = anm/nz <2n>3i1+E,,,k—Enk—h<w+io+>i

Op(Emic + Ent) —Ex o0
x i E.x — Eqx gnmgmn +i Z Ek — Smné:nsgv:vm +i XS: E —E kgnssxmgmn

fromn .

+ i Z( P Epi _1>%‘mn o, i Z( E. L. )Sm o S,,,,,} (55)

2. Response of the itinerant contribution

In contrast, since ]'aR/ «r' (v, R;t) does depend on the electn'c field, there will be a nonvanishing compositional contribution

to v,’z(E )(t), as well as a dynamical contribution arising from n' R,,

il

5 » (@). We denote the corresponding dynamical contribution to

M(a)) by ﬁ’l(l)(w) and the compositional contribution by ﬂ

(@) = Byt (@) + By

We find the compositional contribution to be

2
i _ € iab dk £l o Za
By = p-€ ;n /B ey Rl k] (56)

which, like (48), does not depend on frequency. To ensure that the electric field is evaluated at R, in reaching (56) we have
used the form of SZ g,‘,f;ﬁ? (t) presented above in the expression for ]'QR/;aR/(y, R;1) (Eq. (60), (61), and (62) of Ref. [18]), and set
R, = R. The dynamical contribution is

ﬁzl(l)( )_ e? tabzf f dk |:1+ hw ]
" Joz @) Enk — Epje — Bi(w +i0T)

ah (Emk + Enk ) E rk nk . E
_ - . 57

While (55) and (56) are generally gauge dependent, (57) is only gauge dependent if there are degeneracies present in the
unperturbed system. Very generally, there is a simplification that occurs when (55), (56), and (57) are summed to form the
total response tensor (54); the gauge-dependent terms appearing in (57) cancel with terms appearing in (55), and as a result the
gauge-dependent terms appearing in the total ,8;1/[ (w) do not explicitly depend on the energies E,. In all we have

Bri(@) = & + o (), (58)
where we have separated out the dc-like terms, all = aG + 8" acs, as in (50), and defined
e b dk 1) p(Epk + Enie) ; o Esxk —Enk 4 .p 0
m ” 2 a ot T ga
(CU) ;fn /]; (27.[ )3 Emk — Enk _ h(w + l0+) { Emk _ Enk Enmgmn + l Xs: Emk — Enk Ensésm%‘mn
. Eug — Eg b byru
+ 1 XS: msmévmsﬂm lsmn XS: %‘xm + EnsWem) . (59)

Like a‘})(a)) olt n (@) is entirely a consequence of a dynamical contribution The form of (59) is similar to that (51) found for

(w) apart from a term related to an energy derivative. Also, like ozG, a?(a)) and o} (@) are “cross-gap” contributions; that is,
they depend on both 1n1t1ally occupied and unoccupied Bloch energy eigenstates, and their corresponding energies. Unlike aé,
however, both o/, (w) and o/ » (@) are gauge dependent.

A qualitative feature shared by the response tensors y¥! (w), o’ (a)) ol (a)) and X (a)) is that they are all gauge dependent.
Moreover, the explicitly gauge-dependent terms within these tensors are of a s1m11ar form; the terms that involve the objects
Wa are all linear in W2 , and also involve the energies E, and the non-Abelian Berry connection £, . This is in contrast to
what is found at the level of uniform and static Maxwell fields, where the only gauge dependence of such a tensor enters via the
Chern-Simons contribution (C3) to the OMP tensor [19,23,24]. There the explicitly gauge-dependent term of ¢ g involves the

W alone and gives rise to a discrete ambiguity associated with the OMP tensor.
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V. MACROSCOPIC CHARGE AND CURRENT DENSITIES

We now construct expressions for the linear response of
the macroscopic charge and current densities to the Maxwell
fields, and as well identify the effective conductivity tensor
o' (g, w) to first order in gq.

A. The macroscopic current density

Retaining only the contributions to the multipole moments
that are linearly induced by the Maxwell fields and that are
explicitly included in (15), implementing them into the ex-
pressions (16) and (17) to obtain the linear response of the
current density and, following (13), writing this as

JO@ =" JVx, o),

we arrive at
JD(x, w)

= —leE(a))E x, w) — la)y"ﬂ(a))Fﬂ(x, w)

)
_ ia)[oc +0‘3>(w)]B (x, a))+la)xul( yE @) JoE (x )

IE! (x w) ©0)

+ Céiab[(xlb + (X ( )]
where o = ail + Si’acs Of the response tensors appearing
here, only x (a)) and (x are gauge invariant The rest, which
are acs, aT(a)) ol (w) vyl (w), and X (a)) are all gauge
dependent. Yet the linear response of the current density
J m(x, w) is in fact gauge invariant. To see this, first note that
acs appears in (60) in the form

- AE"(x,
iab (x a)):| — O,

ocs [—ini(x, w) + ce
x4

vanishing via Faraday’s law. So in considering the bulk re-
sponse (60) we can discard acs, replacing o' by oz . For
the other gauge-dependent terms, we reexpress each response
tensor as a sum of a gauge-invariant contribution, denoted by
a breve accent, and a gauge-dependent contribution. We then
find

JD(x, w)
iwy 7 (w)F (x, w)

AE! (x w)

—la)XE Hw)E!'(x, w) —

— iw[al + & (@)]B (x, 0) + ioxd (@) ———

+ cei”b[aG + “”’( )]—BE br, ©) 61)

(see Appendix D); that is, the sum of the gauge-dependent
contributions vanishes. Thus the linear response of the current
density is gauge invariant, as expected.

B. The macroscopic charge density

A similar analysis holds for the linear response of the
charge density to the Maxwell fields, where from (16) we have

oV(x,t) = -V - PD(x,1).

Again, retaining only the contributions to P(x,?) that are
explicitly included in (17), those involving the electric dipole
and quadrupole moments, and retaining only the contributions
to the electric dipole and quadrupole moments that are linearly
induced by the Maxwell fields and that are explicitly included
in (15), for the frequency components we have

oV (x, )
A )aE (x ) ity )E)F (x )
Bl 32E!
_ [aal_l_aal( )] (x ) ll]l( ) I°E (x w)

Xx@9x/

(62)

Again the Chern-Simons coefficient ocs makes no contribu-
tion, since it appears in the form

(BB“(x, a)))
des| ————— =0,
ox“

vanishing since the Maxwell magnetic field necessarily sat-
isfies V - B(x,t) = 0. This is analogous to the scenario for

JD(x, w). As was the situation there, we expect (62) to

be gauge invariant as a whole. Separating out the explicitly
gauge-dependent terms as before, we find

0V (x, »)

aE’(x ) oF/ (x w)

— 7 (w)

3B (x w)

a/( )

’E! (x, w)
0x49x/

— [l + & ()] + 35 (@)
(63)
(see Appendix E), which is gauge invariant, as expected.
We note that the expressions (61) and (63) satisfy continu-
ity
3J D (x,
oW, )+ L2 (64)
ax!
as also expected.

C. The effective conductivity tensor

Finally, we can identify the linear dependence on ¢ of the
effective conductivity tensor o' (¢, w). Fourier transforming
(2) to position space, we have
IE (x, ),

. _ilj
ic™(w) ol

JVx, w) = o (w)E (x, w) —
Comparing with (61) we can identify
o(w) = —iwxj (w), (65)

which agrees with the usual optical conductivity tensor found
via the Kubo formula in the long wavelength limit [18]. Then,
defining the dc limit of oli(w) as

ilj T
V= —icale! +icePall (66)

Ope =
and implementing Faraday’s law, we can identify
o) = opl + w0y (@) — o (@)

— icag‘f(w)e“ﬂ +icebglb M(@); 67)
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note ¥ (w) = ¥ (w) and “”l(a)) = )“(gl(w). All of (65),
(66), and (67) are gauge invariant, as expected.

In the absence of time-reversal symmetry, the o/ (w) of
(65) is nonsymmetric and can lead to the rotation of the plane
of polarization of light as it propagates through the medium;
this can be thought of as an “internal” Faraday effect, as
illustrated by the discussion of the molecular crystal limit in
the next section. The 0!/ (w) of (67) is generally nonvanishing
and nonsymmetric with respect to the exchange of any of its
indices, even in the presence of tlme reversal symmetry. But
if that symmetry is present, then O'DC will vanish and the re-
sulting 0"/ (w) describes what has been called natural optical
activity [7]. In general the tensor o'/ (w) can be evaluated
at frequencies above the band gap, and thus can be used to
describe both optical rotary dispersion and circular dichroism.
Earlier work [7] considered o'/ (w) at frequencies below the
band gap, where Ey — Ex # ho for all ¢, v, and k; here (c)
v are the band indices labeling Bloch energy eigenstates of
the unperturbed Hamiltonian that are initially (un)occupied.
To compare our results with theirs, in our expression (67) for
o'J(w) we can take the 0" limit immediately without intro-
ducing any divergences, and we follow them [7] in adopting
the notation “=" to identify equalities that only formally hold
in this limit. Introducing the shorthand E.,x = E — E, and
putting o0/ (w) = Re[o/ (w)] + ilm[c " (w)], we find

Re[o"/(w)]

2 ho
Z/ bz (27)? { —Gwr

— (7))
— (P’

[Bilg!, — &l,BY]

w[3E2,
— d; (E(k + Evk)Im[gvcscv]

(68)

[ cvk

and

Im[o™ ()]

2 Ecvk
—x Z/z Q) { ~ (P

E3 .
+ C—Ukaj(Eck + Evk)Re[E:)cgclv]
[ cvk (71(1)) ]

m[BLE!, + EL,B]

(69)

where we have adopted the previously introduced [7]
i
B = ——8,(Ew + Eni)EL,
m T (Enk + Enk )&,

1 a a
+ 55 Z (EnkEfED, + EquglES)  (70)

(see Appendix F). This is in agreement with the orbital
electronic contribution to o/ (w) found by Malashevich and
Souza [7], as expected. Notably the only nonvanishlng con-
tribution to o’/ (w) in the @ — 0 limit is due to O'DC, which
is purely imaginary, as aG is real. Thus, in this limit, (68) is
expected to vanish, which it does.

VI. THE MOLECULAR CRYSTAL LIMIT

We now consider our response tensors xHw), yil(w),
”Z(a)) o = all + 8 acs, ail (v), and o (@) in the molec-
ular crystal hmit That is, we consider a periodic array of
molecules where the orbitals associated with a molecule at
a given lattice site share no common support with those
of molecules associated with other lattice sites; again, we
take the external electric and magnetic fields to which the
molecules respond to be the macroscopic Maxwell fields,
neglecting any local field corrections. We denote the response
tensors in this limit by a circle accent.

We discussed the approach to this limit from the full
crystalline expressions earlier [19]; in essence, this limit can
be reached by taking the ELWFs (26) to be eigenfunctions
of Hy(x, p(x)), in addition to the condition on the common
support of these functions mentioned above [34]. The former
condition can be achieved by taking E,;, — E, and U, (k) —
0na» and, consequently,

&l (k) = i(ck|dvk) — x¢,

where
x4 = /Wj,(x)x“ Lo(x)dx. 71)

Again restricting ourselves to frequencies below the band gap,
as in the second part of Sec. VC, and implementing these
substitutions, (44) becomes

2 ! l
oil . € xvcxcv xvcxcv
= — . 72
TE@ =2 (E “hw | Eet o ) 72)
where E,, =E, — E,.

In the presence of time-reversal
symmetry this tensor is symmetric under the exchange of
Cartesian components i and [, but in general it is not, and we
have only xj Hw) = X {(—w). These results follow the pattern
of the corresponding tensor for the more general crystalline
system [see text surrounding Eq. (44)]. Note that even were it
the only response tensor present, an asymmetric ! (o) would
be sufficient to lead to the rotation of the polarization of light
as it propagates through a medium, as can be easily confirmed.
In this molecular crystal limit it is easy to give an example of
how this might arise. Suppose, for example, that the breaking
of time-reversal necessary for the asymmetric g "(w) occurs
because each molecule—or, simpler, atom—is subject to a dc
magnetic field that is incorporated in the unperturbed atomic
Hamiltonian. Then, if light is propagating in the direction
of the dc magnetic field, then the rotation of its plane of
polarization that results is just the Faraday effect, which is
well known in atomic systems and indeed has a variety of
applications [35]. Next, (46) simplifies to

2 i ol J ol
o ijl - € XyeXenXny XonXpcXey 73
e 2§2M§<Ew—hw+Ew+h E
and (53) to
o z/l( ) = e Z xvnxncxl + xlucxcnxnu (74)
w .
Quc ven Ecv — hw cv + ha
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Recall from previous work [19]

2 i ya b a b i
&il _ € Glah 2 : xvcxcnpnv + xvnpncxcv
2me e E. E,., ’

ven

where, in this limit,

im
Py = ?En’nxn’n- (75)
Further, (51) becomes
dip(w)
L Cho Al b,
2meSue ven Ecy(Eey — hw) E.(Eqy + ho)

Then, combining this with the dc-like contribution, the full
response of the polarization to the magnetic field is given by

Bi(@) =& + &p(w)

2 i ya b a b i
€ lab <xvcxcnpnv xvnpncxcv )
— E + . (76)

= €
2meS2,. E.,—ho E.+hw

Finally, (59) simplifies to

e (@)

= _Cho_ ciab XXl XEPh X
2meSue ven Ecy(Eey — hw) E.(Eq + ho)

Combining this with the dc-like contribution, the full response
of the magnetization to the electric field is given by

Bl(0) = &" + & (w)

2 a b 1 [ va b
. e ; x4 p) X, Xy Xe D
- ezahE : vnF nc’*cv vc ent nv (77

2mee (ECU — how + E., + an)) an

Physically one expects that an equivalent way to derive
these expressions would be to solve for the linearly induced
moments of the individual molecules; since local field correc-
tions are being neglected, the fields to which they respond are
the Maxwell fields, and the limiting response tensors above
should be equal to the appropriate molecular response tensors
multiplied by the number of molecules per unit volume, here
equal to ,!. The molecular calculations can be made with
the usual multipole moment Hamiltonian [11,12], which in-
cluding the moments relevant here can be written as

Hpol(t) = HYy — WE'(t) — GVF (1)
— DLBi(t) — lf/ Bi(t)
P 2 D ’

where ﬁl?ml is the Hamiltonian in the absence of any Maxwell
fields; E'(t), F'/(t), and Bi(t) are the Cartesian components
of the electric field, its symmeterized derivative, and the mag-
netic field evaluated at the position of the molecule; and iR
¢, di, and D}, are the indicated components of the operators
for the electric dipole and quadrupole moments, and the para-
magnetic and diamagnetic dipole moments of the molecule.
The diagmagnetic dipole moment is neglected here since it
is not involved in optical activity, but the matrix elements of
the other moments can be written in terms of the “position”

and “momentum” matrix elements (71) and (75) involving the
{W,0(x)} and the {W,¢(x)}, now identified with the filled and
empty orbitals of a molecule fixed at the origin.

The result is that (72), (73), (74), (76), and (77) are in-
deed the appropriate molecular response tensors divided by
,.. The molecular calculation also clarifies certain symme-
tries in the expressions in the molecular crystal limit. For
example, in this case one can immediately identify

X (@) = 71 (o),

and the equivalent expressions

B (@) = Br(—w),

& (w) = &l (—w).
The first of these holds because the response calculations lead-
ing to both quantities involve the different-time commutator
of the electric dipole and the electric quadrupole moment
operators, while the second holds because the response calcu-
lations leading to both involve the different-time commutator
of the electric dipole and the paramagnetic dipole moment
operators. These symmetries no longer hold in the full crystal
calculation, where the site multipole moments are not the
result of the expectation values of site operators, but rather
are evaluated in terms of the single-particle Green function.

VII. CONCLUSION

We have presented a theory for the effective conductivity
tensor o’ (g, w) of a class of insulating crystalline solids at
zero temperature. In retaining terms that are at most linear
in g, we extract tensors o'/(w) and o' (w) that describe
phenomena involving the rotation of the plane of polariza-
tion of light as it propagates through a medium; the former
contributes through its antisymmetric part only when time-
reversal symmetry is broken in the unperturbed system, and
can be considered as describing an “internal” Faraday effect,
while the latter contributes more generally and describes op-
tical activity. Although we have restricted ourselves to the
independent particle approximation, and have neglected spin
effects and the motion of ion cores, within these approxima-
tions our expression for o'/ (w) describes both optical rotary
dispersion and circular dichroism.

Our approach is based on introducing microscopic po-
larization and magnetization fields, from which the charge
and current density expectation values can be found. The
corresponding macroscopic fields of elementary electrody-
namics can then be defined as the spatial averages of those
microscopic fields; the “free” macroscopic charge and current
densities that can generally arise vanish in the linear response
of the class of insulators we consider. With the use of a set of
Wannier functions, we associate portions of these microscopic
fields with each lattice site, thereby introducing site polar-
ization and magnetization fields from which site multipole
moments are extracted.

We then construct macroscopic multipole moments from
these site multipole moments, and from their linear response
to the electromagnetic field we identify the tensors describing
the response of the electric dipole moment per unit vol-
ume Pi(x, 1) to the electric field E!(x, 1), to the symmetrized
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derivative of the electric field F//(x,t), and to the magnetic
field B (x, t); the response of the electric quadrupole moment
per unit volume QY (x,¢) to E !(x,1); and the response of the
magnetic dipole moment per unit volume M/ (x, ) to E'(x, t).
From these tensors we construct o’ (w) and o™/ (w). Due to
its focus on identifying site quantities, our strategy allows
for an easy comparison with results in the “molecular crystal
limit,” where the electrons associated with a molecule at one
lattice site cannot move to another site. But it certainly does
not require that idealization.

In the limit of uniform and static electric and magnetic
fields we recover the magnetoelectric effect described earlier
by others [23,24] and us [19], the latter calculation using the
approach implemented here. There the first-order modifica-
tions of both P! due to B’ and of M’ due to E' are described
by the orbital magnetoelectric polarizability (OMP) tensor ',
which is nonvanishing only if both time-reversal and spatial
inversion symmetry are broken in the unperturbed system.
At finite frequencies the previously identified contributions
to the OMP tensor, «% and §”acs, remain as contributions
to the response of P(x, w) to B'(x, w) and of M'(x, w) to
Ei(x, w). However, additional explicitly frequency-dependent
contributions, a¥(w) and &} (), to the total response ten-
sors emerge, generally resulting in the tensors describing the
linear response of Pi(x, w) to B'(x, w) and of M!(x, w) to
E'(x, w) to differ. These additional contributions are classified
as “cross-gap” contributions, like ail, but are gauge depen-
dent. Thus, the net cross-gap contributions would be given
by ag ~|—aé€(m) and ag ~|—a§</[(w), respectively. The terms
otéé(a)) and otgf/t (w) that arise and differentiate the responses
result from contributions that we identify as “dynamical.”
Furthermore, as the finite frequency generalization of the
“compositional” contributions to the response tensors is triv-
ial, and because ai}(a)) and aéf/[(a)) are manifestly “cross-gap”
contributions, the Chern-Simons contribution to the finite fre-
quency response tensors remains unchanged; that is, the finite
frequency generalization of the Chern-Simons contribution
to these response tensors is identical to that in the limit of
uniform and static Maxwell fields.

In the molecular crystal limit the Chern-Simons contribu-
tion, which does not contribute to the bulk macroscopic charge
and current densities that are linearly induced by the Maxwell
fields, becomes gauge invariant [36]. As well, in that limit
the response tensor characterizing the finite frequency linear
response of Pi(x, ) to Bl(x, ®), and the response tensor
characterizing that of M/ (x, w) to E'(x, ), are related; this
relation does not hold in general beyond the molecular crystal
limit. Similarly, the relations between the tensors describing
the linear response of P(x, ) to F/'(x, w) and of QY (x, )
to E'(x, ) that hold in the molecular crystal limit do not hold
generally. This is because in the molecular crystal limit the site
multipole moments can be associated with expectation val-
ues of associated operators familiar from molecular physics,
whereas for a crystal in which charges can move more freely
a Green function approach was used to define them.

Generally, these macroscopic multipole moments were in-
troduced with the use of Wannier functions associated with
each lattice site, and thus P/ (x, ¢), Q" (x, t), and M(x, ¢) are
“gauge dependent” in the sense that they depend on the choice

of these Wannier functions. A natural choice, of course, would
be a set of ELWFs. However, we showed that whatever choice
is made the expressions for the linear response of the macro-
scopic charge and current densities to the Maxwell fields are
gauge invariant. Thus our expression for o'/ (), as well as
that for o (w), can be evaluated without any calculation—or
any thought—of the Wannier functions than underpin our
approach. At frequencies below the band gap we found agree-
ment with earlier work restricted to that frequency range [7].

Yet, while they do not appear explicitly in the final expres-
sion for o (w) or o'/ (w), it is the site multipole moments
that can be introduced with the aid of these Wannier functions,
and the microscopic polarization and magnetization fields on
which the approach is based, that make possible the natural
connection and comparison with the molecular crystal limit.
This should lead to an understanding of which features of the
optical activity of any material of interest can be associated
with physics beyond that limit. As well, the use of such site
quantities in our approach offers the possibility of considering
the optical response of a finite system, where simply iden-
tifying the bulk tensors o (w) and o"/(w) is not sufficient,
and will lead to the description of other linear and nonlinear
optical response features that depend on the variation of the
electromagnetic field throughout a finite crystal. We plan to
turn to these generalizations in future publications.
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APPENDIX A: FORMAL RELATOR EXPANSIONS

The “relators” allow us to obtain the microscopic polar-
ization and magnetization fields from the charge and current
density expectation values. They also arise in the way the
Maxwell fields enter the dynamical equations governing such
quantities. Thus, an expansion of the relators is relevant for
the identification of the electric and magnetic moments and
in expanding the equations of motion of quantities associated
with the electron field in terms of powers of the Maxwell
fields and their derivatives. As a consequence, the expansion
parameter u appearing in the relator expansions can be used
to identify which perturbative modifications to the various
site multipole moments due to a particular Maxwell field, or
derivative of that field, appear at the same “order.”” We now
show this. ‘

The expansions of Qj(x, t) and Q;’(x, t) [(33) and (34)],
derived previously can be more easily derived using a formal
expansion of the “relators,” s'(w;x, y) and o/ (w; x, y), about
u = 0. We begin with the definition, under the choice of a
straight-line path; see Ref. [18], where we find

1
s'(wsx,y) = f (xF = y)8[w —y — u(x — y)ldu,
0

1
o (wix,y) = el’“f'/ @ —y)8[w —y — u(x — y)ludu.
’ (Al)
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Recall we have previously defined

Q-yf(x,t)s/a’-/’(w;x,y)B’(w,t)dw, (A2)
Q(x,1) = / s'(wix, y)E' (w, )dw, (A3)
and found for nearly uniform Maxwell fields
abd , 4 J
Q;’(x,a))z 7 B(y,a))(x —y)+..., (A4)
Qx, ©) = (x* = yHE“(y, w)
+ l(xa_ a)( b __ b Fab A5
> YO =yIFC @y, 0)+.... (AS)

which we have implemented in this work. We now find these
approximate expressions in a different way. We write the first
of (A1) as

1
si(w;x,y)Zfo (' —y)8(w — y)du

1 — —_ —
n / (xi_yi)u{aé[w y —u(x y)]} Ju
0 u=0

ou
+ ...
= (& = y)s(w —y)
1 . . - 06(w —
- S6 =y —yf)%h. (A6)

Used in (A3), following a partial integration with respect to
w, immediately gives (A5). Notice that the first term of (AS)
originates from the O(u’) term of the s'-relator expansion
(A6), and the second term from the O(u) term.

Similarly, we expand the second of (A1) to the same order,
O(u), and find

1
al(wyx,y) ~ ei“jf (x* —yH8(w — y)udu + . ..
0

= %ei“j(x“ —y)S(w—-y)+..., (A7)
Using this in (A2) we immediately arrive at (A4). Then the
explicitly retained term of (A4) originates from an O(u«) term
of the o'/-relator expansion. Thus, (A4) and the second term
of (AS) appear at the same order of the expansion param-
eter u. This is consistent with Faraday’s law as the spatial
derivatives of E(x, w) are related to frequency factors times
B(x, w). Thus such terms appear at the same “order” with
respect to the Maxwell fields and their derivatives kept in an
expansion. It appears that the expansion parameter u captures
this information.

Now the site electric and magnetic multipole moments
can be found from the “site” polarization and magnetization
fields, respectively, using these same relator expansions. The
site electric dipole moment (10) originates from the O(u)
term of the s'-relator expansion (A6), while the site electric
quadrupole moment (11) originates from the O(u) term of the
s'-relator expansion. The site magnetic dipole moment (12)
originates from the O(u) term of the o/-relator expansion
(A7). However, it is not only via the expansion of those re-
lators that relate the microscopic charge and current densities

to the microscopic polarization and magnetization fields that
the expansion parameter u enters. When finding the linear
response of the single-particle density matrix [(38), (39), and
(41)], the quantities (A4) and (AS) are used. Thus, modifica-
tions to the site electric dipole moment appear at least at order
O(u®), but not all modifications to this quantity appear at this
order; for instance, (43) appears at Ou), while (47) and (49)
appear at O(u). Furthermore, modifications to the site electric
quadrupole and the site magnetic dipole moments appear at
least at order O(u); for example, (53) and (55)—(57) appear at
O(u). In this work, we only consider the contributions to the
linear response of a site quantity appearing at most at O(u);
we neglect higher-order modifications, such as those leading
to the magnetic susceptibility, which would appear at O(u?),
those related to spatial derivatives of the magnetic field, or
those related to the linear response of higher-order multipole
moments.

APPENDIX B: MICROSCOPIC AND MACROSCOPIC
FIELDS

In this Appendix we describe approaches to constructing
macroscopic fields from the microscopic fields appearing in
(6).

One approach (/) often adopted to treat infinite crystals is
to start from the Fourier transform to wave-vector space of all
the quantities of interest. For the current density, for example,
we would have

i@ = f ¢4 (e, 1),

etc. If j(q,t) is nonzero only for a single, small ¢, then the
variation in the current density is sinusoidal. If one wants
to consider less trivial variations, then one needs to treat a
range of ¢gs. To do this one can introduce a macroscopic
field associated with each microscopic field—e.g., J(q, 1)
with j(q, t)—by setting J(q,t) = j(q,t) for some restricted
region of reciprocal space near the origin—say, |g] < A™!,
where A is a length satisfying A > a, with a on the order of
a lattice constant—and J(q,t) = 0 for other ¢ in reciprocal
space. Also choosing A < A, where A characterizes a typical
range of variation of the fields that one is trying to capture,
the macroscopic fields can describe excitations in the crystal
characterized by typical length scales much larger than the
lattice constant.

Another approach (/1) with the same goal starts in position
space rather than reciprocal space and introduces a smooth
weighting function W(x) to extract a macroscopic field L(x)
from the associated microscopic field /(x) [37],

L(x) = /W(x —x"Hl(x"dx', (B1)
identifying the macroscopic field at a point x with the average
of the associated microscopic field in the neighborhood of x.
We take w(x) to be a smooth positive function, peaking at
x = 0 and spherically symmetric about that point, dropping
off continuously as |x| — oo with a characteristic length scale
A satisfying the conditions given above,

ak AL, (B2)
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and with an integral over all space equal to unity. A typical
example would be a Gaussian function, W(x) = Wy;(x), where

XA
A373/2 !

The two approaches can be formally related, of course,
because from (B1) we have

L(g) = w(g)l(q),

and by formally setting W;(q) = 6(A~! — |q|), where 8(q) is
the Heavyside step function, we recover the first approach. It
has the advantage that constructing a macroscopic field from
its associated microscopic field is a projection in wave-vector
space; thus, choosing W(x) = w;(x), if the operation (B1) is
repeated there is no additional change. On the other hand, the
W, (x) that results

L1 . rx A x|
Wr(x) = 72 [W sin (X> — W cos (X)]’

extends far beyond |x| = A, and as well takes on negative
values. Indeed, any w(q) which, like w;(q), has a vanishing
second derivative in some direction § about ¢ = 0 will lead to
a W(x) which must take on negative values, since it has a van-
ishing second moment. Thus the second approach, where one
begins with a smooth and well-behaved averaging function
in position space [and note W (g) = exp( — |q|>/(4A%))],
seems a better choice if one wants to understand the averaging
physically, and with it one can envision a treatment of finite
media and interfaces. In this paper we only concern ourselves
with nominally infinite crystals, so the two approaches lead to
essentially the same results; we indicate the small differences
below, but most of what we say would apply to either.

We adopt the semiclassical approximation, where the elec-
tromagnetic field is treated classically, and in the Maxwell
equations for the microscopic electric and magnetic fields,
e(x,t) and b(x,t), we take p(x,t) and j(x,7) (6) as the
microscopic charge-current density of the crystal. Using the
averaging procedure (B1) to identify the macroscopic fields
from their microscopic counterparts, we immediately find that
those macroscopic fields satisfy the macroscopic Maxwell
equations in the form

Wy (x) =

V. D(x,t) =4npor(x,1),
cVxHx,t)y=4nJr(x,t) + %D(x, 1),
V-.Bx,t)=0,

cV xE(x,t)+ %B(x, 1) =0, (B3)

where D(x,t) =E(x,t)+4nP(x,t), H(x,t) =B(x,t)—
47 M (x,t), and

or(x,1) = fW(x—x/)pF(x’,t)dx’,
Ex,t)= /W(x—x/)e(x/,t)dx',

P(x,t)= /W(x —x)p', t)dx', (B4)

etc. As mentioned in the text, we refer to the macroscopic
fields E(x, t) and B(x, t) as the “Maxwell fields.”

Using the expansions (9) in the expression (7) for the total
p(x,t) and m(x, t), and then spatial averaging using (B4), we
find (4), where the macroscopic electric dipole moment per
unit volume, electric quadrupole moment per unit volume, and
magnetic dipole moment per unit volume are given by

Pl 1) =) wWx — R)ug(t),
R

QU(x, 1) =Y W —R)qy (1),
R

Mx, 1) =Y W — R)vp(t), (B5)
R

respectively. Since or (x, t) and J ¢ (x, t) vanish in the problem
at hand, on implementing (4) in the macroscopic Maxwell
equations, (B3), Pi(x,t), QY (x, t), and Mi(x, t) serve as the
only source terms at this level of analysis. The remaining task
is to establish the constitutive relations (5).

We can do this by inserting (14) in (B5). The terms that
will appear involve

Z W(x — R)L(R, »), (B6)
R

where here L(R , ) is one of the macroscopic fields E "R, w),
B'(R, ), or F/'(R, w). To investigate this kind of sum we note
that

Z w(x — R)eR
R

/ dx'w(x —x") |:Z S(x' — R)i| e
R

1

1 . .
— Q_etq-xw(q) 4 Z W(q + G)el(quG)'x, (B7)

uc uc G#O

where the G are reciprocal lattice vectors, and we have used
1 iG-x
Y sx—R) = Q_Mze .
R G

If we choose w(q) = w;(q), then the ¢ that will contribute to
L(R, w) are such that the second term in the final equality of
(B7) rigorously vanishes; from the first term in that expression
we see that, since Wy(q) acts as a projector, we will have

1
;‘ Wi = RILR, ) = =

L(x, w), (BY)

uc

exactly. If we choose w(q) = wy;(q), then there will be correc-
tions to this, since Wy;(g) does not act as a projector. However,
the corrections will be small given that the inequalities (B2)
are assumed to be satisfied, and we can redefine our local field
corrections to include them. We then find that (B5), (14), and
(B8) lead to (5), the form of our constitutive relations.

APPENDIX C: LIST OF RESPONSE TENSORS

We here list all the response tensors that were found in this
work. The derivation of these response tensors, including the
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acknowledgment of the assumptions that have been made, and
the identification of the quantities they relate, is presented in
Secs. II-TV. The response tensor x 2 (w) is gauge invariant. For

J

all the other tensors, the portion indicated with a breve accent
is gauge invariant.

dk I &i

mn>nm

Xél(w) = eZanm/];

( mnW'{S + Emn ) xim

z 27)? Epi — Enx — Ti(@ +i0T)”

+ &L Wikl + WY Eil)

il N ~ijl
Yl (@) = 7 (@) + & anm/ o

mns

2
" ijl ¢
yj(w)E_ fnm/
T2t

where

and ffﬁn (k, w) is given by (40).

2r

gL (EL W + WIEL)

3

E,x — Ey — hi(w +i07)

(52, (K,

mn

)'; ) + Stiin(k w)]snm’

£l (B, + Wi ED) }

Eu — h(w +i0%) Epe — h(w +i07)

mk_

dk £l (&1 & + ELEL)

2
Ul v ijl e_ dk
(CL)) - XQ (w) + 4 %fnm BZ (271)3 |:Emk -

where

uljl

(w) = —%s:fnm/ (2
oy () = @ (@ )+ "”’anmf
mns

where

vzl( )_0)6

and B (k, ) is defined in (52).

aii(w) = &5 (o )—

mns

where

vlt (C())

1) Eyk — Eie — (@ + i0%)

dk & Wb + EmiWisEom
8z 27)? Epie — Egk — R(w +i01)’

B (k, w)E],

lab
Zf"m /z 2n)} Ep

— Eg — h(w + i0%)’

dk é_—l Wag_—b +ébwa %-l

mn

zub
anm /B;Z (277)3 Emk - nk - h(a) + 10+)

1

O (Emk + Ent)
X 22—
Emk Enk

tab
Zf”’” / 8z (27)3 Epe — Eni

£yt ZE ——

— li(w + i07)

smsfms,’,,,z +i Z s,.ss;‘ms,im

k_

We have previously [19] found the OMP tensor to be of the form

il

ot = OlG + (SllOl(js, (CDhH
where
i _ € lab/ dk Op(Eck + Evi) Ew — Eyk / /
ag = —¢€ - ———FRe[(d,v[c)(c|d;v)] — ————Re[(9pv[v)(3,v'|c)(c|d;v)]
¢ he Bz (2m)? { ; Eve — Eci ; Ey — Eck ’
+ Z Re[(abv|c )(c'1846)(c|9;v)] } (C2)
vk -
and

_ e b
acs = _2_}'16'6 /BZ (27_[)3 |:<Z Evv’ bévv

where aé is gauge invariant and og is not.

v’ ]

Z gvv Ev vlgvlv) + Z(abwgv’)wg’v -

2i )
32

vv'v;

v'vy

WP W;’]U}, (C3)
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APPENDIX D: GAUGE INVARIANCE OF INDUCED FIRST-ORDER MACROSCOPIC CURRENT DENSITY

We begin by separating (60) into a sum of gauge-invariant and gauge-dependent terms. We then collect the gauge-invariant
terms, i.e., ¥ contributions, into [...]. We find

TV, 0) = —iwx (0)E' (x, 0) — ioy" (0)F (x, w) — io[af + op(@)]B (x, ©)

9E! (x ) dE! (x w)

+ lwxljl( ) Ceiab[ G+ M( )]

manjlféslm + EIIHWYJ’” mn Jl
]_’_ng""’ (2n)3{‘“Emk— B~ +i0r)

6lab how ;
2hc Eyie — Enc — h(w + i07) (Ers Vo + S Vi) B (5. )

w[ I WinEL, + ELWIEL N ELWE EL L EL Wi s!m}aE’(x, )
2

+ iw

Enx — Ep — li(w +i07) Euk — Ent — Fi(w + i0) ax)
bed ;
iab € ha) ! ¢ od d . ; aE (x’ C())
W, WS ==
e 2hic Epg — Epe — (o + l0+) (’S;:mn Esm + %—”5 %- ) dxa

e dk | o ,me,{s L+ EEWEL TIE (x,0)  E/(x, 0
Y [ £ Wik + 6, Wl [OE!(5,0) | DE/(x,0)
Bz (27) 2 E.x — Ey — hi(w +i07) oxJ ox

Glabw El W;1l€b + gb Wrtzl slm Elcd 3Ed(x, w)

+ 2 Eni — Egp — R(w + i01) 8xc
o[ E VL, + & Wikl a—z{; ;ﬁ o EL W E IE (x, )
2 Bk — Eni — h(w + lO+) Ex — h((x) + lOJr) ox/J

d dA)c i
+ Eiabebcde é:mn ns sm + n.erm mn oE (x’ a))}

2 Ex — Eg — Bi(w +i07) dx4

¢ > f dk | @ &, WViskl, + EiWinkn, 0E!(x, )
_& @
" Joz @)} | 2 Eyik — Eik — B +i0%) 0!

w ELWVEEL +ED WaEL TOE (x, 0)  OE“(x, @)  w &EWWIEL, + &0, Wikin IE' (x, )
2E. —Ex — (o + 10+) ox4 oxb ) Enx — Eg — hi(w +i01)  0xJ

o[ & Waskin T EsWanbmn Wb + EisWanbmn | 0E' (@, @)

2| Epx — Eg — I(w + i07) E.x — Ey — h(w + i07) Jx4

mns

_l.

] Zf / w £ Wik, + ELWhEL, VE (x, )
- l— o hd
- sz Q7)Y | 2 Ej — Eg — B(w +i0T)  9x!

@ E e + EmaWasEom [0E (x, @) BE“(x, 0) L2 Era WVl + EWVEELOE (x, ®)
2 Epg — Enp — h(w +i0) axa axb 2| Eu—Eux—Hhw+i0") dxa
=[..]
where in the above we have used the identity €/Pe/ed = §9¢§b? — §adgbe  As the [...] term contains only the gauge-invariant
contributions of the response tensors in (60), we arrive at (61).

APPENDIX E: GAUGE INVARIANCE OF INDUCED FIRST-ORDER MACROSCOPIC CHARGE DENSITY

We begin by separating (62) into a sum of gauge-invariant and gauge-dependent terms. We then collect the gauge-invariant
terms, i.e., ¥ contributions, into [...]. We find

l Jjl l 2
a ( a)) a oF’" (x, w) “ a 0B'(x, w) p ’E! (x, )
0V, w) = — { 2o =)y i el + e @)] T @)
agx/
_ Z ; / dk_| &, Wi, + Vi, 0F) @) | € i sy g
- £ Joz @) | Bk — Eut — h(@ +10) ¢ 2¢ Enk = Eni — B +1i07)™"
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+ éV{]’l’l WSS ésm

l

L OB'(x,0)  ECWIEL +EL WiES PEl(x, w)
ax? E.x — Ex — h(w +i01)  9x20x/

sz 2m)?

62 dk mnW’{S ;lm + n

WiE]
Eypk — Eg — h(w + i07) [_

PE(x,w)  92Ei(x, w)
0x29x/ ax9x!

_|_

d &b b d ]
6ldbElce ér‘:swsmgmn + émans ;lm 82E€(x’ w) }

E — Ey — I + lo+) 0x€9x?

a d &b
ns Wsm

mn Sm
+

_[ ] _ e_z Zf / dk rznwfliv ;lm + ;lZS mn
- 4 — nm 87 (271)3 E.x —Ex — h(w+ iO'*‘)

ax9x?b

Wi gb T 92Eb(x, )
0x9x4

92E9 (x, a))i|

Enk — Ene — (0 + 10+)
=—[.]

+Eh WdEs TPE (x, ) 9°E‘(x, )
dx49xe axPoxa

As the [...] term contains only the gauge-invariant contributions of the response tensors in (62), we arrive at (63).

APPENDIX F: LINEAR-IN-g CONTRIBUTION TO
OPTICAL CONDUCTIVITY

In past work, Malashevich and Souza [7] introduce
Bab) (k) which we call B (k). We arrive at (70) from Eq.
(36) presented there in the following way. We begin by imple-
menting the definition of the non-Abelian Berry connection

i0gnk) = &, (k) n'k),

(

and use the identity

0.Hy|nk) = 0,Ek|nk) + (Ex — Hy)|0.nk).

Implementing this, and Hy |nk) = E,;|nk), we arrive at (70).
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