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Intracycle interference in the interaction of laser and electron beams
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A high-energy electron beam coupled to an optical field experiences a quantized energy modulation by
multiples of the photon energy, originating from the temporal periodicity of the optical field by virtue of
intercycle interference. Here we investigate the quantum interference occurring at shorter timescales, namely,
within half an optical cycle, which is called intracycle interference. We show that the sub-half-cycle energy
and phase modulation are imprinted into and largely modulate electron energy spectra regardless of the laser
pulse duration. The intracycle effect is universal, meaning that it shows up for almost any electron velocity and
optical wavelength. It thus facilitates coherent control of free-electron beams in microscopes or accelerators
with a resolution of below an optical cycle, i.e., on attosecond timescales. The results obtained also apply to
multiphoton and attosecond physics in atoms, molecules, and solids.
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I. INTRODUCTION

Efficient coupling between a nonrelativistic electron beam
and an optical field occurs in the presence of a third body
which satisfies energy-momentum conservation. An early ex-
ample is laser-assisted electron scattering, in which electrons
scattered by atomic or molecular targets in a laser field
absorb or emit photons [1–4]. For the manipulation of en-
ergetic electron beams, a semi-infinite laser field created by
a nanometer-thick membrane provided the spatially homoge-
neous coupling for electrons passing through it [5–8]. Optical
near fields induced by laser irradiation at a nanotip, grat-
ing, prism surface, or nanofabricated silicon structure have
offered a suitable platform for energy modulation of nanofo-
cused electron beams in electron microscopes [9–12]. These
all-optical schemes now form the basis of photon-induced
near-field electron microscopy [9], diffractive imaging of
ultrafast reactions [4,7], generation and characterization of
attosecond electron pulses [7,13–17], dielectric-laser acceler-
ators [12,16–18], free-electron quantum optics [10,15], and
quantum control of radiation and excitation processes [19,20].

The appearance of discrete photon peaks in the electron
energy spectra is explained by the extended wave-packet na-
ture of the electrons in a beam. When the temporal coherence
of the electrons is longer than an optical cycle T = 2π/ω,
with ω the angular frequency, the cycle-periodic acceleration
or deceleration of electrons causes the interference in the
energy spectrum with a spacing of h̄ω. While this intercycle
interference and the appearance of photon peaks have recently
been extensively studied [9,10,21,22], quantum interference
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associated with different timescales has not been sufficiently
investigated.

In this work, we examine the quantum interference oc-
curring within a half cycle of the laser field, so within a
period <T/2. The concept of the intracycle effect is shown in
Fig. 1. An electron pulse [blue in Fig. 1(a)] at a subrelativistic
velocity interacts with a laser field (red) in the presence of a
third body. In classical mechanics, the electron experiences a
time-dependent energy modulation following the oscillation
of the laser field [Figs. 1(a) and 1(e)]. When we focus on half
an optical cycle at around t = 0 [red dotted line in Fig. 1(e)],
there are pairs of points in time giving the same amount of the
acceleration, marked by black circles and green arrows. The
electrons separated in time by less than T/2 and accelerated
by the same amount can interfere with each other when we
measure an energy spectrum. We note that this discussion
has close relevance to strongly driven electrons at atoms,
molecules, and solids, and especially to the laser-assisted
Auger decay [23–25].

II. THEORETICAL MODEL

We perform quantum mechanical simulations to explore
the intracycle effect quantitatively. An electron pulse [blue
in Fig. 1(a)], resembling the ones in in ultrafast electron mi-
croscopes [8,10,16], is described as a statistical ensemble of
coherent wave packets. We assume that each wave packet has
the same coherence time τe, in full width at half maximum
(FWHM), which approximately gives the coherent energy
bandwidth of ∼4ln2 h̄/τe, where h̄ is the reduced Planck con-
stant. The statistical ensemble has an incoherent energy spread
�E and envelope duration �t . We fix these parameters as
�E = 0.5 eV and �t = 500 fs, both in FWHM. We consider
normal distributions for all these parameters. Because the
electron’s longitudinal momentum is usually much larger than
its transversal momentum, we describe the wave packet as a
superposition of plane waves propagating along the z direction
[see Fig. 1(a)] and consider one-dimensional dynamics. When
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FIG. 1. Concept of intracycle interference. (a) Schematic of
laser-electron beam interaction. An electron pulse (blue) propagating
along the z axis is modulated by an optical field (red) in the presence
of a third body. An energy spectrum after the interaction is calcu-
lated. (b) Results of quantum mechanical simulations with Eq. (2)
at λ = 1 μm and �Emax = 10 eV. Blue curve: 0.5-eV resolution,
black curve: 1.8-eV resolution. (c) Result of the classical simulation.
(d) Intracycle interference as given by Eq. (3). (e) Time-dependent
acceleration and intracycle interference. See text for details.

we write an electron wave packet interacting with the optical
field as �(z, t ) = φ(z, t )exp(ipez/h̄ − iEet/h̄), where pe and
Ee are the electron’s central longitudinal momentum and en-
ergy, respectively, the envelope function φ(z, t ) is given by
[8,21]

φ(z, t )

= φ0(z − vet ) exp

[
i
qe pe

h̄me

∫ t

−∞
Az(z + vet

′ − vet, t ′)dt ′
]
,

(1)

where qe and me are the electron charge and rest mass,
respectively, ve is the central velocity, Az(z, t ) is the z
component of the vector potential of the optical field, and
φ0(z − vet ) = (2πσ 2

z )−1/4 exp[−(z − vet )2/4σ 2
z ] is the ini-

tial envelope function with σz = veτe/2
√

2ln(2). To derive
Eq. (1), we assumed the minimum coupling Hamiltonian,
Coulomb gauge (∇ · A = 0), a small momentum shift com-
pared to the incident momentum, and a negligibly small
wave-packet dispersion during the interaction [21]. We note
that the interaction between the incident laser field and the
third body is included in the vector potential Az [8,21]. The
field amplitude here is of the order of 1 V/nm [9,10,16],
corresponding to the intensity of 1011 W/cm2. The associ-
ated ponderomotive energy is merely of the order of 0.01 eV
at 1-µm wavelength and therefore neglected in Eq. (1) for
high-energy electrons. In classical mechanics, the time deriva-
tive of the phase inside the exponential function corresponds
to the kinetic energy shift. Therefore, Eq. (1) indicates that
the amount of energy shift follows the oscillation of the
vector potential Az. For the monochromatic optical field
Az(z, t ) = Az,env(z, t )cos[ϕ(z) − ωt], where Az,env(z, t ) is the
slowly varying space-time envelope and ϕ(z) is the spatial
phase, we can simplify Eq. (1) after the interaction (z, t →
+∞) as

φ(z, t ) = φ0(z − vet ) exp

(
i
�Emax

h̄ω
sin

[
ω

(
z

ve
− t

)
+ ϕ̃

])
,

(2)

where �Emax is the classically allowed maximum energy gain
and ϕ̃ is a constant phase; see Appendix A for details. The
maximal energy gain �Emax is proportional to the field ampli-
tude. An energy spectrum of a wave packet is obtained from
|�p|2, where �p is the momentum-space wave function given
by the Fourier transform of �(z, t ) after the interaction (t →
+∞). We compute |�p|2 for the wave packets forming the
electron pulse and take their incoherent sum. For an electron
pulse longer than an optical cycle (�t > T ), the energy spec-
tra are independent of the phase ϕ̃, and therefore we set ϕ̃ = 0
in this work. Throughout the rest of this article, we assume a
30-keV incident electron beam. However, we note that Eq. (2)
yields energy spectra nearly independent of the velocity ve

at a fixed �Emax, as long as the light-driven energy shift is
much smaller than the incident kinetic energy. The sinusoidal
phase modulation in Eq. (2) allows us to express it with a
series of Bessel functions of the first kind, as shown in pre-
vious works [8,10,19,21,22]. The close connection between
the sinusoidal phase modulation and the Bessel function can
also be found in the pioneering theoretical works of more
than a half century ago [26,27] and in recent experiments
even without free electrons [28,29], showing the generality
of the inter- and intracycle effects. It is worth mentioning that
the intracycle interference can also be seen in the simulated
spectra of the above-threshold ionization with an assumption
of the half collision using the Volkov wave function [30] and
in the spectra of laser-assisted Auger decay [23–25]. However,
the high-energy electron beam we consider here provides the
ideal platform because its energy spectrum purely captures the
interaction between free electrons and an optical field, free
from the other processes such as ionization. We keep the form
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of Eq. (2) in order to give the analytical form of the intracycle
effect below.

III. RESULTS AND DISCUSSION

A. Numerical results

We first consider a monochromatic optical field and elec-
tron wave packets of high temporal coherence (τe = �t =
500 fs) using Eq. (2). The blue curve in Fig. 1(b) shows sim-
ulation results for λ = 1 μm (h̄ω = 1.24 eV) and �Emax =
10 eV. In addition to photon peaks separated by h̄ω, we ob-
serve a modulation with longer periods, peaked at energy
shifts of �E = ±1.1,±3.7, and ±8.1 eV. The interference
becomes clearer with the poorer energy resolution (�E =
1.5h̄ω), which does not suffice to resolve photon peaks, as
shown by the black curve. To confirm that the observed long-
period interference is a quantum mechanical effect, we show
in Fig. 1(c) the result of a classical simulation [31]. The
classical result shows a smooth profile and maxima only at
�E = ±9.8 eV. The classical energy spectrum is given by the
histogram of the optical field amplitude [Fig. 1(e)] [31]; hence
it has two maxima close to the cutoff energies, where the field
changes slowly in time. This comparison confirms that the
long-period energy modulation seen in Fig. 1(b) is indeed due
to a quantum mechanical effect. The energy spacings between
these peaks are more than two times larger than the photon
energy, suggesting that the interference is associated with a
timescale less than half an optical cycle, so it is intracycle.
When we compare the energy spacings between the peaks ε12

and ε23 defined in Fig. 1(b), we see that the spacings are not
identical (ε12 = 4.4 eV and ε23 = 2.6 eV, respectively) and
the spacing at smaller gain (ε23) is shorter than that at higher
gain (ε12). This indicates that the interference appearing at
smaller energy gain is related with longer timescale, in line
with the green arrows in Fig. 1(e).

The wavelength dependence gives more insight into the
intracycle effect. The left panels in Fig. 2(a) show numerically
obtained energy spectra from Eq. (2) at wavelengths of λ = 2,
5, and 10 μm at a fixed maximum energy gain of �Emax =
10 eV; compare also with Fig. 1(b). Because the energy spec-
tra with continuous-wave optical fields are symmetric around
zero energy gain, we show only the results of the positive
energy shift. At λ = 5 and 10 μm, the photon peaks are not
resolved because of their small photon energies (h̄ω = 0.25
and 0.12 eV, respectively) compared to the incoherent energy
spread (�E = 0.5 eV). With increasing wavelength, the fringe
spacing becomes shorter, reflecting the fact that the field cycle
becomes longer. The longest fringe spacing [ε12; see Fig. 1(b)
for definition] equals 4.4, 2.5, 1.5, and 1.0 eV at λ = 1, 2, 5,
and 10 μm, respectively, suggesting a ∼λ−3/2 dependence
(see below for more discussions).

B. Analytical formula

We now investigate the intracycle effect for electrons with
low temporal coherence, in contrast to the simulations above
assuming long coherence times. Figure 2(b) compares simula-
tions at λ = 5 μm (T = 16.7 fs) with four different temporal
coherence times τe = T, T

2 , T
4 , and T

8 , from the top. When
τe � T/2, there are no significant differences in the energy

FIG. 2. (a) Wavelength dependence. Left panels: results of quan-
tum mechanical simulations with Eq. (2) at λ = 2, 5, and 10 μm.
Right panels: intracycle interference given by Eq. (3). (b) Influence
of the electron wave packet’s temporal coherence. Results of the
quantum mechanical simulation are plotted for τe = T, T

2 , T
4 , and

T
8 from the top. The baselines are shifted vertically for clarity.

spectra, suggesting that the interference occurs within half an
optical cycle. When the temporal coherence is shorter than
T
2 , the interference contrast becomes lower and vanishes at
smaller energy shifts. At τe = T

8 , we can see interference only
at the energy shift close to the cutoff energy. All these results
further support the intracycle interference picture.

We now derive an analytical form of the intracycle ef-
fect. Because the intracycle interference is associated with
the two different times symmetric around the timing for
maximum energy gain or loss [see Fig. 1(e)], we expand
the sine function in Eq. (2) by its Taylor series at around
z/ve − t = 0 (red dotted line) and obtain sin[ω( z

ve
− t )] ≈

ω( z
ve

− t ) − ω3

6 ( z
ve

− t )3. We include here only the first two
terms, up to the third order. By this expansion, the vector
potential and the phase modulation are not periodic anymore
and the photon peaks do not show up in the energy spectra. We
note in passing that the cubic phase term of a matter wave has
also recently been found and investigated in entirely different
systems, such as classical surface-gravity water waves [32], in
atom interferometry [33] and in nondiffracting electron beams
[34]. It is known to be related with the Airy function of the first
kind Ai(x) [32,35,36]. Indeed, we obtain the energy spectrum
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as

|�p|2 = C

∣∣∣∣∣Ai

([
2

(h̄ω)2�Emax

] 1
3

(|�E | − �Emax)

)∣∣∣∣∣
2

, (3)

where C is a normalization constant; see Appendix A for
details. Notably, the spectral shape of the intracycle interfer-
ence does not depend on the incident electron velocity ve at
a given maximum energy gain �Emax. The dependence on
the optical frequency ω2/3 comes from the Taylor expansion
above, related to how the amount of energy shift changes with
time at around the maximum gain or loss. The interference
patterns given by Eq. (3) are plotted with green curves and
compared with quantum simulations in Figs. 1(d) and 2(a),
after having been convolved with the statistical energy spread
of �E = 0.5 eV. The overall shape of the spectra and the peak
positions of the quantum simulations are well reproduced by
Eq. (3); see black dotted lines in Figs. 1(b) and 1(d). Because
we take only the lowest two orders of the expansion, the
agreement is better at higher energy gain/loss parts.

We can quantify the intracycle fringe spacings. Because the
magnitude of the Airy function |Ai(x)| has the first and second
maxima at x1 = −1.019 and x2 = −3.249 (hence x1 − x2 =
2.230) the largest energy spacing [ε12; see Fig. 1(b) is given
by

ε12 = 2.230

[
(h̄ω)2�Emax

2

] 1
3

. (4)

This equation indicates that the fringe spacing follows ω2/3

or λ−2/3, as heuristically obtained above. Figure 3(a) shows
the wavelength dependence from λ = 0.5 to 15 μm at the
fixed maximum energy gain (�Emax) of 100 eV. The results
of the quantum simulation with Eq. (2) (blue circles) are
reproduced almost perfectly by Eq. (4) shown by the green
curve. For comparison, we plot a λ−1 curve by the black
broken line. The agreement is poor with the λ−1 dependence,
further supporting the validity of Eq. (4). The dependence on
the maximum energy gain (�Emax) is weak, following �E1/3

max.
We show the maximum gain dependence in Fig. 3(b) for λ = 2
and 5 μm. All the quantum mechanical results plotted by blue
squares are well reproduced by Eq. (4) shown by the green
curves. Equation (4) tells us that the intracycle fringe spacing
is normally larger than the photon energy. Even at the small
limit of �Emax = h̄ω, we obtain ε12 = 1.8 h̄ω.

C. Space-time averaging and energy modulation
by single-cycle fields

We have demonstrated that intracycle interference occurs
at almost any optical wavelength and field strength. The in-
tracycle fringes can be observed even with an electron beam
whose temporal coherence and energy spread are not suf-
ficient to resolve photon peaks. However, there have been
no clear experimental reports so far. We attribute this to the
spatial and temporal averaging effect. In contrast to the photon
peaks whose locations are independent of the field amplitude,
the intracycle interference is affected by the spatiotempo-
ral field strength according to Eq. (3). Therefore, spatially
uniform optical fields with comparably long pulse dura-
tions are ideal to clearly observe the intracycle interference

FIG. 3. Intracycle fringe spacing. (a) Wavelength dependence.
Results of quantum mechanical simulations [Eq. (2)] at �Emax =
100 eV (blue circles) are compared with the analytical result (green
curve) of Eq. (4). The black dashed line shows a λ−1 dependence for
comparison, normalized at λ = 15 μm. (b) Maximum energy gain
(�Emax) dependence. Simulation results for λ = 2 and 5 μm (blue
squares) are compared with the analytical results (green curves).

effects discussed. Indeed, recent results using nanofocused
ultrashort electron beams by Ropers et al. [10,15] contain
signals which might be assigned to the intracycle effect
but were interpreted in a different way, based on Rabi
oscillation.

An interesting exception to avoid the temporal averaging
is the realm of ultrashort pulses of few- or single-cycle du-
ration [37]. Such extremely short optical pulses have peak
cycles with significantly different amplitudes from the others.
Therefore, the electrons accelerated or decelerated by a peak
cycle are isolated in the energy spectrum. Figure 4 shows
energy spectra induced by single-cycle fields of carrier wave-
length λ = 1 μm at �Emax = 100 eV and τe = 10 fs, given by
Eq. (1) for a spatially and spectrally uniform interaction; see
Appendix B for details. For the sinelike optical field shown
in Fig. 4(a), we observe a symmetric spectrum. At large en-
ergy shifts of |�E | > 65 eV, highlighted by green boxes, we
observe clear intracycle interferences. There are no photon
peaks (h̄ω = 1.24 eV) appearing because no other cycles exist
to give the same acceleration or deceleration. The inner part
of the spectrum (|�E | < 65 eV) shows the combination of the
intracycle and intercycle interferences. In contrast, the cosine-
like field in Fig. 4(b) yields an asymmetric energy spectrum.
The intracycle interference driven by the peak cycle can be
seen above 40 eV, as highlighted by the green box. Clearly,
the waveform has dramatic consequences for the spectra (see
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FIG. 4. Single-cycle-driven electron energy modulation. (a) En-
ergy spectrum of electrons modulated by a sinelike waveform with
a carrier wavelength of λ = 1 μm. (b) Result with a cosinelike field.
Near the cutoff energies induced by the peak cycles (green boxes),
clear intracycle interference is observed without intercycle photon
peaks.

also Fig. 5 in the Appendix). These results demonstrate the
capability of controlling intra- and intercycle interferences by
optical field waveforms designed on the single-cycle level.

IV. CONCLUSION

In this work, we have introduced and investigated analyt-
ically and numerically the concept of intracycle interference
in the interaction between an optical field and a high-energy
electron beam. We showed that the intracycle effect is approx-
imately represented by a cubic phase term, which leads to
an Airy function behavior in the energy spectrum. The cubic
phase term is imprinted on an extremely short timescale and is
fully tunable with the optical wavelength and the interaction
strength. Combined with the tailored optical fields provided
by today’s ultrashort pulse lasers, we foresee that the coherent
control of electron beams with sub-half-cycle precision may
provide opportunities in various branches of electron beam
applications. Examples include free-electron quantum optics
[10,15], ultrafast electron microscopes [7,9], phase-contrast
imaging [38], free-electron lasers [39], coherent control of
radiation and excitation processes [19,20], and dielectric-laser
acceleration [12,16–18]. Similarly, we expect renewed inter-
est in quantum interference in the physics of above-threshold
ionization [30].
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APPENDIX A: THEORETICAL DETAILS

We derive Eqs. (2) and (3) in the main text. With Az(z, t ) =
Az,env(z, t )cos[ϕ(z) − ωt], the exponential part of Eq. (1) be-

FIG. 5. (a) Simulated electron energy spectra as a function of
carrier-envelope phase (CEP, ϕCEP). Zero CEP corresponds to the
cosinelike waveform. The arclike interference fringes originate from
the intracycle effect. (b) CEP-averaged energy spectrum. (c) Magni-
fied view of the dashed black box in (b). Photon peaks are resolved
only in the magnified plot.

comes

K = exp

[
i
qe pe

h̄me

∫ t

−∞
Az(z + vet

′ − vet, t ′)dt ′
]

= exp

(
i
qe pe

h̄me

∫ t

−∞
Az,env(z + vet

′ − vet, t ′)

× cos[ϕ(z + vet
′ − vet ) − ωt ′]dt ′

)

= exp

(
i
qe pe

h̄me

∫ z

−∞
Az,env

(
z′,

z′ − z

ve
+ t

)

× cos

[
ϕ(z′) − ω

z′ − z

ve
− ωt

]
dz′

ve

)

= exp

(
i

qe pe

h̄meve
Re

[
exp

(
iω

z

ve
− iωt

)

×
∫ z

−∞
Az,env

(
z′,

z′ − z

ve
+ t

)
eiϕ(z′ )−iω z′

ve dz′
])

. (A1)

When we express the integral by its magnitude and argu-
ment,∫ z

−∞
Az,env

(
z′,

z′ − z

ve
+ t

)
eiϕ(z′ ) e−iω z′

ve dz′ = |B(z)|eiϕ̃(z)− iπ
2 ,

(A2)
the exponential term becomes

K = exp

(
i

qe pe

h̄meve
|B(z)|sin

[
ω

(
z

ve
− t

)
+ ϕ̃(z)

])
. (A3)

Because the optical field becomes zero at z → +∞ (t →
+∞), |B(z)| and ϕ̃(z) converge to constant values at the limit.
Since the partial derivative of the term inside of the exponen-
tial function in time represents the energy shift, we can write

qe pe

h̄meve
|B(z)||z→+∞ = �Emax/h̄ω. We then obtain

K = exp

(
i
�Emax

h̄ω
sin

[
ω

(
z

ve
− t

)
+ ϕ̃

])
, (A4)

where ϕ̃ is the argument ϕ̃(z) at the limit of z → +∞.
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By substituting the Taylor expansion of the sine function into Eq. (2), we obtain

�(z, t ) = φ0(z − vet ) exp

[
i
�Emax

h̄

(
z

ve
− t

)
− i

�Emaxω
2

6h̄

(
z

ve
− t

)3]
exp

(
i

h̄
pez − i

h̄
Eet

)
. (A5)

The momentum-space wave function �p is given by [19]

�p = 1√
2π h̄

∫ +∞

−∞
�(z, t )exp

(
− i

h̄
pz + i

h̄
Ept

)
dz, (A6)

at the limit of t → +∞. Because we are interested in the ultrafast dynamics within half an optical cycle, we can assume that the
envelope function is constant; i.e., φ0(z − vet ) = 1. With this assumption, the momentum-space wave function is given by

�p = 1√
2π h̄

∫ +∞

−∞
exp

[
i
�Emax

h̄

(
z

ve
− t

)
− i

�Emaxω
2

6h̄

(
z

ve
− t

)3]
exp

(
i

h̄
pez − i

h̄
Eet

)
exp

(
− i

h̄
pz + i

h̄
Ept

)
dz

= 1√
2π h̄

exp

[
i

h̄

(
Ep − Ee

)
t

] ∫ +∞

−∞
exp

[
i
�Emax

h̄

(
z

ve
− t

)
− i

�Emaxω
2

6h̄

(
z

ve
− t

)3]
exp

[
i

h̄
(pe − p)z

]
dz

= 1√
2π h̄

exp
( i

h̄
[Ep − Ee − ve(p − pe)]t

) ∫ +∞

−∞
exp

(
i

1

h̄ve
[�Emax − ve(p − pe)]z′ − i

�Emaxω
2

6h̄v3
e

z′3
)

dz′

= − 1√
2π h̄

(
2h̄v3

e

�Emaxω2

)1/3

exp

[
i

h̄
(Ep − Ee − �E )t

] ∫ +∞

−∞
exp

[
i(�E − �Emax)

(
2

�Emax h̄2ω2

)1/3

z′′ + i
z′′3

3

]
dz′′,

(A7)

where we replaced ve(p − pe) by the kinetic energy shift
�E because we are considering a high-energy electron beam
whose momentum shift due to the photon absorption or emis-
sion is much smaller than the initial momentum, |p − pe| �
pe. By using the definition of the Airy function of the first
kind,

Ai(x) = 1

2π

∫ +∞

−∞
exp

(
ixz + i

z3

3

)
dz, (A8)

we obtain

|�p|2 = C

∣∣∣∣∣Ai

[(
2

(h̄ω)2�Emax

) 1
3

(�E − �Emax)

]∣∣∣∣∣
2

, (A9)

with a constant C. On the other hand when we consider the
Taylor expansion of the sine function at around a minimum
energy shift peak, we get

|�p|2 = C

∣∣∣∣∣Ai

[(
2

(h̄ω)2�Emax

) 1
3

(−�E − �Emax)

]∣∣∣∣∣
2

.

(A10)

APPENDIX B: SINGLE-CYCLE-DRIVEN ENERGY
MODULATION

We assume the spatially and spectrally homogeneous in-
teraction as in the scheme with a flat metallic membrane
[5–8,30], where electrons exit from or enter an optical field
when passing through it on attosecond timescales. It is known
that in such a scheme, the amount of the energy modulation
is determined by the vector potential at the timing when
electrons pass through the membrane [5,6]. When the vector
potential is given by a Fourier-transform-limited waveform of
a Gaussian envelope, Eq. (A1) is expressed as

K = exp

(
i
�Emax

h̄ω
exp

[
−2ln(2)

(
z
ve

− t
)2

τ 2

]

× sin

[
ω

(
z

ve
− t

)
+ ϕCEP

])
, (B1)

where τ is the optical field duration in FWHM and ϕCEP is the
carrier-envelope phase. Figure 5 shows the results of quantum
mechanical simulations for single-cycle optical fields (τ = T )
of the central wavelength of λ = 1 μm as a function of ϕCEP.
We note that the phase of the vector potential is shifted by π /2
from the phase term in (B1) and ϕCEP = 0 corresponds to the
cosinelike field.
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