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Quenched dynamics of artificial colloidal spin ice
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Artificial spin ices are ideal frustrated model systems in which to explore or design emergent phenomena with
unprecedented characterization of the constituent degrees of freedom. In square spin ice, violations of the ice
rule are topological excitations essential to the kinetics of the system, providing an ideal test bed for studying the
dynamics of such defects under varied quench rates. In this work we examine possible scenarios including the
Kibble-Zurek mechanism and critical coarsening in colloidal square and hexagonal ice under quenches from a
weakly interacting liquid state into a strongly interacting regime. As expected, for infinitely slow quenches, the
system is free of defects such as monopoles, while for increasing quench rate, an increasing number of defects
in the form of monopoles or grain boundaries remain in the sample. For square ice, we find regimes in which the
defect population decreases as a power law with decreasing quench rate. A detailed scaling analysis shows that
for a wide range of parameters, including quench rates that are accessible by experiments, the behavior is best
described by critical coarsening rather than the Zurek-Kibble scenario if we assume that the equilibrium phase
transition in this system is in the Ising universality class. The appearance of critical coarsening is likely due to
the strong defect interactions in the colloidal ice system leading to relevant defect dynamics during the quench.
For hexagonal ice we do not find evidence for a power-law decay in the defect density, which is consistent with

the absence of an equilibrium phase transition in the hexagonal ice as well as a lack of critical coarsening.

DOI: 10.1103/PhysRevResearch.2.033433

I. INTRODUCTION

The term artificial spin ice (ASI) describes a variety of
systems that can be modeled by frustrated, interacting ef-
fective binary degrees of freedom which obey the ice rule.
The ASI size scales are much larger than those of molecular
and atomic spin ice systems, allowing the individual spin
degrees of freedom to be imaged directly [1-5]. Artificial
spin ice can be realized using arrays of nanomagnets [1-3,6—
11], colloids in ordered trap arrays [12—16], and vortices in
nanostructured superconductors [17-21]. Of the wide variety
of different ASI geometries, the first and most studied are
the square [1-3,10,22] and hexagonal ices [2,6-9,13,20,23].
While both of these geometries obey the ice rule in their
low-energy states, the square ice exhibits an antiferromag-
netic long-range-ordered ground state, while the hexagonal
ice does not have long-range order but can form ice-rule-
obeying states.
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A particularly appealing feature of ASI systems is that
they contain well-defined defects that take the form of non-
ice-rule-obeying vertices which can be imaged directly in
experiment. In traditional spin ice systems on the molecular
scale, such imaging is not accessible. The system can be char-
acterized by its different vertex types, which can be labeled
according to the number of spins pointing toward a vertex.
In the square ice, the vertices are named N,, where 7 is the
number of spins pointing toward the vertex. Here Ny and Ny
are called double monopoles, N; and N3 are monopoles, and
N> piased and N, o are ice-rule-obeying vertices, where the lat-
ter is the ground-state vertex configuration [2]. Similar vertex
states appear in the F' model [24,25]. In Fig. 1(a) we highlight
the different vertex types for particle-based square ice, while
Fig. 1(b) shows the same for particle-based hexagonal ice.

When the interactions between neighboring effective spins
are weak, the two-dimensional (2D) square ice forms a
trivially disordered state containing a finite number of
non-ice-rule-obeying vertices. As the interaction strength in-
creases, a second-order phase transition occurs from the
disordered state to a long-range-ordered state in which only
N, ¢ vertices are present [2,26]. The 2D hexagonal ice shows
only a crossover from a disordered state with non-ice-rule-
obeying vertices to a disordered state in which all vertices
obey the ice rule [2]. These assumptions are consistent with
behaviors observed in simulations [16,27], theory [28], and
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FIG. 1. (a) Vertex types for square ice in a particle-based system.
(b) Vertex types for hexagonal ice. Dots indicate the location of the
particle with respect to the vertex.

experimental studies of colloidal spin ice [13,14], which show
that particle-based and magnetic ASI systems can be mapped
to one another.

Previous work on ASI has generally focused on equi-
librium states; however, ASI are ideal systems in which to
address current issues in nonequilibrium statistical mechanics.
For example, the density of topological defects present in a
system after it has been quenched at different rates through
a second-order phase transition has implications for defect
formation in the early universe [29,30], vortex formation at
normal to superconducting transitions [31], liquid crystal sys-
tems [32], Bose-Einstein condensates [33—35], ion crystals
[36,37], and manganites [38]. There are different scenarios
describing the behavior of the defect density depending on
whether the quench crosses a phase transition and whether the
defects diffuse randomly or are strongly interacting. Artificial
spin ice systems provide an ideal test bed for exploring these
issues since the microscopic degrees of freedom can be di-
rectly accessed and there are experimentally achievable ways
to move through the different phases in order to induce quench
dynamics.

One scenario describing the behavior of the defects for
varied quench rates is the Kibble-Zurek (KZ) mechanism
[29,30,39], in which the defect density p, increases with in-
creasing quench rate according to a universal power law p; o
173 P Here 7 is the inverse quench rate describing the time
duration of the quench. For large 7y or slow quench rates, p, is
expected to be small. In the KZ mechanism, f is related to the
critical exponents associated with the underlying equilibrium
second-order phase transition through which the system is
quenched. The KZ mechanism relies on the adiabatic-impulse
approximation according to which defects are produced when
the system falls out of equilibrium, and is thus sensitive to the
freeze-out timescale. In addition, it requires that the density
of defects arises exclusively from the nonadiabatic crossing
of the critical point, and neglects any dynamics in the ordered
phase that may alter the defect population. The KZ mecha-
nism is appealing since it can be applied to a wide variety
of systems that exhibit phase transitions ranging from cosmo-
logical systems to superconductors [39], and it is desirable to
understand where the KZ mechanism breaks down or becomes
entangled with other possible mechanisms. There is already

some numerical work [40] showing that KZ scaling holds for
quenches of the magnetic field in a 3D classical dipolar spin
ice with a critical point that falls in the 3D Ising universality
class, suggesting that KZ scaling occurs in at least some
classes of spin ice systems. In Ref. [40], the KZ scaling was
argued to originate from the slow microscopic timescales of
the defect dynamics. It is possible that a 2D system such as a
particle-based ASI would behave differently since monopoles
are bound in two dimensions, which could give rise to faster
nonadiabatic dynamics [2,14,28].

A competing scenario for the defect density behavior dur-
ing a quench is a coarsening process facilitated by the motion
and annihilation of defects on the ordered side of the phase
transition driven by strong defect-defect interactions [41].
When a system obeying this scenario is quenched through a
second-order phase transition, the dynamics after the quench
could still show a power-law decay of the defect density as
a function of quench duration 7y if critical coarsening occurs
[42]. Here the defects do not move independently during the
quench but interact and annihilate, and the defect density
reflects this coarsening process instead of the KZ mechanism.

Artificial spin ice systems are ideal for discriminating
between these different scenarios since the ices contain
very-well-defined excitations such as monopoles, while the
universality class of the phase transition in many types of
ASI, including the square ice, is known. Since the square ice
exhibits a phase transition but the hexagonal ice does not,
these two types of ice should have very different behaviors
during a quench. Studies of quench dynamics in ASI systems
could also provide insight into the behavior of broader classes
of spin ice systems [43—47]. We note that there are two promi-
nent types of ASI system: nanomagnetic and particle based. In
our work we focus on the particle-based colloidal ASI system,
while we comment on possible differences in behavior of the
nanomagnetic ASI in Sec. IV.

In this paper we perform simulations and scaling analysis
of a colloidal artificial spin ice. The advantage of colloidal
ice is that the strength of the colloid-colloid interactions can
be tuned experimentally as a function of time, bringing the
system from a noninteracting disordered regime to a strongly
interacting ordered regime as a function of changing magnetic
field and giving access to a range of different quench rates.
We consider both square and hexagonal colloidal ice and start
the system in the weakly interacting disordered regime where
ice-rule-obeying vertices are not favored. The strength of the
repulsive colloidal interactions is increased as a function of
time until the system either passes through a second-order
phase transition in the case of square ice or crosses into
an ice-rule-obeying state in the case of hexagonal ice. In
the square ice, the transition into a long-range-ordered state
falls into the Ising model universality class. We measure the
population of the different vertex types as well as the spatial
configurations of the defects for different interaction strength
sweep rates. This protocol could be achieved experimentally
for paramagnetic colloids by sweeping the external magnetic
field.

Our system faithfully mimics the experimental setup de-
scribed in Refs. [13,14,16,27]. An advantage to studying a
particle-based model is that the time-dependent dynamics
during the quench can be accessed directly using molecular
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dynamics techniques. This avoids the issues that arise in using
Monte Carlo (MC) methods to examine quenched dynamics
and KZ scaling, where it has been shown that different MC
methods produce different results [48].

II. SIMULATION

We simulate a system of colloidal superparamagnetic par-
ticles with a radius of r = 1 um. The particles are placed
in a square 100 x 100 Ilattice containing 20000 particles
and 10000 pinning sites or in a hexagonal 38 x 66 lattice
containing 15048 particles and 10032 pinning sites. Each
pinning site is a double-well trap and the lattice constant is
ay = ay, = 5.0 um in the square ice lattice and a, =3 um
and a, = 34/3/2 um in the hexagonal ice lattice, giving a
total system size of 500 x 500 um? for the square ice and
342 x 342.95 um? for the hexagonal ice. We use periodic
boundary conditions in both the x and y directions.

The elongated gravitational double-well traps are mod-
eled as two spherical quarters connected by an elongated
half-cylindrical trough of length 2 um in the square ice and
1.4 pum in the hexagonal ice that has a repulsive bump in the
middle. Each minimum of the double well is located at the
end of the elongated trough, coinciding with the minimum
in the spherical quarter. When the particle is in either of the
spherical ends, a harmonic spring force tethers the particle to
the minimum with a spring constant of £ = 0.222 pN/um
for the square ice and k = 2.22 pN/um for the hexagonal
ice. We stay in the experimentally relevant limit where the
particles never hop out of the individual double-well traps
[13]. When the particle is in the elongated part of the pin,
the same harmonic spring force acts on it in the direction per-
pendicular to the elongated trough, and an additional middle
barrier force in the trap is exerted by the bump in the middle
of the trough which has a maximum value of Fyp = 0.011
pN for the square ice and Fyg = 0.211 pN for the hexagonal
ice. This force decays to zero linearly in each half of the
elongated trough as the intersection with the spherical quarters
is approached. These forces together compose the substrate
force denoted by F.

We use a smaller lattice constant for the less densely
packed hexagonal ice because stronger interparticle interac-
tions are required to induce the spin ice ordering compared to
the square ice system. We also increase the pinning strength
significantly for the hexagonal ice to prevent the particles from
ordering into a triangular lattice with each particle sitting at
the center of the elongated trough, which destroys the spin ice
nature of the particle based system. With the chosen values,
which are within the experimentally realizable regime, the
spin ice manifold is preserved.

Magnetization of the particles in the z direction by
an external magnetic field produces a repulsive particle-
particle interaction force Fp,(r) = A. /r*, with A, =3 x
10%x2V22B2 /27 for particles a distance r apart [14,27].
Here x,, is the magnetic susceptibility, V is the particle vol-
ume, B is the magnetic field in millitesla, and all distances are
measured in 1. The interaction falls off as 1/r3, which is rapid
enough that it can be cut off beyond three lattice constants. We
have found that larger cutoffs produce essentially the same
results [27]. At B = 40 mT, the maximum field we consider,

this gives Fy,, = 0.49 pN for » = 3 um, which is a typical dis-
tance for the square ice, and Fp,, = 6.05 pN for r = 1.6 um,
which is a typical distance for the hexagonal ice. All of these
parameters are chosen to match the length and timescales of
an experimental magnetic spin ice system [13,14,27].

The dynamics of colloid i are obtained using the discretized
overdamped equation of motion
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Here the diffusion constant D = 36 000 nm? /s, the mobility
n = 8.894 um/s/pN, and the simulation time step At =1
ms [27]. The first term on the right-hand side is a thermal
force consisting of Langevin kicks of magnitude Fy = 0.954
pN corresponding to a temperature of 7 = 20°C [16,27].
Here N[0, 1] denotes a random number drawn from a normal
(Gaussian) distribution with a mean of 0 and a standard de-
viation of 1. Each trap is filled with a single particle which
is randomly placed in one of the two minima. We increase B
linearly from B = 0 mT to B = 40 mT, following a procedure
that is feasible to achieve experimentally. We average the
results over 100 simulations performed with different random
seeds.

In Fig. 2(a) we illustrate the colloid positions in a repre-
sentative square ice vertex state, where arrows indicate the net
colloid-colloid interaction forces F!_ on colloid i. Each colloid
sits in one of the two minima found within its confining trap.
For the colloid in the upper trap, F}jp is parallel to the axis
of the confining trap and points away from the vertex center,
while for the colloids in the horizontal traps, Fpip is at an
angle to the axis of the confining trap. The magnitude of
Fpip increases with increasing magnetic field B. In the inset
of Fig. 2(b) we plot Frfp versus colloid-colloid spacing r,
showing that the interaction force decreases as r increases but
increases as B becomes larger. The main panel of Fig. 2(b)
shows the magnitude of Flfp at a specific value of r as a
function of B, showing that F;, = 0 when B = 0 and that F,,
increases with increasing B. When B = 0, the force arrows
in Fig. 2(a) disappear and the ice-rule-obeying vertex states
are no longer energetically favorable, so the vertex types are
randomly populated. We hold the temperature of our system
fixed in order to model the experimentally relevant situation in
which the relative strength of B?/T is changed only by varying
B. If B is slowly increased adiabatically, there is a critical
second-order phase transition in the square ice at which Fpip
overwhelms the thermal fluctuations and the system enters the
long-range-ordered square ice-rule-obeying state in which all
of the vertices are in the N, ¢, configuration. In the hexagonal
ice, there is no symmetry breaking in the ice-rule-obeying
state, so there is only a crossover but no phase transition as
the system shifts from a disordered state in which the vertices
are populated randomly to a disordered state in which all of
the vertices obey the ice rule.

III. RESULTS

In Fig. 3(a) we show a schematic of the magnetically in-
teracting colloids in a square ASI of double-well traps and
in Fig. 3(b) we show the corresponding hexagonal ASI. Each
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FIG. 2. (a) Schematic illustrating the forces (blue arrows) experienced by the colloids (red circles) in the double-well traps (gray)
surrounding an individual vertex in a square ice system. Each colloid sits at one end of its confining double-well trap. (b) Colloid-colloid
interaction forpe 1‘7p"p vs applied magnetic field strength B at three colloid-colloid spacings of r = 3 (black), 5 (red), and 7 um (green). The
inset shows Fp’p vs r at three magnetic field strengths of B = 20 (blue), 30 (orange), and 40 mT (brown).

elongated trap holds a single colloid which can sit on either
end of the trap, determining the direction of the effective spin.
For our parameters, the critical magnetic field at which the
equilibrium system orders into a defect-free ground state is
B. = 9 mT. We start the system at B = 0 and increase the field
to B =40 mT in a time of 7y, given in seconds. The fastest
value of 7y we consider is 10 s, while the slowest is 7o =
6000 s, which is close to the adiabatic limit. These timescales
are experimentally accessible. Figure 4 shows the vertex pop-
ulations with the same color scheme from Fig. 3(a) in a
simulation with a quench time duration of 7y = 80 s at several
values of B corresponding to several different instants of time
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FIG. 3. (a) Schematic of the square ice system. Lozenges are
the double-well traps which are each occupied by a single colloid,
shown as a gray sphere, that preferentially sits at one of the two
ends of the trap. In experimental realizations, the colloidal particles
are paramagnetic and repel each other with a strength that can be
controlled using an applied magnetic field. The circles underneath
each vertex are colored according to the vertex type: N, g (the ground
state), white; N, piased, green; N, light blue; and N, orange. Here
there are no highly unfavorable N, or N, vertices. At the center of
the image is a ground-state cluster of vertices surrounded by a grain
boundary which separates it from vertices in a ground state with the
opposite orientation. (b) Schematic of the hexagonal ice system. The
circles underneath each vertex are colored according to the vertex

type: Ny and N, (the ice rule obeying states), white; N3, orange; and
Ny, blue.

t. The defects form closed loop grain boundaries similar to
those observed in square ice systems with varied amounts
of quenched disorder [10,17,49,50]. For faster quench rates
corresponding to smaller 7y, the number of non-ground-state
vertices increases and the grain boundaries are smaller.

In Fig. 5(a) we plot the fraction of non-ground-state ver-
tices NVygs/N versus B at different sweep rates. Note that the
value of B is changing as a function of time, so it is possible to

)
5
;
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o
o
o
N
8
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FIG. 4. Coarsening in the square ice system shown as snapshots
of a small portion of the system with quench time 7y = 80 s. Each
snapshot shows a different value of the magnetic field, which is being
swept dynamically from B = OmTtoB =40 mT: (a) B = 16 mT ata
time of t =32, (b) B=20mT atatime of t =40s, (¢c) B =24 mT
at a time of r =48 s, and (d) B =30 mT at a time of t = 60 s.
Dark blue and red dots show N, and N, vertices (double monopoles),
blue and orange dots N; and N vertices (monopoles), and green
dots NV, piasea vertices. The white areas contain NV, g ice ground-state
vertices.
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FIG. 5. Transition from the ordered to the disordered state as a
function of quenching speed in the square ice system. (a) Fraction
of non-ground-state vertex types N,q/N in the system vs magnetic
field B. From dark blue to dark red, the curves represent quench
times of 7y = 10, 20, 40, 80, 150, 300, 600, 1200, 2500, and 6000 s.
(b) Rescaling of the data in (a) plotted as Nngs/N Vs 1/75, the elapsed
time ¢ divided by the total quench time raised to the power o« = 0.75.
(c) Scaling of N,g /N as a function of quench time 7 for different
magnetic field values. From dark blue to dark red, the curves rep-
resent constant magnetic fields of B = 4 mT (dark blue), B = 6 mT
(light blue), B = 8 mT (light green), and subsequently B = 10, 12,
16, 20, 24, 28, 32, 36, and 40 mT. (d) Power-law exponents S
obtained from the data in (c) vs the magnetic field value B. The inset
shows the fraction of the larger ground-state cluster ng = Ngs1 /N
(upper pink line) and the fraction of the smaller ground-state cluster
Ngsy = Ng2 /N (lower purple line) as a function of B, showing a
bifurcation at the critical field (dashed line), corresponding to the
spontaneous symmetry breaking.

rescale the x axis and plot the curves as a function of elapsed
time 7. The fastest transition with 7y = 10 s is denoted by the
rightmost blue line and the quench rate decreases for curves
that are further to the left. The systems are initialized in a com-
pletely random configuration at B = 0 with N, /N = 7/8. As
the quench rate decreases, the value of Ny./N decreases. In
Fig. 5(b) we show that the N,,ss/N curves from Fig. 5(a) can be
replotted as a function of time ¢ and then collapsed by dividing
the time 7 by 75, where o = 3/4.

In Fig. 5(c) we plot Ny /N versus the quench time 7 at
different fixed values of the magnetic field from B = 4 mT
(top) to B = 40 mT (bottom). The runs were performed over
the range of total time 7y = 10 s to 7y = 6000s, which is an
experimentally accessible range of timescales for changing
magnetic fields [13,14,27]. We fit each curve to a power law
with

Nygs/N o 757, )

where Nyos/N = pg, and we plot the resulting exponents f
versus B in Fig. 5(d). For B < 9 mT, the system does not
order at all, while for B > 12 mT, the exponent saturates at
B = 0.45. This indicates that we have two different regimes
of behavior. For smaller magnetic fields between the values of
B =10 mT and B = 12 mT, we find a slower decay rate with
an exponent between 8 = 0.2 and 8 = 0.3.

A. Kibble-Zurek mechanism

Now that we have established that our system has both a
critical point and power-law scaling of the defect density for
different quench rates, we can test whether our results are con-
sistent with the KZ mechanism [29,30,39]. In particular, the
lag time between the nonequilibrium and equilibrium value
scales is expected to be set by the so-called freeze-out time

f ~ Tév/(1+zv)’ (3)

where z is the dynamic exponent and v is the correlation
length exponent [39].

To investigate whether the transition obeys the KZ mech-
anism, we collapse the runs with different quench times
together by rescaling the time axis. In Fig. 5(b) we show
the evolution of N,g/N versus time where the time has been
divided by a power of the quench time 7j. The collapse is
achieved by setting « = 3/4. The KZ mechanism prediction

lj_”w = o = 3/4; however, the square ice
falls into the Ising universality class, whichhas v = l and z =
2 [51], as was also established experimentally [26]. Inserting
l-Zi—vzv = 2/ 3,
which is different from the value 3 /4 that we find. This implies
that either our system obeys KZ scaling in a universality class
different from the 2D Ising model or that the power law we
observe should be attributed to the alternative mechanism of
critical coarsening.

Another prediction of the KZ mechanism is that the total
number of defects should scale as

pa ~ g, @)
where D is the dimension of the system. In our case, D = 2
and pg = Nygs/N. The 2D Ising model gives a prediction of

12"‘} = 2/3, but in Fig. 5(c) we find pg ~ l'Ql/2 or ]D” =
1/2, indicating that the scaling of the defects that we obtam
does not agree with the KZ mechanism in the 2D Ising uni-
versality class. This could be due to the strong interactions
between the defects, since for quenches out to higher values
of B, the defects such as +1 and —1 monopoles are strongly
interacting and undergo a non-negligible amount of motion
during the quench via their effective Coulomb interactions, as
has been observed in colloidal experiments [14] and simula-
tions [27].

The presence of defect dynamics during the part of the
quench that approaches the ordered state violates one of the
assumptions for the validity of the KZ scenario. We note that
for coarsening dynamics near a critical point, ordered regions
of radius R grow as R(t) t1/2 [42], which for the Ising model
gives

R(t) o t'/2, (3)

where ¢ is time. In our case, the onset of coarsening begins
once B is large enough that the equilibrium system would be
in the longer-range-ordered phase. If the size of the ordered
regions grows, the number of defects would be proportional to
1/R(t), in agreement with our observations. We also note that
direct observation of the dynamics through the quench reveals
behavior consistent with defect-defect interactions, such as
defects aggregating by moving in straight lines toward each
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FIG. 6. Transition in the hexagonal ASI shown as snapshots of a
small part of the system with quench time 7y = 80 s. Each snapshot
shows a different value of the magnetic field, which is being swept
dynamically from B = 0 mT to B = 40 mT: (a) B = 8 mT at a time
oft =165, (b) B=10mT atatime of t =205, (c) B=12mT at
a time of t =24 s, and (d) B = 14 mT at a time of r = 28 s. Blue
dots show three-out vertices and orange dots three-in vertices. White
regions contain ground-state vertices that are not plotted.

other, suggesting that there is a strong Coulomb interaction
between the defects.

In other types of ASI, such as nanomagnetic systems, it is
possible that the KZ regime could be accessed more easily
since the motion of the defects may be slower due to the
presence of quenched disorder in the nanomagnetic islands.
Alternatively, at much faster quench rates than those we con-
sider, there could be a regime of KZ behavior in which the
defects simply do not have time to move. There is some
recent Monte Carlo-based numerical work on magnetic spin
ice systems in which the quench dynamics was shown to be
consistent with the KZ mechanism [52]. For 3D magnetic spin
ice systems there is evidence for KZ scaling [40]; however, in
three dimensions, defects such as monopoles are not bound
and are able to wander freely. It was argued in Ref. [40]
that the slow dynamics of such wandering defects makes it
possible to access the KZ regime.

B. Hexagonal system

In the hexagonal colloidal ice, each vertex is surrounded
by only three elongated pinning sites. The colloidal hexagonal
ice shows a crossover from a disordered paramagnetic state at
low B with three-in and three-out monopoles to a disordered
ice-rule-obeying state with two-in/one-out and two-out/one-
in vertices at higher B [13]. The lack of long-range order in the
ice rule state means that there is no phase transition between
the paramagnetic and ice-rule-obeying states. As a result, we
would not expect the KZ mechanism to apply to the hexagonal
colloidal ice, nor do we expect critical coarsening to occur.
We conduct the same type of simulation described above in
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FIG. 7. (a) Measure of the transition in the hexagonal ASI sys-
tem. Non-ground-state vertex fraction N, /N as a function of applied
field B for 7o = 10, 20, 40, 80, 150, 300, 600, 1200, 2500, and
6000 s, from blue (right) to red (left). The inset shows rescaling of
Nigs/N as afunction of elapsed time ¢ divided by 75, where o = 0.88.
(b) A log-log plot of N,g/N vs 7 for the system in (a) at B = 7.0,
7.5,8,85,9,9.5,10, 11, 12, 13, 14, 15, 16, and 17 mT, from purple
(top) to red (bottom), showing the lack of a power-law decay of
defects, in contrast to the square ice case.

which we pass from a zero-field state to a maximum field of
B =40 mT during a quench time 7y. Here the equilibrium
configurations at higher B would not contain any monopoles.
In Fig. 6 we show snapshots of the transition in the hexagonal
ice as a function of increasing interaction strength B = 8§,
10, 12, and 14 mT corresponding to consecutive times of
16, 20, 24, and 28 s for a system with a quench time of
79 = 80 s. In this case, nonfavorable vertex types disappear
during the crossover to the disordered ice-rule-obeying state
without forming any spatially correlated structures or grain
boundaries of the type observed in the square ice system.
Therefore, we expect the defect dynamics and coarsening to
be different in the hexagonal and square ices. In the initial
random configuration, the ground-state vertices in the hexag-
onal ice already occupy Ngs/N = 3/4 of the system. This is
in contrast to the square ice system, where Ny /N = 1/8 at
initialization. As a result, it is not necessary for the hexagonal
ice to nucleate and grow clusters of ice-rule-obeying vertices.
Additionally, power-law critical coarsening does not occur in
the hexagonal ice since there is no underlying phase transition.

In Fig. 7 we plot the number of non-ground-state vertices
as a function of the applied field for different 7y values
ranging from tp = 10 s to 7p = 6000 s for the hexagonal
ice. Here the crossover to an ice-rule-obeying state happens
over a narrower range of B than in the square ice since
there are no kinetic barriers to overcome in the process of
eliminating the non-ice-rule-obeying defects. This produces
a higher exponent of ¢ = 0.88 when we create a scaling
plot of Nyes/N versus 7/75 as shown in the inset of Fig. 7,
indicating that the defect annihilation mechanism differs from
what is found in the square ice system. In the square ice, the
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monopoles are located along grain boundaries and annihilate
as the grain boundaries shrink. In contrast, the monopoles in
the hexagonal ice are not on grain boundaries and can move
toward each other along straight paths, as observed experi-
mentally [8]. More relevantly, monopoles in hexagonal ice are
not topologically protected. While charges +2 of square ice
cannot be reabsorbed but can only be annihilated and created
in pairs, £3 charged violations of the ice rule in hexagonal
ice can appear and disappear individually. This is because
in the hexagonal ice, even the ice-rule-obeying vertices are
charged (£1), and thus each monopole in the hexagonal ice
can transfer charge to the surrounding plasma.

In Fig. 7(b), the plot of defect density Ng/N versus the
quench duration 7y for the hexagonal ice at varied B shows
that there is no power-law behavior in the density of defects,
which is consistent with the lack of a phase transition in the
system. As a result, the KZ mechanism scenario does not
apply, and critical coarsening cannot occur due to the lack of
a critical point.

IV. DISCUSSION

Our results can be compared directly to experiments on
colloidal ice. Extending the results to the case of magnetic
ice requires more caution. Up to a nearest-neighbor approx-
imation, a magnetic square ice can be mapped into a Ji-J,
Ising system [53]. The colloidal square ice differs from the
magnetic square ice in both its energetics and the nature
of its frustration [16,54]. An equilibrium colloidal square
ice can be mapped into a magnetic square ice as shown in
Refs. [26,28,55], but the equilibrium phase transition has a
different nature in the magnetic and colloidal spin ices. As
described in Ref. [27], the magnetic spin ice system minimizes
the energy of each local vertex, whereas the colloidal spin ice
system minimizes the global Coulomb energy. Additionally,
the colloidal ice contains many more states, corresponding
to colloids located in between preferential positions, which
can make its out-of-equilibrium kinetics much different from
those of its magnetic analog. As a result, although the col-
loidal ice and magnetic ice have similar equilibrium phases
[28], the dynamics could be different in the two systems.

It is possible that the coarsening dynamics in the mag-
netic square ASI could differ from that found in the square
particle-based ASI since the particle-based system minimizes
the global energy rather than the vertex energy, making the
resulting ice state more fragile [16,28]. It has also been
demonstrated that the motion of defects in colloid ice differs
from the motion in magnetic ice since +1 and +3 monopoles
move at different speeds in the colloidal ice due to their dif-
fering energies [27], but move at equal speeds in the magnetic
ice since their energies in the magnetic system are equal.
The kinetics of annihilation and spin flipping in magnetic ice
are also likely to depend on the microscopic details of the
particular magnetic ASI realization.

It should be possible to perform quenches across transi-
tions or crossovers in magnetic ASI by sweeping temperature
in order to pass from a higher-temperature liquid to a
lower-temperature ordered state [2,56,57]. Quenches can be
performed by varying the rate at which the temperature is
swept across the transition or crossover. In colloidal systems,

beyond changing the magnetic field it would also be possi-
ble to consider temperature-induced quenches, although the
fastest accessible quench time would be longer compared to
the magnetic quenches. In superconducting systems, where
particle-based artificial ices can be realized using magnetic
flux lines in specially designed pinning sites, a similar temper-
ature control could be used at finite fields to pass from a nor-
mal to a superconducting state as a function of temperature.
In our system, it is likely that the strong interactions
between the defects result in coarsening behavior. Therefore,
it may be possible to access a regime in which the KZ
mechanism would be valid by reducing the defect-defect
interaction strength. One possible experiment to test this
would be to create magnetic nanoislands that are sufficiently
far apart to reduce the strength of the defect-defect
interactions, which could minimize the coarsening. Other
future directions are to consider alternative ASI geometries
[2,11,16,58-60], including geometries in which the
monopoles are not as strongly bound [61,62]. It would
also be interesting to study the effect of disorder to see
whether the exponents change or if glassy dynamics arise,
which could produce a crossover to a logarithmic behavior
rather than a power-law decay. It may also be possible that a
small amount of disorder could slow down the dynamics of
the defects enough to make the KZ mechanism accessible.

V. CONCLUSION

In conclusion, we have examined the defect density popu-
lations for varied quench rates from a disordered to an ordered
state in square and hexagonal colloidal spin ice systems,
where a magnetic field is used to tune the strength of the
interactions between the effective spins. In the square ice, we
find that when the quench into the ordered state is sufficiently
deep, there is a power-law decay of the defect density with
Pd X Ty '/2 Based on scaling arguments for the universal-
ity class of the square ice, we find that the behavior of the
quenched square ice is most likely governed by critical coars-
ening rather than the Kibble-Zurek mechanism. The lack of
KZ behavior could be due to the strong Coulomb interactions
between the monopoles, which arise because particle-based
spin ice models minimize the global Coulomb energy rather
than the local vertex energy. These stronger interactions per-
mit the defects to move toward each other nondiffusively,
whereas the KZ mechanism assumes that no dynamics occurs
in the ordered phase. It is also possible that the colloidal ice
falls into a universality class different from the 2D Ising model
observed for magnetic spin ice, and therefore it is not possible
to rule out the KZ mechanism for the colloidal square ice. In
the case of the colloidal hexagonal ice, which has no second-
order phase transition to an ordered state, we find distinctive
defect configurations, no grain boundaries, and no power-law
scaling of the defect density under varied quench rates. Our
results could be compared with quenches of different types
of ASI in magnetic, colloidal, and superconducting systems.
Each of these systems could exhibit different interactions be-
tween the defects or different kinetics and it is possible that
one or more of the systems could have a regime in which the
KZ mechanism is observable.
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