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#### Abstract

We show a relation between the entropy production in stochastic thermodynamics and the stochastic interaction in the integrated information theory. To clarify this relation, we introduce an information-geometric interpretation of the entropy production for a total system and the partial entropy productions for subsystems. We show that the violation of the additivity of the entropy productions is related to the stochastic interaction. This framework is a thermodynamic foundation of the integrated information theory. We also show that our information-geometric formalism leads to an expression of the entropy production related to an optimization problem minimizing the Kullback-Leibler divergence. We analytically illustrate this interpretation by using the spin model.
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## I. INTRODUCTION

Information geometry [1,2] is a differential geometric theory for elucidating various results in information theory and probability theory. Applications of information geometry have been found in a variety of fields, including machine learning [3], neuroscience [4], statistical physics [5,6], and thermodynamics [7-22]. The projection theorem [23,24] plays a crucial role in applications of information geometry. For example, the projection theorem unifies the conventional definitions of information measures such as the mutual information, the transfer entropy, and several measures in the integrated information theory [2,25,26].

The integrated information theory seeks for measures of inseparability of networks [25-35]. Several measures have been proposed by considering different ways of dividing networks [25,26,34]. A possible promising measure of information integration is the stochastic interaction [29,31], which quantifies the inseparability of stochastic dynamics in two interacting systems.

In the field of stochastic thermodynamics [36,37], a similar problem of inseparability takes place. For example, in the context of Maxwell's demon, information thermodynamic measures of the correlation between two interacting dynamics have been discussed [38-50]. For two interacting dynamics, we introduce a measure of information thermodynamics, namely, the partial entropy production for the subsystem

[^0][42-44]. If two interacting dynamics are well separated, the sum of the partial entropy productions for each subsystem is equivalent to the total entropy production. This fact is known as the additivity of the entropy productions. If two interacting dynamics are not well separated, this additivity is generally violated.

In this paper, we introduce a framework of stochastic thermodynamics based on information geometry. We introduce several submanifolds related to backward dynamics, and the total entropy production and the partial entropy production can be considered to be given by the projections of the entire system onto these submanifolds. From the inclusion property of these submanifolds, we obtain a geometric interpretation of the additivity of the entropy productions. This interpretation clarifies a relation between the violation of the additivity and the stochastic interaction. Additionally, our framework leads to an expression of the entropy production by considering an optimization problem to minimize the Kullback-Leibler divergence. We analytically illustrate our results by using the spin models.

## II. THE PROJECTION THEOREM

We first introduce the projection theorem in information geometry, which is a differential geometrical theory for the manifold of the probability distribution [23,24]. In information geometry, a Riemannian metric is given by the Fisher information matrix, and a dual pair of affine connections is defined [1]. Let $p_{S}(s)$ be the joint probability, where $\boldsymbol{S}=\left\{S_{1}, \ldots, S_{N}\right\}$ is the set of random variables and $\boldsymbol{s}=$ $\left\{s_{1}, \ldots, s_{N}\right\}$ is the set of events. In information geometry, the set of the joint probabilities is considered a manifold. A subset of probabilities gives a submanifold $\mathcal{M}$, and a probability $p_{S}(\boldsymbol{s})$ corresponds to a point.


FIG. 1. Schematic of the projection theorem. The subset of probabilities gives a submanifold $\mathcal{M}$, and the probability $p$ corresponds to a point. If $\mathcal{M}$ is flat, we have a unique solution $q_{S}^{*}$ of the optimization problem to minimize the Kullback-Leibler divergence between the probability $p$ and the probability $q_{S} \in \mathcal{M}$. The flatness of the manifold is given by the Pythagorean theorem, and the solution $q_{S}^{*}$ is the projection onto the flat submanifold $\mathcal{M}$.

We now consider an optimization problem to minimize the Kullback-Leibler divergence between two probabilities $p_{S}(\boldsymbol{s})$ and $q_{S}(\boldsymbol{s})$,

$$
\begin{align*}
D^{\mathrm{opt}}\left(p_{S} \| \mathcal{M}\right) & :=\min _{q_{S} \in \mathcal{M}} D\left(p_{S} \| q_{S}\right),  \tag{1}\\
D\left(p_{S} \| q_{S}\right) & :=\sum_{s} p_{S}(s) \ln \frac{p_{S}(\boldsymbol{s})}{q_{S}(\boldsymbol{s})} \tag{2}
\end{align*}
$$

when $q_{S}(\boldsymbol{s})$ is in a submanifold $\mathcal{M}$. If the submanifold $\mathcal{M}$ is flat, we have the unique solution $q_{S}^{*} \in \mathcal{M}$ that satisfies $D^{\text {opt }}\left(p_{S} \| \mathcal{M}\right)=D\left(p_{S} \| q_{S}^{*}\right)$. This unique solution $q_{S}^{*}$ can be interpreted as the projection from point $p_{S}$ onto the flat submanifold $\mathcal{M}$. In Fig. 1, we show an intuitive schematic of the projection theorem.

This projection can be understood by considering the Pythagorean theorem

$$
\begin{equation*}
D\left(p_{S} \| q_{S}\right)=D\left(p_{S} \| q_{S}^{*}\right)+D\left(q_{S}^{*} \| q_{S}\right) \tag{3}
\end{equation*}
$$

for any probability $q_{S}$ on the flat submanifold $\mathcal{M}$ [1]. This Pythagorean theorem can be regarded as the definition of the flatness of a submanifold $\mathcal{M}$. In information geometry, the Pythagorean theorem holds when the geodesic connecting $p_{S}$ and $q_{S}^{*}$ is orthogonal to the dual geodesic connecting $q_{S}^{*}$ and $q_{S}$. From the nonnegativity of the Kullback-Leibler divergence $D\left(q_{S}^{*}| | q_{S}\right) \geqslant 0$, we obtain the fact that $q_{S}^{*}$ is the unique solution of an optimization problem,

$$
\begin{equation*}
D\left(p_{S} \| q_{S}\right) \geqslant D\left(p_{S} \| q_{S}^{*}\right)=D^{\mathrm{opt}}\left(p_{S} \| \mathcal{M}\right) \tag{4}
\end{equation*}
$$

## III. THE ENTROPY PRODUCTION AND THE PROJECTION THEOREM

## A. The total entropy production

We here consider a Markov process. Let $\boldsymbol{Z}$ and $\boldsymbol{Z}^{\prime}$ be random variables of the state of a system $\mathcal{Z}$ at times $t$ and $t+d t$, respectively. Let $p_{Z, Z^{\prime}}\left(z, z^{\prime}\right)$ be the joint probability of the states $s=\left\{z, z^{\prime}\right\}$ corresponding to random variables $\boldsymbol{S}=\left\{\boldsymbol{Z}, \boldsymbol{Z}^{\prime}\right\}$. The transition probability is given by
$T\left(\boldsymbol{z}^{\prime}, \boldsymbol{z}\right):=p_{Z^{\prime} \mid \mathbf{Z}}\left(z^{\prime} \mid \boldsymbol{z}\right)$, where the conditional probability is defined as $p_{Z^{\prime} \mid Z}\left(z^{\prime} \mid z\right):=p_{Z^{\prime}, Z}\left(z^{\prime}, z\right) / p_{Z}(z)=p_{S}(\boldsymbol{s}) /\left[\sum_{z^{\prime}} p_{S}(\boldsymbol{s})\right]$. Because the transition probability $T\left(z^{\prime}, z\right)$ is a function of $\left(z^{\prime}, z\right)$, we can define a new quantity $T\left(z, z^{\prime}\right)$ by replacing $z$ with $z^{\prime}$. We remark that $T\left(z^{\prime}, z\right)$ is not equal to the conditional probability $p_{Z \mid Z^{\prime}}\left(z \mid z^{\prime}\right):=p_{S}(\boldsymbol{s}) /\left[\sum_{z} p_{S}(\boldsymbol{s})\right]$.

In stochastic thermodynamics [37], the total entropy production $\sigma_{\text {tot }}^{\mathcal{Z}}$ is defined as the sum of the entropy changes,

$$
\begin{equation*}
\sigma_{\text {tot }}^{\mathcal{Z}}:=\sigma_{\text {sys }}^{\mathcal{Z}}+\sigma_{\text {bath }}^{\mathcal{Z}} \tag{5}
\end{equation*}
$$

The entropy change of the system $\sigma_{\text {sys }}^{\mathcal{Z}}$ is defined as the Shannon entropy change from time $t$ to $t+d t$,

$$
\begin{equation*}
\sigma_{\text {sys }}^{\mathcal{Z}}:=H\left(\boldsymbol{Z}^{\prime}\right)-H(\boldsymbol{Z}) \tag{6}
\end{equation*}
$$

where $H(\boldsymbol{Z})=-\sum_{z} p_{Z}(z) \ln p_{Z}(z)$ is the Shannon entropy. The entropy change of the heat bath $\sigma_{\text {bath }}^{\mathcal{Z}}$ is defined as

$$
\begin{equation*}
\sigma_{\text {bath }}^{\mathcal{Z}}:=\mathbb{E}\left[\ln \frac{T\left(z^{\prime}, z\right)}{T\left(z, z^{\prime}\right)}\right]=\mathbb{E}\left[-\ln T\left(z, z^{\prime}\right)\right]-H\left(\mathbf{Z}^{\prime} \mid \mathbf{Z}\right) \tag{7}
\end{equation*}
$$

where the symbol $\mathbb{E}[\cdots]:=\sum_{s} p_{S}(\boldsymbol{s}) \cdots$ denotes the expected value and $H\left(\boldsymbol{Z}^{\prime} \mid \boldsymbol{Z}\right):=H\left(\boldsymbol{Z}^{\prime}, \boldsymbol{Z}\right)-H(\boldsymbol{Z})$ is the conditional Shannon entropy. The entropy change of the heat bath can be regarded as the difference between the conditional cross entropy $\mathbb{E}\left[-\ln T\left(z, z^{\prime}\right)\right]$ and the conditional Shannon entropy. The nonnegativity of the entropy production is known as the second law of thermodynamics. If the entropy production is zero, the system is reversible, and the detailed balance $p_{Z}(\boldsymbol{z}) T\left(z^{\prime}, \boldsymbol{z}\right)=p_{Z^{\prime}}\left(z^{\prime}\right) T\left(\boldsymbol{z}, z^{\prime}\right)$ holds (see Appendix A). Hence, $\sigma_{\text {tot }}^{\mathcal{Z}}$ quantifies the irreversibility of the dynamics.

We show that the total entropy production can be obtained by the projection of $p_{S}$ onto a submanifold, called the backward manifold. The backward manifold $\mathcal{M}_{\mathrm{B}}$ is defined as the set of probabilities $q_{S}$ satisfying

$$
\begin{equation*}
\mathcal{M}_{\mathrm{B}}=\left\{q_{S} \mid q_{S}(\boldsymbol{s})=q_{Z^{\prime}}\left(z^{\prime}\right) T\left(z, z^{\prime}\right)\right\}, \tag{8}
\end{equation*}
$$

where $q_{Z^{\prime}}\left(z^{\prime}\right)=\sum_{z} q_{S}(\boldsymbol{s})$ and $T\left(z, z^{\prime}\right)$ is defined from $p_{S}(\boldsymbol{s})$. The backward manifold consists of probabilities such that backward dynamics from $\boldsymbol{Z}^{\prime}$ to $\boldsymbol{Z}$ is equal to the transition probability of $p_{s}$. The backward manifold is uniquely determined by $p_{S}$. The total entropy production of the Markov process is given by

$$
\begin{equation*}
\sigma_{\mathrm{tot}}^{\mathcal{Z}}=D^{\mathrm{opt}}\left(p_{\boldsymbol{S}} \| \mathcal{M}_{\mathrm{B}}\right), \tag{9}
\end{equation*}
$$

which is the first main result of this paper. This result means that the total entropy production can be regarded as the minimum length of $p_{S}$ to the backward manifold (see also Fig. 2). To prove Eq. (9), we introduce the joint probability $q_{S}^{*}(\boldsymbol{s}):=$ $p_{Z^{\prime}}\left(z^{\prime}\right) T\left(z, z^{\prime}\right) \in \mathcal{M}_{\mathrm{B}}$; the entropy production is given by the Kullback-Leibler divergence $\sigma_{\text {tot }}^{\mathcal{Z}}=D\left(p_{S} \| q_{S}^{*}\right)$ [51]. Because the Pythagorean theorem

$$
\begin{equation*}
D\left(p_{S} \| q_{S}\right)=D\left(p_{S} \| q_{S}^{*}\right)+D\left(q_{S}^{*} \| q_{S}\right) \tag{10}
\end{equation*}
$$

is valid for any $q_{S} \in \mathcal{M}_{\mathrm{B}}$ (see Appendix A ), we obtain the first main result, Eq. (9).

## B. The partial entropy production

We next consider the situation where the system $\mathcal{Z}$ consists of two subsystems $\mathcal{X}$ and $\mathcal{Y}$ and random variables $\boldsymbol{Z}$ and $\boldsymbol{Z}^{\prime}$


FIG. 2. Schematic of the total entropy production and the projection onto the backward manifold $\mathcal{M}_{\mathrm{B}}$. The entropy production $\sigma_{\text {tot }}^{\mathcal{Z}}$ is given by the minimum length from the backward manifold $D^{\text {opt }}\left(p_{S} \| \mathcal{M}_{\mathrm{B}}\right)$.
are given by $\boldsymbol{Z}=\{\boldsymbol{X}, \boldsymbol{Y}\}$ and $\boldsymbol{Z}^{\prime}=\left\{\boldsymbol{X}^{\prime}, \boldsymbol{Y}^{\prime}\right\}$, respectively. The transition probability of subsystem $\mathcal{X}$ for fixed states $\left\{\boldsymbol{y}, \boldsymbol{y}^{\prime}\right\}$ is given by $T^{\mathcal{X}}\left(\boldsymbol{z}^{\prime}, \boldsymbol{z}\right):=p_{X^{\prime} \mid \boldsymbol{Y}^{\prime}, \boldsymbol{Z}}\left(\boldsymbol{x}^{\prime} \mid \boldsymbol{y}^{\prime}, \boldsymbol{z}\right)$.

The partial entropy production for subsystem $\mathcal{X}$ is defined as

$$
\begin{gather*}
\sigma_{\text {partial }}^{\mathcal{X}}:=\sigma_{\text {sys }}^{\mathcal{X}}+\sigma_{\text {bath }}^{\mathcal{X}}-\Theta^{\mathcal{X} \rightarrow \mathcal{Y}},  \tag{11}\\
\sigma_{\text {sys }}^{\mathcal{X}}=H\left(\boldsymbol{X}^{\prime}\right)-H(\boldsymbol{X}),  \tag{12}\\
\sigma_{\text {bath }}^{\mathcal{X}}=\mathbb{E}\left[\ln \frac{T^{\mathcal{X}}\left(\boldsymbol{z}^{\prime}, \boldsymbol{z}\right)}{T^{\mathcal{X}}\left(\boldsymbol{z}, \boldsymbol{z}^{\prime}\right)}\right],  \tag{13}\\
\Theta^{\mathcal{X} \rightarrow \mathcal{Y}}=I\left(\boldsymbol{X}^{\prime} ;\left\{\boldsymbol{Y}, \boldsymbol{Y}^{\prime}\right\}\right)-I\left(\boldsymbol{X} ;\left\{\boldsymbol{Y}, \boldsymbol{Y}^{\prime}\right\}\right), \tag{14}
\end{gather*}
$$

where $I\left(\boldsymbol{Z} ; \boldsymbol{Z}^{\prime}\right)=H(\boldsymbol{Z})-H\left(\boldsymbol{Z} \mid \boldsymbol{Z}^{\prime}\right)$ is the mutual information between two random variables $\boldsymbol{Z}$ and $\boldsymbol{Z}^{\prime}$. The additional term $\Theta^{\mathcal{X} \rightarrow \mathcal{Y}}$ quantifies dynamic information flow from subsystem $\mathcal{X}$ to subsystem $\mathcal{Y}$. Thus, the nonnegativity of the partial entropy production can be regarded as the second law of information thermodynamics for the subsystem $\sigma_{\text {sys }}^{\mathcal{X}}+$ $\sigma_{\text {bath }}^{\mathcal{X}} \geqslant \Theta^{\mathcal{X} \rightarrow \mathcal{Y}}$, which implies a trade-off relation between the entropy changes $\sigma_{\text {sys }}^{\mathcal{X}}+\sigma_{\text {bath }}^{\mathcal{X}}$ and information flow $\Theta^{\mathcal{X} \rightarrow \mathcal{Y}}$. The partial entropy production for subsystem $\mathcal{X}$ quantifies the local irreversibility of the dynamics in system $\mathcal{X}$. The partial entropy production vanishes if the dynamics in system $\mathcal{X}$ are locally reversible, that is, $p_{Z, Y^{\prime}}\left(\boldsymbol{z}, \boldsymbol{y}^{\prime}\right) T^{\mathcal{X}}\left(\boldsymbol{z}^{\prime}, \boldsymbol{z}\right)=$ $p_{Z^{\prime}, Y}\left(z^{\prime}, \boldsymbol{y}\right) T^{\mathcal{X}}\left(z, z^{\prime}\right)$.

We here show that the partial entropy production can also be derived from the projection of $p_{S}$ onto the local backward manifold. The local backward manifold of system $\mathcal{X}$ is defined as the set of probabilities such that

$$
\begin{equation*}
\mathcal{M}_{\mathrm{LB}}^{\mathcal{X}}=\left\{q_{S} \mid q_{S}(s)=q_{Y, Z^{\prime}}\left(\boldsymbol{y}, z^{\prime}\right) T^{\mathcal{X}}\left(z, z^{\prime}\right)\right\}, \tag{15}
\end{equation*}
$$

where $q_{Y, Z^{\prime}}\left(\boldsymbol{y}, z^{\prime}\right)=\sum_{x} q_{S}(\boldsymbol{s})$ and $T^{\mathcal{X}}\left(z, z^{\prime}\right)$ is defined from $p_{S}(s)$. The local backward manifold means the set of probabilities such that local backward dynamics from $X^{\prime}$ to $X$ is equal to the transition probability in $\mathcal{X}$ of $p_{S}$. The partial entropy production of subsystem $\mathcal{X}$ is given by

$$
\begin{equation*}
\sigma_{\text {partial }}^{\mathcal{X}}=D^{\mathrm{opt}}\left(p_{\boldsymbol{S}} \| \mathcal{M}_{\mathrm{LB}}^{\mathcal{X}}\right) \tag{16}
\end{equation*}
$$

which is the second main result of this paper. To prove Eq. (16), we introduce the probability $q_{S}^{\mathcal{X} *}(\boldsymbol{s})=$


Hierarchy of the entropy productions: $D^{\mathrm{opt}}\left(p_{\boldsymbol{S}} \| \mathcal{M}_{\mathrm{LB}}^{\mathcal{X}}\right) \leq D^{\mathrm{opt}}\left(p_{\boldsymbol{S}} \| \mathcal{M}_{\mathrm{B}}\right)$
FIG. 3. Schematic of the partial entropy production and the hierarchy of the entropy productions. Because the local backward manifold includes the backward manifold, the partial entropy production is always smaller than the total entropy production.
$T^{\mathcal{X}}\left(\boldsymbol{z}, \boldsymbol{z}^{\prime}\right) p_{Y, Z^{\prime}}\left(\boldsymbol{y}, \boldsymbol{z}^{\prime}\right) \in \mathcal{M}_{\mathrm{LB}}^{\mathcal{X}}$. Because we can show the expression

$$
\begin{equation*}
\sigma_{\text {partial }}^{\mathcal{X}}=D\left(p_{S} \| q_{S}^{\mathcal{X} *}\right) \tag{17}
\end{equation*}
$$

and the Pythagorean theorem

$$
\begin{equation*}
D\left(p_{S} \| q_{S}^{\mathcal{X}}\right)=D\left(p_{S} \| q_{S}^{\mathcal{X} *}\right)+D\left(q_{S}^{\mathcal{X} *} \| q_{S}^{\mathcal{X}}\right) \tag{18}
\end{equation*}
$$

for any $q_{S}^{\mathcal{X}} \in \mathcal{M}_{\mathrm{LB}}^{\mathcal{X}}$, we obtain the second main result, Eq. (16). If we introduce the quantities for subsystem $\mathcal{Y}$ such as $\left(T^{\mathcal{Y}}, \sigma_{\text {partial }}^{\mathcal{Y}}, \sigma_{\text {sys }}^{\mathcal{Y}}, \sigma_{\text {bath }}^{\mathcal{Y}}, \Theta^{\mathcal{Y} \rightarrow \mathcal{X}}, \mathcal{M}_{\mathrm{LB}}^{\mathcal{Y}}\right)$ by replacing ( $\boldsymbol{X}, \boldsymbol{X}^{\prime}$ ) with $\left(\boldsymbol{Y}, \boldsymbol{Y}^{\prime}\right)$, we obtain the same results, Eqs. (11)(19) for subsystem $\mathcal{Y}$.

We note that our geometric interpretation provides the hierarchy of the entropy productions. Because the backward manifold is a submanifold of the local backward manifold $\mathcal{M}_{\mathrm{B}} \subset \mathcal{M}_{\mathrm{LB}}^{\mathcal{X}}$, we obtain the hierarchy $D^{\mathrm{opt}}\left(p_{S} \| \mathcal{M}_{\mathrm{LB}}^{\mathcal{X}}\right) \leqslant$ $D^{\text {opt }}\left(p_{S} \| \mathcal{M}_{\mathrm{B}}\right)$, or, equivalently,

$$
\begin{equation*}
\sigma_{\text {partial }}^{\mathcal{X}} \leqslant \sigma_{\text {tot }}^{\mathcal{Z}} \tag{19}
\end{equation*}
$$

This hierarchy of the entropy productions implies that the second law of information thermodynamics always gives a tighter bound than the second law of thermodynamics (see also Fig. 3). Moreover, if subsystem $\mathcal{X}_{1}$ includes subsystem $\mathcal{X}_{2}$, we obtain the hierarchy of the entropy productions

$$
\begin{equation*}
\sigma_{\text {partial }}^{\mathcal{X}_{2}} \leqslant \sigma_{\text {partial }}^{\mathcal{X}_{1}} \tag{20}
\end{equation*}
$$

from the inclusion property $\mathcal{M}_{\mathrm{LB}}^{\mathcal{X}_{1}} \subset \mathcal{M}_{\mathrm{LB}}^{\mathcal{X}_{2}}$. This hierarchy clarifies the relation between the second laws of information thermodynamics in complex systems.

## IV. THE INTEGRATED INFORMATION THEORY AND THE ADDITIVITY

## A. The stochastic interaction in the integrated information theory

We here introduce the stochastic interaction $[29,31]$ as a measure of bidirectional information flow. The stochastic
interaction $[29,31]$ is defined as

$$
\begin{equation*}
\Phi_{\mathrm{SI}}:=D\left(p_{\boldsymbol{Z}, \boldsymbol{Z}^{\prime}} \| p_{X^{\prime} \mid \boldsymbol{Z}} p_{\boldsymbol{Y}^{\prime} \mid \boldsymbol{Z}} p_{\mathbf{Z}}\right) \tag{21}
\end{equation*}
$$

This quantity is zero if the stochastic process satisfies the bipartite condition $\mathcal{C}_{\mathrm{BI}}: p_{Z^{\prime} \mid Z}\left(\boldsymbol{z}^{\prime} \mid \boldsymbol{z}\right)=p_{X^{\prime} \mid \boldsymbol{Z}}\left(\boldsymbol{x}^{\prime} \mid \boldsymbol{z}\right) p_{\boldsymbol{Y}^{\prime} \mid \boldsymbol{Z}}\left(\boldsymbol{y}^{\prime} \mid \boldsymbol{z}\right)$. The bipartite condition $\mathcal{C}_{\text {BI }}$ means that two transitions in $\mathcal{X}$ and $\mathcal{Y}$ are statistically independent because the transition probability $T^{\mathcal{X}}\left(\boldsymbol{z}^{\prime}, \boldsymbol{z}\right)=p_{X^{\prime} \mid \boldsymbol{Z}}\left(\boldsymbol{x}^{\prime} \mid \boldsymbol{z}\right)$ does not depend on $\boldsymbol{y}^{\prime}$ under the bipartite condition. We also define the stochastic interaction for backward dynamics as

$$
\begin{equation*}
\Phi_{\mathrm{SI}}^{\dagger}:=D\left(p_{Z, Z^{\prime}} \| p_{\boldsymbol{X} \mid Z^{\prime}} p_{\boldsymbol{Y} \mid Z^{\prime}} p_{\boldsymbol{Z}^{\prime}}\right) \tag{22}
\end{equation*}
$$

which exactly vanishes under the backward bipartite condition $\mathcal{C}_{\mathrm{BI}}^{*}: p_{Z \mid Z^{\prime}}\left(z \mid z^{\prime}\right)=p_{X \mid Z^{\prime}}\left(\boldsymbol{x} \mid z^{\prime}\right) p_{\boldsymbol{Y} \mid Z^{\prime}}\left(\boldsymbol{y} \mid z^{\prime}\right)$.

While the stochastic interactions are measures of bidirectional information flow, the dynamic information flow $\Theta^{\mathcal{X}} \rightarrow \mathcal{Y}$ is a measure of directed information flow. $\Theta^{\mathcal{X}} \rightarrow \mathcal{Y}$ can be decomposed into the mutual information difference $\Delta \mathcal{I}$ and the measures of directed information flow, i.e., the transfer entropy $I\left(\boldsymbol{X} ; \boldsymbol{Y}^{\prime} \mid \boldsymbol{Y}\right)[52,53]$ and the backward transfer entropy $I\left(\boldsymbol{X}^{\prime} ; \boldsymbol{Y} \mid \boldsymbol{Y}^{\prime}\right)$ [47],

$$
\begin{gather*}
\Theta^{\mathcal{X} \rightarrow \mathcal{Y}}=\Delta \mathcal{I}+I\left(\boldsymbol{X}^{\prime} ; \boldsymbol{Y} \mid \boldsymbol{Y}^{\prime}\right)-I\left(\boldsymbol{X} ; \boldsymbol{Y}^{\prime} \mid \boldsymbol{Y}\right),  \tag{23}\\
\Delta \mathcal{I}:=I\left(\boldsymbol{X}^{\prime} ; \boldsymbol{Y}^{\prime}\right)-I(\boldsymbol{X} ; \boldsymbol{Y}), \tag{24}
\end{gather*}
$$

where $I\left(\boldsymbol{Z} ; \boldsymbol{Z}^{\prime} \mid \boldsymbol{Z}^{\prime \prime}\right):=H\left(\boldsymbol{Z} \mid \mathbf{Z}^{\prime \prime}\right)-H\left(\boldsymbol{Z} \mid \boldsymbol{Z}^{\prime}, \boldsymbol{Z}^{\prime \prime}\right)$ is the conditional mutual information between $\boldsymbol{Z}$ and $\boldsymbol{Z}^{\prime}$ under the condition $Z^{\prime \prime}$. To compare the dynamic information flow with the stochastic interaction, we consider the bidirectional information flow by considering the sum of $\Theta^{\mathcal{X} \rightarrow \mathcal{Y}}$ and $\Theta^{\mathcal{Y} \rightarrow \mathcal{X}}$. The relation between the stochastic interaction and the dynamic information flow is given by

$$
\begin{equation*}
\Theta^{\mathcal{X} \rightarrow \mathcal{Y}}+\Theta^{\mathcal{Y} \rightarrow \mathcal{X}}-\Delta \mathcal{I}=\Phi_{\mathrm{SI}}-\Phi_{\mathrm{SI}}^{\dagger} . \tag{25}
\end{equation*}
$$

## B. The additivity and the stochastic interaction

We next discuss the additivity of the partial entropy productions. We show that the violation of the additivity is related to a measure of integrated information, i.e., stochastic interaction. Under the bipartite condition $\mathcal{C}_{\mathrm{BI}}$, we have the additivity of the entropy productions up to the order $O\left(d t^{2}\right)$ [43],

$$
\begin{equation*}
\sigma_{\text {tot }}^{\mathcal{Z}}=\sigma_{\text {partial }}^{\mathcal{X}}+\sigma_{\text {partial }}^{\mathcal{Y}} . \tag{26}
\end{equation*}
$$

From Eq. (26), the hierarchy equation (19) is equivalent to the second law of information thermodynamics for subsystem $\mathcal{Y}$, that is, $\sigma_{\text {partial }}^{\mathcal{Y}} \geqslant 0$. If time evolutions of two systems are strongly correlated, the assumption of the bipartite condition is not valid, and the additivity Eq. (26) is violated. The amount of the violation is given by the stochastic interactions and the additional term

$$
\begin{gather*}
\sigma_{\text {tot }}^{\mathcal{Z}}-\sigma_{\text {partial }}^{\mathcal{X}}-\sigma_{\text {partial }}^{\mathcal{Y}}=\Phi_{\text {bath }}+\Phi_{\mathrm{SI}}-\Phi_{\mathrm{SI}}^{\dagger},  \tag{27}\\
\Phi_{\text {bath }}^{\dagger}:=\sigma_{\text {bath }}^{\mathcal{Z}}-\sigma_{\text {bath }}^{\mathcal{X}}-\sigma_{\text {bath }}^{\mathcal{Y}} . \tag{28}
\end{gather*}
$$

The additional term $\Phi_{\text {bath }}$ quantifies to what extent the additivity is violated in the heat baths. This measure $\Phi_{\text {bath }}$ can be considered a measure of information integration for thermal systems because the entropy change does not attract much attention in integrated information theory.


FIG. 4. Schematic of the additivity and the rectangle. Under both bipartite conditions $\mathcal{C}_{\mathrm{BI}}$ and $\mathcal{C}_{\mathrm{BI}}^{*}$, the backward manifold is equal to the intersection of the local backward manifolds. The additivity of the entropy production indicates that the parallel sides of a quadrangle $\left(p_{S}, q_{S}^{\mathcal{X} *}, q_{S}^{*}, q_{S}^{\mathcal{Y} *}\right)$ have the same length.

We show a geometrical condition of this additivity under the bipartite conditions $\mathcal{C}_{\mathrm{BI}}$ and $\mathcal{C}_{\mathrm{BI}}^{*}$. Both bipartite conditions imply the relation between three manifolds,

$$
\begin{equation*}
\mathcal{M}_{\mathrm{B}}=\mathcal{M}_{\mathrm{LB}}^{\mathcal{X}} \cap \mathcal{M}_{\mathrm{LB}}^{\mathcal{Y}} . \tag{29}
\end{equation*}
$$

Because Eq. (26) can be written as

$$
\begin{equation*}
D\left(p_{S} \| q_{S}^{*}\right)=D\left(p_{S} \| q_{S}^{\mathcal{X} *}\right)+D\left(p_{S} \| q_{S}^{\mathcal{Y} *}\right) \tag{30}
\end{equation*}
$$

we obtain the relations

$$
\begin{align*}
D\left(p_{S} \| q_{S}^{\mathcal{X}} *\right. & =D\left(q_{S}^{\mathcal{Y}} \| q_{S}^{*}\right)  \tag{31}\\
D\left(p_{S} \| q_{S}^{\mathcal{Y}} *\right. & =D\left(q_{S}^{\mathcal{X} *} \| q_{S}^{*}\right) \tag{32}
\end{align*}
$$

from the Pythagorean theorem Eq. (30). Equations (31) and (32) imply that the parallel sides of a quadrangle have the same length. Therefore, the additivity Eq. (26) can be understood from the rectangle condition in information geometry (Fig. 4). The measures of information integration $\Phi_{\text {bath }}+$ $\Phi_{\text {SI }}-\Phi_{\text {SI }}^{\dagger}$ quantify a distortion of this rectangle.

## V. EXAMPLES

## A. The projection theorem for a single-spin model

We illustrate the main result, Eq. (9), using the single-spin model (see Appendix B). Let $\boldsymbol{Z}=\left\{S_{1}\right\}$ and $\boldsymbol{Z}^{\prime}=\left\{S_{2}\right\}$ be random variables of the spin at times $t$ and $t+d t$, respectively. Each spin has the binary state $s_{i} \in\{0,1\}$. The joint probability is generally given by the exponential family

$$
\begin{equation*}
p_{S}^{\hat{\theta}}\left(s_{1}, s_{2}\right)=\exp \left[\sum_{i} s_{i} \hat{\theta}^{i}+\sum_{i<j} s_{i} s_{j} \hat{\theta}^{i j}-\phi_{S}(\hat{\boldsymbol{\theta}})\right], \tag{33}
\end{equation*}
$$

where $\hat{\boldsymbol{\theta}}=\left\{\hat{\theta}^{1}, \hat{\theta}^{2}, \hat{\theta}^{12}\right\}$ is the set of parameters and $\phi_{\boldsymbol{S}}(\hat{\boldsymbol{\theta}})$ is the normalization factor that satisfies $\sum_{s} p_{S}^{\hat{\theta}}(\boldsymbol{s})=1$. The number of the elements in $\hat{\boldsymbol{\theta}}$ is $\left(2^{2}-1\right)=3$, so the set of
probabilities $p_{S}^{\hat{\theta}}$ can be represented by a three-dimensional submanifold. The backward manifold $\mathcal{M}_{\mathrm{B}}$ is given by the constraint of the parameters

$$
\begin{equation*}
\mathcal{M}_{\mathrm{B}}=\left\{p_{S}^{\theta} \mid \theta^{1}=\hat{\theta^{2}}, \theta^{12}=\theta^{\hat{1} 2}\right\} . \tag{34}
\end{equation*}
$$

Because the free parameter is $\theta^{2}$, the backward manifold for the single-spin model is one-dimensional.

Our result (9) can be rewritten as the optimization problem of $\theta^{2}$,

$$
\begin{align*}
\sigma_{\mathrm{tot}}^{\mathcal{Z}}= & \left.\min _{\theta^{2}} D\left(p_{S}^{\hat{\theta}} \| p_{S}^{\theta}\right)\right|_{\theta^{1}=\hat{\theta}^{2}, \theta^{12}=\theta^{\hat{1} 2}}  \tag{35}\\
= & \mathbb{E}\left[s_{1}\right]\left(\hat{\theta}^{1}-\hat{\theta}^{2}\right)-\phi_{S}\left(\hat{\theta}^{1}, \hat{\theta}^{2}, \hat{\theta}^{12}\right) \\
& +\min _{\theta^{2}}\left\{\mathbb{E}\left[s_{2}\right]\left(\hat{\theta}^{2}-\theta^{2}\right)+\phi_{S}\left(\hat{\theta}^{2}, \theta^{2}, \hat{\theta}^{12}\right)\right\} \tag{36}
\end{align*}
$$

This problem can be numerically solved by using a conventional optimization tool.

## B. The projection theorem for a two-spin model

We next illustrate our results using the two-spin model (see Appendix C). Let $\boldsymbol{Z}=\left\{S_{1}, S_{2}\right\}$ and $\boldsymbol{Z}^{\prime}=\left\{S_{3}, S_{4}\right\}$ be random variables of two spins at times $t$ and $t+d t$, respectively. The spin has the binary state $s_{i} \in\{0,1\}$. We assume the situation where both bipartite conditions $\mathcal{C}_{\mathrm{BI}}$ and $\mathcal{C}_{\mathrm{BI}}^{*}$ hold. Under the bipartite conditions, the joint probability of the spin state is generally given by the exponential family

$$
\begin{align*}
p_{S}^{\hat{\theta}}(\boldsymbol{s})= & \exp \left[\sum_{i} s_{i} \hat{\theta}^{i}+s_{1} s_{3} \hat{\theta}^{13}+s_{1} s_{4} \hat{\theta}^{14}\right. \\
& \left.+s_{2} s_{3} \hat{\theta}^{23}+s_{2} s_{4} \hat{\theta}^{24}-\phi_{S}(\hat{\boldsymbol{\theta}})\right] \tag{37}
\end{align*}
$$

The backward manifold is given by the constraint of the parameters

$$
\begin{gather*}
\mathcal{M}_{\mathrm{B}}=\left\{p_{\boldsymbol{S}}^{\boldsymbol{\theta}} \mid \boldsymbol{\theta}^{\mathcal{X}}=\hat{\boldsymbol{\theta}}^{\mathcal{X}}, \boldsymbol{\theta}^{\mathcal{Y}}=\hat{\boldsymbol{\theta}}^{\mathcal{Y}}\right\},  \tag{38}\\
\boldsymbol{\theta}^{\mathcal{X}}=\left(\theta^{1}, \theta^{13}, \theta^{14}\right), \quad \hat{\boldsymbol{\theta}}^{\mathcal{X}}=\left(\hat{\theta}^{3}, \hat{\theta}^{13}, \hat{\theta}^{23}\right),  \tag{39}\\
\boldsymbol{\theta}^{\mathcal{Y}}=\left(\theta^{2}, \theta^{24}, \theta^{23}\right), \quad \hat{\boldsymbol{\theta}}^{\mathcal{Y}}=\left(\hat{\theta}^{4}, \hat{\theta}^{24}, \hat{\theta}^{14}\right), \tag{40}
\end{gather*}
$$

where a coordinate $\boldsymbol{\theta}$ represents a probability on the backward manifold. Because free parameters are $\left\{\theta^{3}, \theta^{4}\right\}$, the backward manifold for the two-spin model is two-dimensional. The condition of the local backward manifolds is also given by the linear constraint of $\boldsymbol{\theta}$,

$$
\begin{equation*}
\mathcal{M}_{\mathrm{LB}}^{\mathcal{X}}=\left\{p_{\boldsymbol{S}}^{\boldsymbol{\theta}} \mid \boldsymbol{\theta}^{\mathcal{X}}=\hat{\boldsymbol{\theta}}^{\mathcal{X}}\right\}, \quad \mathcal{M}_{\mathrm{LB}}^{\mathcal{Y}}=\left\{p_{S}^{\boldsymbol{\theta}} \mid \boldsymbol{\theta}^{\mathcal{Y}}=\hat{\boldsymbol{\theta}}^{\mathcal{Y}}\right\} \tag{41}
\end{equation*}
$$

Because the free parameters are $\left\{\theta^{3}, \theta^{4}, \boldsymbol{\theta}^{\mathcal{Y}}\right\}\left(\left\{\theta^{3}, \theta^{4}, \boldsymbol{\theta}^{\mathcal{X}}\right\}\right)$, the local backward manifold $\mathcal{M}_{\mathrm{LB}}^{\mathcal{X}}\left(\mathcal{M}_{\mathrm{LB}}^{\mathcal{X}}\right)$ is five-dimensional. The intersection of these two local backward manifolds is the backward manifold $\mathcal{M}_{\mathrm{B}}=\mathcal{M}_{\mathrm{LB}}^{\mathcal{X}} \cap \mathcal{M}_{\mathrm{LB}}^{\mathcal{Y}}$. The total entropy production and the partial entropy productions are obtained from the optimization problems

$$
\begin{align*}
& \sigma_{\text {tot }}^{\mathcal{Z}}=\left.\min _{\theta^{3}, \theta^{4}} D\left(p_{S}^{\hat{\theta}} \| p_{S}^{\theta}\right)\right|_{\theta^{\mathcal{X}}=\hat{\theta}^{\mathcal{X}}, \theta^{y}=\hat{\theta}^{\mathcal{y}}},  \tag{42}\\
& \sigma_{\text {partial }}^{\mathcal{X}}=\left.\min _{\theta^{3}, \theta^{4}, \theta^{\mathcal{y}}} D\left(p_{S}^{\hat{\theta}} \| p_{S}^{\theta}\right)\right|_{\theta^{\chi}=\hat{\theta}^{\mathcal{X}}}  \tag{43}\\
& \sigma_{\text {partial }}^{\mathcal{Y}}=\left.\min _{\theta^{3}, \theta^{4}, \theta^{\chi}} D\left(p_{S}^{\hat{\theta}} \| p_{S}^{\theta}\right)\right|_{\theta^{y}=\hat{\theta}^{y}} \tag{44}
\end{align*}
$$

Without the bipartite conditions $\mathcal{C}_{\mathrm{BI}}$ and $\mathcal{C}_{\mathrm{BI}}^{*}$, the joint probability is generally given by

$$
\begin{align*}
p_{\boldsymbol{S}}^{\hat{\boldsymbol{\theta}}}(\boldsymbol{s})= & \exp \left[\sum_{i} s_{i} \hat{\theta}^{i}+\sum_{i<j} s_{i} s_{j} \hat{\theta}^{i j}+\sum_{i<j<k} s_{i} s_{j} s_{k} \hat{\theta}^{i j k}\right. \\
& \left.+\sum_{i<j<k<l} s_{i} s_{j} s_{k} s_{l} \hat{\theta}^{i j k l}-\phi_{\boldsymbol{S}}(\hat{\boldsymbol{\theta}})\right] \tag{45}
\end{align*}
$$

If the vector $\left(\hat{\theta}^{12}, \hat{\theta}^{34}, \hat{\theta}^{123}, \hat{\theta}^{134}, \hat{\theta}^{124}, \hat{\theta}^{234}, \hat{\theta}^{1234}\right)$ is nonzero, the bipartite conditions are violated, and measures of information integration $\Phi_{\mathrm{SI}}, \Phi_{\mathrm{SI}}^{\dagger}$, and $\Phi_{\text {bath }}$ have nonzero values.

## VI. CONCLUSION AND DISCUSSION

By applying the information-geometric framework, we showed the relation between the entropy production and the stochastic interaction. Our result could be the foundation of the integrated information theory based on the physical law. We may discuss the thermodynamic cost of the information integration based on this framework.

Because the second law of information thermodynamics is essential for biochemical information processing [45,54-59], this work would give geometric insight into biochemical information processing. This work provides the physical validity of the integrated information theory [25,26,30,32] for biochemical information processing.

From the viewpoint of thermodynamics, our results are complementary to other geometric expressions of the second law, such as the principle of Carathèodory [60] and the maximum entropy thermodynamics [61,62]. Our framework would be applicable to other generalizations of the entropy production, for example, thermodynamics under feedback control by selecting the backward manifolds for feedback control (see Appendix D).
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## APPENDIX A: THE SECOND LAW OF THERMODYNAMICS FOR THE MASTER EQUATION

We here review the second law of thermodynamics in stochastic thermodynamics. We start with the master equation

$$
\begin{equation*}
\frac{d}{d t} p\left(z^{\prime} ; t\right)=\sum_{z}\left[W\left(z \rightarrow z^{\prime} ; t\right) p(z ; t)-W\left(z^{\prime} \rightarrow z ; t\right) p\left(z^{\prime} ; t\right)\right] \tag{A1}
\end{equation*}
$$

where $p(z ; t)$ is the probability of state $z$ at time $t$ and $W(z \rightarrow$ $\left.z^{\prime} ; t\right)$ is the transition rate from state $z$ to state $z^{\prime}$ at time $t$. In the notation of this paper, the probability of $z$ is given by $p_{Z}(z)=p(z ; t)$. From the master equation (A1), we obtain the probability at time $t+d t$,

$$
\begin{align*}
p\left(z^{\prime} ; t+d t\right)= & \sum_{z}\left\{W\left(z \rightarrow z^{\prime} ; t\right) p(z ; t) d t\right. \\
& \left.+\left[1-W\left(z^{\prime} \rightarrow z ; t\right) d t\right] p\left(z^{\prime} ; t\right)\right\} . \tag{A2}
\end{align*}
$$

In the notation of the main text, $p_{\boldsymbol{Z}}(z)$ and $p_{Z^{\prime}}\left(z^{\prime}\right)$ are given by $p_{\boldsymbol{Z}}(\boldsymbol{z})=p(\boldsymbol{z} ; t)$ and $p_{\boldsymbol{Z}^{\prime}}\left(\boldsymbol{z}^{\prime}\right)=p\left(\boldsymbol{z}^{\prime} ; t+d t\right)$, respectively. We also obtain the relation between $p_{\boldsymbol{Z}}$ and $p_{Z^{\prime}}$ as

$$
\begin{equation*}
p_{Z^{\prime}}\left(z^{\prime}\right)=p\left(z^{\prime} ; t\right)+O(d t)=p_{Z}\left(z^{\prime}\right)+O(d t) . \tag{A3}
\end{equation*}
$$

The transition probability $T\left(z^{\prime}, z\right)$ is given by

$$
T\left(z^{\prime}, z\right)= \begin{cases}W\left(z \rightarrow z^{\prime} ; t\right) d t & \left(z \neq z^{\prime}\right)  \tag{A4}\\ 1-\sum_{z \neq z^{\prime}} W\left(z^{\prime} \rightarrow z ; t\right) d t & \left(z=z^{\prime}\right)\end{cases}
$$

Here, we consider the detailed balance. The condition of the detailed balance is given by

$$
\begin{equation*}
W\left(z \rightarrow z^{\prime} ; t\right) p(z ; t)=W\left(z^{\prime} \rightarrow z ; t\right) p\left(z^{\prime} ; t\right) \tag{A5}
\end{equation*}
$$

for any $z$ and $z^{\prime}$. This condition is valid if the system is in equilibrium. By using the transition probability Eq. (A4), we obtain another expression of the detailed balance condition (A5) as

$$
\begin{equation*}
T\left(z^{\prime}, \boldsymbol{z}\right) p_{\boldsymbol{Z}}(\boldsymbol{z})=T\left(\boldsymbol{z}, \boldsymbol{z}^{\prime}\right) p_{Z^{\prime}}\left(z^{\prime}\right), \tag{A6}
\end{equation*}
$$

where we used $W\left(z^{\prime} \rightarrow z ; t\right) p\left(z^{\prime} ; t\right) d t=T\left(z, z^{\prime}\right) p_{Z}\left(z^{\prime}\right)=$ $T\left(z, z^{\prime}\right) p_{Z^{\prime}}\left(z^{\prime}\right)+O\left(d t^{2}\right)$. Therefore, the detailed balance condition (A5) implies the reversibility of dynamics in the transition from $t$ to $t+d t$. From the identity by Bayes's rule

$$
\begin{equation*}
p_{\mathbf{Z} \mid \mathbf{Z}^{\prime}}\left(\boldsymbol{z} \mid \boldsymbol{z}^{\prime}\right)=T\left(\boldsymbol{z}^{\prime}, \boldsymbol{z}\right) \frac{p_{\mathbf{Z}}(\boldsymbol{z})}{p_{\boldsymbol{Z}^{\prime}}\left(\boldsymbol{z}^{\prime}\right)}, \tag{A7}
\end{equation*}
$$

the detailed balance condition (A5) can be rewritten as

$$
\begin{equation*}
T\left(z, z^{\prime}\right)=p_{Z \mid Z^{\prime}}\left(z \mid z^{\prime}\right) . \tag{A8}
\end{equation*}
$$

Next, we discuss the second law of thermodynamics. For the master equation, the total entropy production ratio $\sigma_{\mathrm{tot}}^{\mathcal{Z}} / d t$ is defined as

$$
\begin{equation*}
\frac{\sigma_{\mathrm{tot}}^{\mathcal{Z}}}{d t}=\sum_{z, z^{\prime}} W\left(z \rightarrow z^{\prime} ; t\right) p(z ; t) \ln \frac{W\left(z \rightarrow z^{\prime} ; t\right) p(z ; t)}{W\left(z^{\prime} \rightarrow z ; t\right) p\left(z^{\prime} ; t\right)} . \tag{A9}
\end{equation*}
$$

If the detailed balance condition is valid, the entropy production vanishes, $\sigma_{\mathrm{tot}}^{\mathcal{Z}}=0$. By using the transition probability $T\left(\boldsymbol{z}^{\prime} \mid \boldsymbol{z}\right)$, we obtain another expression of the total entropy production

$$
\begin{align*}
\sigma_{\mathrm{tot}}^{\mathcal{Z}} & =\sum_{z, z^{\prime} \mid z \neq z^{\prime}} T\left(z^{\prime}, z\right) p_{\mathbf{Z}}(z) \ln \frac{T\left(z^{\prime}, \boldsymbol{z}\right) p_{\mathbf{Z}}(\boldsymbol{z})}{T\left(\boldsymbol{z}, \boldsymbol{z}^{\prime}\right) p_{Z^{\prime}}\left(\boldsymbol{z}^{\prime}\right)}+O\left(d t^{2}\right)  \tag{A10}\\
& =\sum_{z, z^{\prime}} T\left(\boldsymbol{z}^{\prime}, \boldsymbol{z}\right) p_{\boldsymbol{Z}}(\boldsymbol{z}) \ln \frac{T\left(z^{\prime}, \boldsymbol{z}\right) p_{\mathbf{Z}}(\boldsymbol{z})}{T\left(\boldsymbol{z}, \boldsymbol{z}^{\prime}\right) p_{Z^{\prime}}\left(\boldsymbol{z}^{\prime}\right)} \tag{A11}
\end{align*}
$$

To introduce two probabilities, $p_{\boldsymbol{S}}(\boldsymbol{s})=T\left(\boldsymbol{z}^{\prime}, \boldsymbol{z}\right) p_{\mathrm{Z}}(\boldsymbol{z})$ and $q_{\boldsymbol{S}}^{*}(\boldsymbol{s})=T\left(\boldsymbol{z}, \boldsymbol{z}^{\prime}\right) p_{\boldsymbol{Z}^{\prime}}\left(\boldsymbol{z}^{\prime}\right)$, with $\boldsymbol{S}=\left\{\boldsymbol{Z}, \boldsymbol{Z}^{\prime}\right\}$ and $\boldsymbol{s}=\left\{\boldsymbol{z}, \boldsymbol{z}^{\prime}\right\}$, this expression of the total entropy production (A11) can be
regarded as the Kullback-Leibler divergence between two probabilities,

$$
\begin{align*}
\sigma_{\mathrm{tot}}^{\mathcal{Z}} & =\sum_{\boldsymbol{s}} p_{S}(\boldsymbol{s}) \ln \frac{p_{\boldsymbol{S}}(\boldsymbol{s})}{q_{\boldsymbol{S}}^{*}(\boldsymbol{s})}  \tag{A12}\\
& =D\left(p_{S} \| q_{S}^{*}\right) . \tag{A13}
\end{align*}
$$

From the nonnegativity of the Kullback-Leibler divergence, we obtain the second law of thermodynamics for the master equation,

$$
\begin{equation*}
\sigma_{\mathrm{tot}}^{\mathcal{Z}} \geqslant 0 . \tag{A14}
\end{equation*}
$$

## APPENDIX B: THE PROJECTION THEOREM FOR A SINGLE-SPIN MODEL

We here show a detailed calculation of the single-spin model. The spin state at time $t$ is $z=s_{1} \in\{0,1\}$, and the spin state at time $t+d t$ is $z^{\prime}=s_{2} \in\{0,1\}$. We here start with the master equation

$$
\begin{equation*}
\frac{d}{d t} p\left(s^{\prime} ; t\right)=\sum_{s}\left[W\left(s \rightarrow s^{\prime} ; t\right) p(s ; t)-W\left(s^{\prime} \rightarrow s ; t\right) p\left(s^{\prime} ; t\right)\right] \tag{B1}
\end{equation*}
$$

where $p(s ; t)$ is the probability of state $s$ at time $t$ and $W(s \rightarrow$ $\left.s^{\prime} ; t\right)$ is the transition rate from $s$ to $s^{\prime}$ at time $t$. The transition probability $T\left(s_{2}, s_{1}\right)$ is given by

$$
T\left(s_{2}, s_{1}\right)= \begin{cases}1-W(0 \rightarrow 1 ; t) d t & \left(s_{1}=0, s_{2}=0\right)  \tag{B2}\\ W(0 \rightarrow 1 ; t) d t & \left(s_{1}=0, s_{2}=1\right) \\ W(1 \rightarrow 0 ; t) d t & \left(s_{1}=1, s_{2}=0\right) \\ 1-W(1 \rightarrow 0 ; t) d t & \left(s_{1}=1, s_{2}=1\right)\end{cases}
$$

The joint probability $p_{S}(\boldsymbol{s})$ is given by

$$
\begin{gather*}
p_{S}(\boldsymbol{s})=T\left(s_{2}, s_{1}\right) p\left(s_{1} ; t\right)  \tag{B3}\\
= \begin{cases}{[1-W(0 \rightarrow 1 ; t) d t] p(0 ; t)} & \left(s_{1}=0, s_{2}=0\right), \\
W(0 \rightarrow 1 ; t) d t p(0 ; t) & \left(s_{1}=0, s_{2}=1\right), \\
W(1 \rightarrow 0 ; t) d t[1-p(0 ; t)] & \left(s_{1}=1, s_{2}=0\right), \\
{[1-W(1 \rightarrow 0 ; t) d t][1-p(0 ; t)]} & \left(s_{1}=1, s_{2}=1\right) .\end{cases} \tag{B4}
\end{gather*}
$$

Here we introduce the joint probability $p_{S}^{\hat{\boldsymbol{\theta}}}(\boldsymbol{s})$ as the exponential family

$$
\begin{gather*}
p_{\boldsymbol{S}}^{\hat{\theta}}(\boldsymbol{s})=e^{\hat{\theta}^{1} s_{1}+\hat{\theta}^{2} s_{2}+\hat{\theta}^{12} s_{1} s_{2}-\phi_{S}\left(\hat{\theta}^{1}, \hat{\theta}^{2}, \hat{\theta}^{12}\right)},  \tag{B5}\\
\phi_{\boldsymbol{S}}\left(\hat{\theta}^{1}, \hat{\theta}^{2}, \hat{\theta}^{12}\right)=\ln \left[1+e^{\hat{\theta}^{1}}+e^{\hat{\theta}^{2}}+e^{\hat{\theta}^{1}+\hat{\theta}^{2}+\hat{\theta}^{12}}\right], \tag{B6}
\end{gather*}
$$

which implies

$$
p_{S}^{\hat{\theta}}(\boldsymbol{s})= \begin{cases}e^{-\phi_{S}\left(\hat{\theta}^{1}, \hat{\theta}^{2}, \hat{\theta}^{12}\right)} & \left(s_{1}=0, s_{2}=0\right),  \tag{B7}\\ e^{\hat{\theta}^{2}-\phi_{S}\left(\hat{\theta}^{1}, \hat{\theta}^{2}, \hat{\theta}^{12}\right)} & \left(s_{1}=0, s_{2}=1\right), \\ e^{\hat{\theta}^{1}-\phi_{S}\left(\hat{\theta}^{1}, \hat{\theta}^{2}, \hat{\theta}^{12}\right)} & \left(s_{1}=1, s_{2}=0\right) \\ e^{\hat{\theta}^{1}+\hat{\theta}^{2}+\hat{\theta}^{12}-\phi_{S}\left(\hat{\theta}^{1}, \hat{\theta}^{2}, \hat{\theta}^{12}\right)} & \left(s_{1}=1, s_{2}=1\right)\end{cases}
$$

The transition probability $T\left(s_{2}, s_{1}\right)=p_{S}^{\hat{\theta}}(\boldsymbol{s}) /\left[\sum_{s_{2}} p_{S}^{\hat{\theta}}(\boldsymbol{s})\right]$ is
given by

$$
\begin{align*}
T\left(s_{2}, s_{1}\right) & =e^{\hat{\theta}^{2} s_{2}+\hat{\theta}^{12} s_{1} s_{2}-\phi_{s_{2} \mid s_{1}}\left(s_{1} \mid \hat{\theta}^{2}, \hat{\theta}^{12}\right)} \\
\phi_{S_{2} \mid S_{1}}\left(s_{1} \mid \hat{\theta}^{2}, \hat{\theta}^{12}\right) & =\ln \left[1+e^{\hat{\theta}^{2}+\hat{\theta}^{12} s_{1}}\right] \tag{B8}
\end{align*}
$$

Because of one-to-one correspondence, we identify $p_{S}(\boldsymbol{s})$ with $p_{S}^{\hat{\theta}}(\boldsymbol{s})$. From Eqs. (B4) and (B7), we obtain the relation between $\left(\hat{\theta}^{1}, \hat{\theta}^{2}, \hat{\theta}^{12}\right)$ and $(W(0 \rightarrow 1 ; t), W(1 \rightarrow 0 ; t), p(0 ; t))$ as

$$
\begin{align*}
& \phi_{S}\left(\hat{\theta}^{1}, \hat{\theta}^{2}, \hat{\theta}^{12}\right)=\ln \frac{1}{p_{S}(0,0)} \\
& \quad=-\ln \{[1-W(0 \rightarrow 1 ; t) d t] p(0 ; t)\},  \tag{B9}\\
& \begin{aligned}
& \hat{\theta}^{1}= \phi_{S}\left(\hat{\theta}^{1}, \hat{\theta}^{2}, \hat{\theta}^{12}\right)+\ln \{W(1 \rightarrow 0 ; t) d t[1-p(0 ; t)]\} \\
&= \ln \frac{p_{S}(1,0)}{p_{S}(0,0)} \\
&= \ln \frac{W(1 \rightarrow 0 ; t) d t[1-p(0 ; t)]}{[1-W(0 \rightarrow 1 ; t) d t] p(0 ; t)}, \\
& \hat{\theta}^{2}=\phi_{S}\left(\hat{\theta}^{1}, \hat{\theta}^{2}, \hat{\theta}^{12}\right)+\ln [W(0 \rightarrow 1 ; t) d t p(0 ; t)] \\
&=\ln \frac{p_{S}(0,1)}{p_{S}(0,0)} \\
& \quad=\ln \frac{W(0 \rightarrow 1 ; t) d t}{1-W(0 \rightarrow 1 ; t) d t}, \\
& \hat{\theta}^{12}= \phi_{S}\left(\hat{\theta}^{1}, \hat{\theta}^{2}, \hat{\theta}^{12}\right)-\hat{\theta}^{1}-\hat{\theta}^{2} \\
& \quad+\ln \{[1-W(1 \rightarrow 0 ; t) d t][1-p(0 ; t)]\} \\
&= \ln \frac{p_{S}(0,0) p_{S}(1,1)}{p_{S}(0,1) p_{S}(1,0)} \\
&= \ln \frac{[1-W(0 \rightarrow 1 ; t) d t][1-W(1 \rightarrow 0 ; t) d t]}{[W(0 \rightarrow 1 ; t) d t][W(1 \rightarrow 0 ; t) d t]} .
\end{aligned}
\end{align*}
$$

The backward manifold is defined as

$$
\begin{equation*}
\mathcal{M}_{\mathrm{B}}=\left\{q_{S} \mid q_{S}(\boldsymbol{s})=q_{S_{2}}\left(s_{2}\right) T\left(s_{1}, s_{2}\right)\right\} . \tag{B13}
\end{equation*}
$$

If we use an expression of the exponential family for $q_{S}(\boldsymbol{s})=$ $p_{S}^{\theta}(s)$, the reversible manifold is given by

$$
\begin{equation*}
\mathcal{M}_{\mathrm{B}}=\left\{p_{S}^{\theta}(s) \mid \theta^{1}=\hat{\theta}^{2}, \theta^{12}=\hat{\theta}^{12}\right\} \tag{B14}
\end{equation*}
$$

because the condition $q_{\boldsymbol{S}}(\boldsymbol{s})=q_{S_{2}}\left(s_{2}\right) T\left(s_{1} \mid s_{2}\right)$ can be written as

$$
\begin{gather*}
e^{\theta^{1} s_{1}+\theta^{12} s_{1} s_{2}-\phi_{S_{1} \mid S_{2}}\left(s_{2} \mid \theta^{1}, \theta^{12}\right)}=e^{\hat{\theta}^{2} s_{1}+\hat{\theta}^{12} s_{2} s_{1}-\phi_{S_{2} \mid s_{1}}\left(s_{2} \mid \hat{\theta}^{2}, \hat{\theta}^{12}\right)},  \tag{B15}\\
\phi_{S_{1} \mid S_{2}}\left(s_{1} \mid \theta^{1}, \theta^{12}\right)=\ln \left[1+e^{\theta^{1}+\theta^{12} s_{1}}\right] \tag{B16}
\end{gather*}
$$

We obtain the following Pythagorean theorem for any $q_{S} \in$ $\mathcal{M}_{\mathrm{B}}$ :

$$
\begin{align*}
D\left(p_{S} \| q_{S}\right) & =D\left(p_{S} \| q_{S}^{*}\right)+D\left(q_{S}^{*} \| q_{S}\right) \\
q_{S}^{*}(\boldsymbol{s}) & =e^{\hat{\theta}^{2} s_{1}+\theta^{2 *} s_{2}+\hat{\theta}^{12} s_{1} s_{2}-\phi_{S}\left(\hat{\theta}^{2}, \theta^{2 *}, \hat{\theta}^{12}\right)} \tag{B17}
\end{align*}
$$

with the constraint

$$
\begin{equation*}
\sum_{s_{1}} q_{S}^{*}(\boldsymbol{s})=\sum_{s_{1}} p_{S}(\boldsymbol{s}) \tag{B18}
\end{equation*}
$$

In our main result, the total entropy production is given by the following optimization problem:

$$
\begin{equation*}
\sigma_{\mathrm{tot}}^{\mathcal{Z}}=D^{\mathrm{opt}}\left(p_{\boldsymbol{S}} \| \mathcal{M}_{\mathrm{B}}\right)=D\left(p_{\boldsymbol{S}} \| q_{\mathrm{S}}^{*}\right) \tag{B19}
\end{equation*}
$$

By using the expression by $\left(\theta_{1}, \theta_{2}, \theta_{12}\right)$, this optimization problem can be written as

$$
\begin{align*}
\sigma_{\text {tot }}^{\mathcal{Z}}= & \min _{q_{S} \in \mathcal{M}_{\mathrm{B}}} D\left(p_{S} \| q_{S}\right)  \tag{B20}\\
= & \mathbb{E}\left[s_{1}\right]\left(\hat{\theta}^{1}-\hat{\theta}^{2}\right)-\phi_{S}\left(\hat{\theta}^{1}, \hat{\theta}^{2}, \hat{\theta}^{12}\right) \\
& +\min _{\theta^{2}}\left\{\mathbb{E}\left[s_{2}\right]\left(\hat{\theta}^{2}-\theta^{2}\right)+\phi_{S}\left(\hat{\theta}^{2}, \theta^{2}, \hat{\theta}^{12}\right)\right\}  \tag{B21}\\
= & \mathbb{E}\left[s_{1}\right]\left(\hat{\theta}^{1}-\hat{\theta}^{2}\right)+\mathbb{E}\left[s_{2}\right]\left(\hat{\theta}^{2}-\theta^{2 *}\right) \\
& -\phi_{S}\left(\hat{\theta}^{1}, \hat{\theta}^{2 *}, \hat{\theta}^{12}\right)+\phi_{S}\left(\hat{\theta}^{2}, \theta^{2 *}, \hat{\theta}^{12}\right), \tag{B22}
\end{align*}
$$

where $\mathbb{E}$ denotes the expected value $\mathbb{E}[\cdots]=\sum_{s} p_{S}(\boldsymbol{s}) \cdots$. The constraint (B18) is calculated as

$$
\begin{align*}
& e^{\left(\hat{\theta}^{2}-\theta^{2 *}\right) s_{2}-\phi_{S}\left(\hat{\theta}^{1}, \hat{\theta}^{2}, \hat{\theta}^{12}\right)+\phi_{S}\left(\hat{\theta}^{2}, \theta^{2 *}, \hat{\theta}^{12}\right)} \\
& \quad=\exp ^{\phi_{S_{1} \mid s_{2}}\left(s_{2} \mid \hat{\theta}^{2}, \hat{\theta}^{12}\right)-\phi_{s_{1} \mid s_{2}}\left(s_{2} \hat{\theta}^{1}, \hat{\theta}^{12}\right)} . \tag{B23}
\end{align*}
$$

Under the constraint (B23), the optimization problem (B22) is calculated as

$$
\begin{align*}
\sigma_{\mathrm{tot}}^{\mathcal{Z}}= & \mathbb{E}\left[s_{1}\left(\hat{\theta}^{1}-\hat{\theta}^{2}\right)+s_{2}\left(\hat{\theta}^{2}-\theta^{2 *}\right)\right] \\
& -\mathbb{E}\left[\phi_{S}\left(\hat{\theta}^{1}, \hat{\theta}^{2}, \hat{\theta}^{12}\right)+\phi_{S}\left(\hat{\theta}^{2}, \theta^{2 *}, \hat{\theta}^{12}\right)\right] \\
= & \mathbb{E}\left[s_{1}\left(\hat{\theta}^{1}-\hat{\theta}^{2}\right)+\phi_{S_{1} \mid S_{2}}\left(s_{2} \mid \hat{\theta}^{2}, \hat{\theta}^{12}\right)-\phi_{S_{1} \mid S_{2}}\left(s_{2} \mid \hat{\theta}^{1}, \hat{\theta}^{12}\right)\right] . \tag{B24}
\end{align*}
$$

We can check the equivalence between Eq. (B24) and the original definition of the total entropy production as follows:

$$
\begin{align*}
\sigma_{\mathrm{tot}}^{\mathcal{Z}} & =\sum_{s} T\left(s_{2}, s_{1}\right) p_{S_{1}}\left(s_{1}\right) \ln \frac{T\left(s_{2}, s_{1}\right) p_{S_{1}}\left(s_{1}\right)}{T\left(s_{1}, s_{2}\right) p_{S_{2}}\left(s_{2}\right)} \\
& =\mathbb{E}\left[\ln \frac{T\left(s_{2}, s_{1}\right) p_{S_{1}}\left(s_{1}\right)}{T\left(s_{1} \mid s_{2}\right) p_{S_{2}}\left(s_{2}\right)}\right] \\
& =\mathbb{E}\left[\ln \frac{p_{S_{1} \mid S_{2}}\left(s_{1} \mid s_{2}\right)}{\exp \left[\hat{\theta}^{2} s_{1}+\hat{\theta}^{12} s_{1} s_{2}-\phi_{S_{2} \mid S_{1}}\left(s_{2} \mid \hat{\theta}^{2}, \hat{\theta}^{12}\right)\right]}\right] \\
& =\mathbb{E}\left[\ln \frac{\exp \left[\hat{\theta}^{1} s_{1}+\hat{\theta}^{12} s_{1} s_{2}-\phi_{S_{1} \mid S_{2}}\left(s_{2} \mid \hat{\theta}^{2}, \hat{\theta}^{12}\right)\right]}{\exp \left[\hat{\theta}^{2} s_{1}+\hat{\theta}^{12} s_{1} s_{2}-\phi_{S_{2} \mid S_{1}}\left(s_{2} \mid \hat{\theta}^{2}, \hat{\theta}^{12}\right)\right]}\right] \\
& =\mathbb{E}\left[s_{1}\left(\hat{\theta}^{1}-\hat{\theta}^{2}\right)+\phi_{S_{1} \mid S_{2}}\left(s_{2} \mid \hat{\theta}^{2}, \hat{\theta}^{12}\right)-\phi_{S_{1} \mid S_{2}}\left(s_{2} \mid \hat{\theta}^{1}, \hat{\theta}^{12}\right)\right], \tag{B25}
\end{align*}
$$

where we used $\phi_{S_{2} \mid S_{1}}\left(s_{2} \mid \hat{\theta}^{2}, \hat{\theta}^{12}\right)=\phi_{S_{1} \mid S_{2}}\left(s_{2} \mid \hat{\theta}^{2}, \hat{\theta}^{12}\right)$.

## APPENDIX C: THE PROJECTION THEOREM FOR A TWO-SPIN MODEL

We start with the joint distribution

$$
\begin{align*}
p_{\boldsymbol{S}}^{\hat{\theta}}(\boldsymbol{s})= & \exp \left[\sum_{i} s_{i} \hat{\theta}^{i}+\sum_{i<j} s_{i} s_{j} \hat{\theta}^{i j}+\sum_{i<j<k} s_{i} s_{j} s_{k} \hat{\theta}^{i j k}\right. \\
& \left.+\sum_{i<j<k<l} s_{i} s_{j} s_{k} s_{l} \hat{\theta}^{i j k l}-\phi_{\boldsymbol{S}}(\hat{\boldsymbol{\theta}})\right] \tag{C1}
\end{align*}
$$

where $\boldsymbol{s}=\left(s_{1}, s_{2}, s_{3}, s_{4}\right)=\left(x, y, x^{\prime}, y^{\prime}\right)$ is the spin notation, with $s_{i} \in\{0,1\}$, and $\phi_{S}(\hat{\boldsymbol{\theta}})$ is the normalization constant that satisfies $\sum_{s} p_{S}^{\hat{\theta}}(\boldsymbol{s})=1$.

We consider both bipartite conditions $\mathcal{C}_{\mathrm{BI}}$ and $\mathcal{C}_{\mathrm{BI}}^{*}$. We here compare $p_{X^{\prime} \mid \mathbf{Z}}^{\hat{\theta}}\left(\boldsymbol{x}^{\prime} \mid \boldsymbol{z}\right)=\sum_{s_{4}} p_{S}^{\hat{\theta}}(\boldsymbol{s}) /\left[\sum_{s_{3}, s_{4}} p_{S}^{\hat{\theta}}(\boldsymbol{s})\right]$ with $p_{\boldsymbol{X}^{\prime} \mid \boldsymbol{Z}, \boldsymbol{Y}^{\prime}}^{\hat{\theta}}\left(\boldsymbol{x}^{\prime} \mid \boldsymbol{z}, \boldsymbol{y}^{\prime}\right)=p_{S}^{\hat{\theta}}(\boldsymbol{s}) /\left[\sum_{s_{3}} p_{S}^{\hat{\theta}}(\boldsymbol{s})\right]$. The conditional probability $p_{X^{\prime} \mid Z^{\prime}}^{\hat{\theta}}\left(\boldsymbol{x}^{\prime} \mid \boldsymbol{z}\right)$ is calculated as

$$
\begin{gather*}
p_{\boldsymbol{X}^{\prime} \mid \boldsymbol{Z}}^{\hat{\theta}}\left(\boldsymbol{x}^{\prime} \mid \boldsymbol{z}\right)=e^{s_{3} \hat{\theta}^{3}+s_{1} s_{3} \hat{\theta}^{13}+s_{2} s_{3} \hat{\theta}^{23}+s_{1} s_{2} s_{3} \hat{\theta}^{123}-\phi_{\boldsymbol{X}^{\prime} \mid \mathbf{Z}}\left(s_{1}, s_{2} \mid \hat{\boldsymbol{\theta}}\right)},  \tag{C2}\\
\phi_{\boldsymbol{X}^{\prime} \mid \boldsymbol{Z}}\left(s_{1}, s_{2} \mid \hat{\boldsymbol{\theta}}\right):=\ln \left[e^{\hat{\theta}^{3}+s_{1} \hat{\theta}^{13}+s_{2} \hat{\theta}^{23}+s_{1} s_{2} \hat{\theta}^{23}}+1\right] . \tag{C3}
\end{gather*}
$$

The conditional probability $p_{\boldsymbol{X}^{\prime} \mid \boldsymbol{Z}, \boldsymbol{Y}^{\prime}}^{\hat{\theta}}\left(\boldsymbol{x}^{\prime} \mid \boldsymbol{z}, \boldsymbol{y}^{\prime}\right)$ is calculated as

$$
\begin{align*}
& p_{\boldsymbol{X}^{\prime} \mid \mathbf{Z}, \boldsymbol{Y}^{\prime}}^{\hat{\theta}}\left(\boldsymbol{x}^{\prime} \mid \boldsymbol{z}, \boldsymbol{y}^{\prime}\right) \\
& \quad=\exp \left[s_{3} \hat{\theta}^{3}+s_{1} s_{3} \hat{\theta}^{13}+s_{2} s_{3} \hat{\theta}^{23}+s_{3} s_{4} \hat{\theta}^{34}+s_{1} s_{2} s_{3} \hat{\theta}^{123}\right. \\
& \quad+s_{1} s_{3} s_{4} \hat{\theta}^{134}+s_{2} s_{3} s_{4} \hat{\theta}^{234}+s_{1} s_{2} s_{3} s_{4} \hat{\theta}^{1234} \\
& \left.\quad-\phi_{\boldsymbol{X}^{\prime} \mid \mathbf{Z}, \boldsymbol{Y}^{\prime}}\left(s_{1}, s_{2}, s_{4} \mid \hat{\boldsymbol{\theta}}\right)\right], \tag{C4}
\end{align*}
$$

$$
\begin{align*}
& \phi_{X^{\prime} \mid \mathbf{Z}, \boldsymbol{Y}^{\prime}}\left(s_{1}, s_{2}, s_{4} \mid \hat{\boldsymbol{\theta}}\right) \\
& \quad:=\ln \left[\operatorname { e x p } \left(\hat{\theta}^{3}+s_{1} \hat{\theta}^{13}+s_{2} \hat{\theta}^{23}+s_{4} \hat{\theta}^{34}+s_{1} s_{2} \hat{\theta}^{123}\right.\right. \\
& \left.\left.\quad+s_{1} s_{4} \hat{\theta}^{134}+s_{2} s_{4} \hat{\theta}^{234}+s_{1} s_{2} s_{4} \hat{\theta}^{1234}\right)+1\right] . \tag{C5}
\end{align*}
$$

From Eqs. (C3) and (C5), we obtain the condition of $\mathcal{C}_{\mathrm{BI}}$ : $p_{X^{\prime} \mid \mathbf{Z}, \boldsymbol{Y}^{\prime}}^{\hat{\theta}}=p_{\boldsymbol{X}^{\prime} \mid \mathbf{Z}}^{\hat{\theta}}$ as

$$
\begin{equation*}
\mathcal{C}_{\mathrm{BI}}: \hat{\theta}^{34}=\hat{\theta}^{134}=\hat{\theta}^{234}=\hat{\theta}^{1234}=0 . \tag{C6}
\end{equation*}
$$

In the same way, we also obtain the condition of $\mathcal{C}_{\mathrm{BI}}^{*}$ as

$$
\begin{equation*}
\mathcal{C}_{\mathrm{BI}}^{*}: \hat{\theta}^{12}=\hat{\theta}^{123}=\hat{\theta}^{124}=\hat{\theta}^{1234}=0 . \tag{C7}
\end{equation*}
$$

To clarify the relation between $\mathcal{C}_{\mathrm{BI}}$ and $\mathcal{C}_{\mathrm{BI}}^{*}$, we can consider the permutation $(\alpha(1), \alpha(2), \alpha(3), \alpha(4))=(3,4,1,2)$. The condition of $\mathcal{C}_{\mathrm{BI}}^{*}$ is given by the condition of $\mathcal{C}_{\mathrm{BI}}$ with the permutation $\alpha$,

$$
\begin{align*}
\mathcal{C}_{\mathrm{BI}}^{*} & : \hat{\theta}^{\alpha(3) \alpha(4)}=\hat{\theta}^{\alpha(3) \alpha(4) \alpha(1)}=\hat{\theta}^{\alpha(3) \alpha(4) \alpha(2)} \\
& =\hat{\theta}^{\alpha(3) \alpha(4) \alpha(1) \alpha(2)}=0 . \tag{C8}
\end{align*}
$$

Next, we discuss the backward manifold $\mathcal{M}_{\mathrm{B}}$. The transition probability $T\left(z^{\prime}, \boldsymbol{z}\right)=p_{\boldsymbol{Z}^{\prime} \mid \boldsymbol{Z}}^{\hat{\theta}}\left(z^{\prime} \mid \boldsymbol{z}\right)=p_{S}^{\hat{\theta}}(\boldsymbol{s}) /\left[\sum_{s_{3}, s_{4}} p_{S}^{\hat{\theta}}(\boldsymbol{s})\right]$ is calculated as

$$
\begin{align*}
T\left(\boldsymbol{z}^{\prime}, \boldsymbol{z}\right)= & \exp \left[s_{3} \hat{\theta}^{3}+s_{4} \hat{\theta}^{4}+\sum_{i<4} s_{i} s_{4} \hat{\theta}^{i 4}+\sum_{i<3} s_{i} s_{3} \hat{\theta}^{i 3}\right. \\
& +\sum_{i<j<k} s_{i} s_{j} s_{k} \hat{\theta}^{i j k}+\sum_{i<j<k<l} s_{i} s_{j} s_{k} s_{l} \hat{\theta}^{i j k l} \\
& \left.-\phi_{\mathbf{Z}^{\prime} \mid \mathbf{Z}}\left(s_{1}, s_{2} \mid \hat{\boldsymbol{\theta}}\right)\right], \tag{C9}
\end{align*}
$$

$$
\begin{align*}
\phi_{Z^{\prime} \mid \boldsymbol{Z}} & \left(s_{1}, s_{2} \mid \hat{\boldsymbol{\theta}}\right) \\
:= & \ln \left[\operatorname { e x p } \left(\hat{\theta}^{3}+\hat{\theta}^{4}+s_{1} \hat{\theta}^{14}+s_{2} \hat{\theta}^{24}+\hat{\theta}^{34}+s_{1} \hat{\theta}^{13}+s_{2} \hat{\theta}^{23}\right.\right. \\
\quad & \left.+s_{1} s_{2} \hat{\theta}^{123}+s_{1} s_{2} \hat{\theta}^{124}+s_{1} \hat{\theta}^{134}+s_{2} \hat{\theta}^{234}+s_{1} s_{2} \hat{\theta}^{1234}\right) \\
& \quad+\exp \left(\hat{\theta}^{3}+s_{1} \hat{\theta}^{13}+s_{2} \hat{\theta}^{23}+s_{1} s_{2} \hat{\theta}^{123}\right) \\
& \left.+\exp \left(\hat{\theta}^{4}+s_{1} \hat{\theta}^{14}+s_{2} \hat{\theta}^{24}+s_{1} s_{2} \hat{\theta}^{124}\right)+1\right] . \tag{C10}
\end{align*}
$$

The conditional probability $p_{\boldsymbol{Z} \mid Z^{\prime}}^{\hat{\theta}}\left(\boldsymbol{z} \mid \boldsymbol{z}^{\prime}\right)=p_{S}^{\hat{\theta}}(\boldsymbol{s}) /\left[\sum_{s_{1}, s_{2}} p_{S}^{\hat{\theta}}(\boldsymbol{s})\right]$ is also calculated as
$p_{Z \mid Z^{\prime}}^{\hat{\theta}}\left(z \mid z^{\prime}\right)$

$$
\begin{align*}
= & \exp \left[s_{1} \hat{\theta}^{1}+s_{2} \hat{\theta}^{2}+\sum_{1<i} s_{1} s_{i} \hat{\theta}^{1 i}+\sum_{2<i} s_{2} s_{i} \hat{\theta}^{2 i}\right. \\
& \left.+\sum_{i<j<k} s_{i} s_{j} s_{k} \hat{\theta}^{i j k}+\sum_{i<j<k<l} s_{i} s_{j} s_{k} s_{l} \hat{\theta}^{i j k l}-\phi_{Z \mid Z^{\prime}}\left(s_{3}, s_{4} \mid \hat{\boldsymbol{\theta}}\right)\right], \\
& \times \phi_{Z \mid Z^{\prime}}\left(s_{3}, s_{4} \mid \hat{\boldsymbol{\theta}}\right) \\
:= & \ln \left[\operatorname { e x p } \left(\hat{\theta}^{1}+\hat{\theta}^{2}+s_{3} \hat{\theta}^{23}+s_{4} \hat{\theta}^{24}+\hat{\theta}^{12}+s_{3} \hat{\theta}^{13}+s_{4} \hat{\theta}^{14}\right.\right. \\
& \left.+s_{3} s_{4} \hat{\theta}^{134}+s_{3} s_{4} \hat{\theta}^{234}+s_{3} \hat{\theta}^{123}+s_{4} \hat{\theta}^{124}+s_{3} s_{4} \hat{\theta}^{1234}\right) \\
& +\exp \left(\hat{\theta}^{1}+s_{3} \hat{\theta}^{13}+s_{4} \hat{\theta}^{14}+s_{3} s_{4} \hat{\theta}^{134}\right) \\
& \left.+\exp \left(\hat{\theta}^{2}+s_{3} \hat{\theta}^{23}+s_{4} \hat{\theta}^{24}+s_{3} s_{4} \hat{\theta}^{234}+s_{3} \hat{\theta}^{123}\right)+1\right] . \tag{C11}
\end{align*}
$$

The backward manifold is defined as

$$
\begin{equation*}
\mathcal{M}_{\mathrm{B}}=\left\{p_{S}^{\theta}(\boldsymbol{s}) \mid p_{S}^{\theta}(\boldsymbol{s})=p_{Z^{\prime}}^{\theta}\left(\boldsymbol{z}^{\prime}\right) T\left(\boldsymbol{z}, \boldsymbol{z}^{\prime}\right)\right\}, \tag{C12}
\end{equation*}
$$

where $p_{Z^{\prime}}^{\theta}\left(z^{\prime}\right)=\sum_{z} p_{S}^{\theta}(\boldsymbol{s})$. Equations (C10) and (C11) yield

$$
\begin{align*}
\mathcal{M}_{\mathrm{B}} & =\left\{p_{S}^{\hat{\theta}} \mid \theta^{1}=\hat{\theta}^{3}, \theta^{2}=\hat{\theta}^{4}, \theta^{23}=\hat{\theta}^{14}, \theta^{24}=\hat{\theta}^{24}, \theta^{12}\right. \\
& =\hat{\theta}^{34}, \\
\theta^{13} & =\hat{\theta}^{13}, \theta^{14}=\hat{\theta}^{23}, \theta^{134}=\hat{\theta}^{123}, \theta^{234}=\hat{\theta}^{124}, \\
\theta^{123} & \left.=\hat{\theta}^{134}, \theta^{124}=\hat{\theta}^{234}, \theta^{1234}=\hat{\theta}^{1234}\right\} . \tag{C13}
\end{align*}
$$

Under both bipartite conditions $\mathcal{C}_{\mathrm{BI}}$ and $\mathcal{C}_{\mathrm{BI}}^{*}$, the joint probability is given by

$$
\begin{equation*}
p^{\mathrm{BI}}{ }_{S}^{\hat{\theta}}=\left.p_{S}^{\hat{\theta}}\right|_{\hat{\theta}^{34}=\hat{\theta}^{134}=\hat{\theta}^{234}=\hat{\theta}^{12}=\hat{\theta}^{123}=\hat{\theta}^{124}=\hat{\theta}^{1234}=0 .} . \tag{C14}
\end{equation*}
$$

For this distribution $p_{S}^{\mathrm{BI} \hat{\theta}}$, the condition of the backward manifold is given by

$$
\begin{align*}
\mathcal{M}_{\mathrm{B}} & =\left\{p^{\mathrm{BI} \theta}{ }_{S}^{\theta} \mid \theta^{1}=\hat{\theta}^{3}, \theta^{2}=\hat{\theta}^{4}, \theta^{23}=\hat{\theta}^{14}, \theta^{24}=\hat{\theta}^{24},\right. \\
\theta^{13} & \left.=\hat{\theta}^{13}, \theta^{14}=\hat{\theta}^{23}\right\} . \tag{C15}
\end{align*}
$$

Next, we discuss the local backward manifold $\mathcal{M}_{\mathrm{LB}}^{\mathcal{X}}$. Then the transition probability $T^{\mathcal{X}}\left(z^{\prime}, z\right)=p_{X^{\prime} \mid Z, Y^{\prime}}^{\theta}\left(\boldsymbol{x}^{\prime} \mid \boldsymbol{z}\right)$ is given by Eq. (C5). The conditional probability $p_{X \mid Z^{\prime}, Y}^{\hat{\theta}}\left(\boldsymbol{x} \mid \boldsymbol{z}^{\prime}, \boldsymbol{y}\right)=$ $p_{S}^{\hat{\theta}}(\boldsymbol{s}) /\left[\sum_{s_{1}} p_{S}^{\hat{\theta}}(\boldsymbol{s})\right]$ is calculated as

$$
\begin{align*}
p_{\boldsymbol{X} \mid \mathbf{Z}^{\prime}, \boldsymbol{Y}}^{\hat{\theta}} & \left(\boldsymbol{x} \mid z^{\prime}, \boldsymbol{y}\right) \\
\quad= & \exp \left[s_{1} \hat{\theta}^{1}+s_{1} s_{2} \hat{\theta}^{12}+s_{1} s_{3} \hat{\theta}^{13}+s_{1} s_{4} \hat{\theta}^{14}\right. \\
& +s_{1} s_{2} s_{3} \hat{\theta}^{123}+s_{1} s_{2} s_{4} \hat{\theta}^{124}+s_{1} s_{3} s_{4} \hat{\theta}^{134} \\
& \left.+s_{1} s_{2} s_{3} s_{4} \hat{\theta}^{1234}-\phi_{\boldsymbol{X} \mid \mathbf{Z}^{\prime}, \boldsymbol{Y}}\left(s_{2}, s_{3}, s_{4} \mid \hat{\boldsymbol{\theta}}\right)\right] \tag{C16}
\end{align*}
$$

$$
\begin{align*}
& \phi_{X \mid Z^{\prime}, \boldsymbol{Y}}\left(s_{2}, s_{3}, s_{4} \mid \hat{\boldsymbol{\theta}}\right) \\
& \quad:=\ln \left[\operatorname { e x p } \left(\hat{\theta}^{1}+s_{2} \hat{\theta}^{12}+s_{3} \hat{\theta}^{13}+s_{4} \hat{\theta}^{14}+s_{2} s_{3} \hat{\theta}^{123}\right.\right. \\
& \left.\left.\quad+s_{2} s_{4} \hat{\theta}^{124}+s_{3} s_{4} \hat{\theta}^{134}+s_{2} s_{3} s_{4} \hat{\theta}^{1234}\right)+1\right] . \tag{C17}
\end{align*}
$$

The local backward manifold is defined as

$$
\begin{equation*}
\mathcal{M}_{\mathrm{LB}}^{\mathcal{X}}=\left\{p_{S}^{\theta} \mid p_{S}^{\theta}(\boldsymbol{s})=p_{Z^{\prime}, \boldsymbol{Y}}^{\theta}\left(z^{\prime}, \boldsymbol{y}\right) T^{\mathcal{X}}\left(\boldsymbol{z}, \boldsymbol{z}^{\prime}\right)\right\} \tag{C18}
\end{equation*}
$$

where $p_{Z^{\prime}, \boldsymbol{Y}}^{\theta}\left(z^{\prime}, \boldsymbol{y}\right)=\sum_{s_{1}} p_{S}^{\theta}(\boldsymbol{s})$. Equations (C5) and (C17) yield

$$
\begin{align*}
\mathcal{M}_{\mathrm{LB}}^{\mathcal{X}} & =\left\{p_{S}^{\theta} \mid \theta^{1}=\hat{\theta}^{3}, \theta^{12}=\hat{\theta}^{34}, \theta^{13}=\hat{\theta}^{13}, \theta^{14}=\hat{\theta}^{23},\right. \\
\theta^{123} & =\hat{\theta}^{134}, \theta^{124}=\hat{\theta}^{234}, \theta^{134}=\hat{\theta}^{123}, \\
\theta^{234} & \left.=\hat{\theta}^{124}, \theta^{1234}=\hat{\theta}^{1234}\right\} . \tag{C19}
\end{align*}
$$

In the same way, we obtain the condition of $\mathcal{M}_{\mathrm{LB}}^{\mathcal{Y}}$,

$$
\begin{align*}
\mathcal{M}_{\mathrm{LB}}^{\mathcal{Y}} & =\left\{p_{S}^{\theta} \mid \theta^{2}=\hat{\theta}^{4}, \theta^{12}=\hat{\theta}^{34}, \theta^{23}=\hat{\theta}^{14},\right. \\
\theta^{24} & =\hat{\theta}^{24}, \theta^{123}=\hat{\theta}^{134}, \theta^{124}=\hat{\theta}^{234} \\
\theta^{134} & \left.=\hat{\theta}^{123}, \theta^{234}=\hat{\theta}^{124}, \theta^{1234}=\hat{\theta}^{1234}\right\} \tag{C20}
\end{align*}
$$

To clarify the relation between $\mathcal{M}_{\mathrm{LR}}^{\mathcal{X}}$ and $\mathcal{M}_{\mathrm{LR}}^{\mathcal{Y}}$, we can consider the permutation $\left(\alpha^{\prime}(1), \alpha^{\prime}(2), \alpha^{\prime}(3), \alpha^{\prime}(4)\right)=$ $(2,1,4,3)$. The condition of $\mathcal{M}_{\mathrm{LR}}^{\mathcal{Y}}$ is given by the condition of $\mathcal{M}_{\mathrm{LR}}^{\mathcal{X}}$ with the permutation $\alpha^{\prime}$,

$$
\begin{align*}
\mathcal{M}_{\mathrm{LB}}^{\mathcal{Y}} & =\left\{p_{S}^{\theta} \mid \theta^{\alpha^{\prime}(1)}=\hat{\theta}^{\alpha^{\prime}(3)}, \theta^{\alpha^{\prime}(1) \alpha^{\prime}(2)}=\hat{\theta}^{\alpha^{\prime}(3) \alpha^{\prime}(4)},\right. \\
\theta^{\alpha^{\prime}(1) \alpha^{\prime}(3)} & =\hat{\theta}^{\alpha^{\prime}(1) \alpha^{\prime}(3)}, \theta^{\alpha^{\prime}(1) \alpha^{\prime}(4)}=\hat{\theta}^{\alpha^{\prime}(2) \alpha^{\prime}(3)}, \\
\theta^{\alpha^{\prime}(1) \alpha^{\prime}(2) \alpha^{\prime}(3)} & =\hat{\theta}^{\alpha^{\prime}(1) \alpha^{\prime}(3) \alpha^{\prime}(4)}, \\
\theta^{\alpha^{\prime}(1) \alpha^{\prime}(2) \alpha^{\prime}(4)} & =\hat{\theta}^{\alpha^{\prime}(2) \alpha^{\prime}(3) \alpha^{\prime}(4)}, \\
\theta^{\alpha^{\prime}(1) \alpha^{\prime}(3) \alpha^{\prime}(4)} & =\hat{\theta}^{\alpha^{\prime}(1) \alpha^{\prime}(2) \alpha^{\prime}(3)}, \\
\theta^{\alpha^{\prime}(2) \alpha^{\prime}(3) \alpha^{\prime}(4)} & =\hat{\theta}^{\alpha^{\prime}(1) \alpha^{\prime}(2) \alpha^{\prime}(4)}, \\
\theta^{\alpha^{\prime}(1) \alpha^{\prime}(2) \alpha^{\prime}(3) \alpha^{\prime}(4)} & \left.=\hat{\theta}^{\alpha^{\prime}(1) \alpha^{\prime}(2) \alpha^{\prime}(3) \alpha^{\prime}(4)}\right\} . \tag{C21}
\end{align*}
$$

For this distribution $p^{\mathrm{BI}{ }_{S}^{\hat{\theta}}}$ under both bipartite conditions, the local backward manifolds are given by

$$
\begin{align*}
& \mathcal{M}_{\mathrm{LB}}^{\mathcal{X}}=\left\{p^{\mathrm{BI}}{ }_{S}^{\theta} \mid \theta^{1}=\hat{\theta}^{3}, \theta^{13}=\hat{\theta}^{13}, \theta^{14}=\hat{\theta}^{23}\right\},  \tag{C22}\\
& \mathcal{M}_{\mathrm{LB}}^{\mathcal{Y}}=\left\{p^{\mathrm{BII}}{ }_{S}^{\theta} \mid \theta^{2}=\hat{\theta}^{4}, \theta^{24}=\hat{\theta}^{24}, \theta^{23}=\hat{\theta}^{14}\right\} . \tag{C23}
\end{align*}
$$

## APPENDIX D: THE CASE OF FEEDBACK CONTROL

We consider the situation where the time evolution of system $\mathcal{X}$ depends on the fixed memory $\mathcal{M}$. This situation is well known as the problem of Maxwell's demon under feedback control. We show that the partial entropy production for this case can also be discussed in our unified framework.

Let $\boldsymbol{X}$ and $\boldsymbol{X}^{\prime}$ be random variables of system $\mathcal{X}$ at times $t$ and $t+d t$, respectively. Let $\boldsymbol{M}$ be a random variable of the memory $\mathcal{M}$. We denote the set of random variables as $\boldsymbol{S}=$ $\left\{\boldsymbol{X}, \boldsymbol{X}^{\prime}, \boldsymbol{M}\right\}$ and the set of states as $\boldsymbol{s}=\left\{\boldsymbol{x}, \boldsymbol{x}^{\prime}, \boldsymbol{m}\right\}$. The joint probability of $\boldsymbol{S}$ is given by $p_{\boldsymbol{S}}(\boldsymbol{s})$. We consider the situation
where the transition probability of $\mathcal{X}$ depends on the state of memory,

$$
\begin{equation*}
p_{X^{\prime} \mid X, M}\left(\boldsymbol{x}^{\prime} \mid \boldsymbol{x}, \boldsymbol{m}\right)=: T^{\mathcal{X} \mathcal{M}}\left(\boldsymbol{x}^{\prime}, \boldsymbol{m}, \boldsymbol{x}\right), \tag{D1}
\end{equation*}
$$

where $p_{X^{\prime} \mid \boldsymbol{X}, \boldsymbol{M}}\left(\boldsymbol{x}^{\prime} \mid \boldsymbol{x}, \boldsymbol{m}\right)=p_{\boldsymbol{S}}(\boldsymbol{s}) /\left[\sum_{\boldsymbol{x}^{\prime}} p_{S}(\boldsymbol{s})\right]$. We here introduce the feedback backward manifold such that

$$
\begin{equation*}
\mathcal{M}_{\mathrm{FB}}=\left\{q_{S} \mid q_{S}(\boldsymbol{s})=T^{\mathcal{X} \mathcal{M}}\left(\boldsymbol{x}, \boldsymbol{m}, \boldsymbol{x}^{\prime}\right) q_{X^{\prime} \boldsymbol{M}}\left(\boldsymbol{x}^{\prime}, \boldsymbol{m}\right)\right\}, \tag{D2}
\end{equation*}
$$

where $q_{X^{\prime} M}\left(\boldsymbol{x}^{\prime}, \boldsymbol{m}\right)=\sum_{x} q_{S}(\boldsymbol{s})$. The feedback reversible manifold is equivalent to the reversible manifold $\mathcal{M}_{\mathrm{B}}=\mathcal{M}_{\mathrm{FB}}$ if we consider the time evolution from $\boldsymbol{Z}=\{\boldsymbol{X}, \boldsymbol{M}\}$ to $\boldsymbol{Z}^{\prime}=$ $\left\{\boldsymbol{X}^{\prime}, \boldsymbol{M}\right\}$. If the joint probability $q_{S}$ is on this manifold $\mathcal{M}_{\mathrm{FB}}$, the dynamics of $\mathcal{X}$ are reversible in time under feedback control. If we introduce the joint probability $q_{S}^{\mathcal{X} \mathcal{M} *}(\boldsymbol{s})=$ $T^{\mathcal{X} \mathcal{M}}\left(\boldsymbol{x}, \boldsymbol{m}, \boldsymbol{x}^{\prime}\right) p_{\boldsymbol{X}^{\prime}, \boldsymbol{M}}\left(\boldsymbol{x}^{\prime}, \boldsymbol{m}\right)$, the following Pythagorean theorem is valid for any $q_{S} \in \mathcal{M}_{\mathrm{FR}}$ :

$$
\begin{equation*}
D\left(p_{S} \| q_{S}\right)=D\left(p_{S} \| q_{S}^{\mathcal{X} \mathcal{M} *}\right)+D\left(q_{S}^{\mathcal{X} \mathcal{M} *} \| q_{S}\right) \tag{D3}
\end{equation*}
$$

Thus, the feedback backward manifold is flat, and the solution of the optimization problem $D^{\text {opt }}\left(p_{S} \| \mathcal{M}_{\mathrm{FB}}\right)$ is given by

$$
\begin{align*}
D^{\mathrm{opt}}\left(p_{S} \| \mathcal{M}_{\mathrm{FB}}\right) & :=\min _{q_{S} \in \mathcal{M}_{\mathrm{FB}}} D\left(p_{S} \| q_{S}\right)  \tag{D4}\\
& =D\left(p_{S} \| q_{S}^{\mathcal{X} \mathcal{M}^{*}}\right) \tag{D5}
\end{align*}
$$

We here derive the result that the partial entropy production under feedback control $\sigma_{\text {feedback }}^{\mathcal{X}}$ is given by the optimization problem

$$
\begin{equation*}
\sigma_{\text {feedback }}^{\mathcal{X}}=D^{\mathrm{opt}}\left(p_{S} \| \mathcal{M}_{\mathrm{FB}}\right) \tag{D6}
\end{equation*}
$$

The partial entropy production under feedback control $\sigma_{\text {feedback }}^{\mathcal{X}}$ is defined as

$$
\begin{gather*}
\sigma_{\text {feedback }}^{\mathcal{X}}:=\sigma_{\text {sys }}^{\mathcal{X}}+\sigma_{\text {bath }}^{\mathcal{X}}-\Delta \mathcal{I},  \tag{D7}\\
\sigma_{\text {sys }}^{\mathcal{X}}:=H\left(\boldsymbol{X}^{\prime}\right)-H(\boldsymbol{X}),  \tag{D8}\\
\sigma_{\text {bath }}^{\mathcal{X}}:=\mathbb{E}\left[\ln \frac{T^{\mathcal{X} \mathcal{M}}\left(\boldsymbol{x}^{\prime}, \boldsymbol{m}, \boldsymbol{x}\right)}{T^{\mathcal{X} \mathcal{M}}\left(\boldsymbol{x}, \boldsymbol{m}, \boldsymbol{x}^{\prime}\right)}\right],  \tag{D9}\\
\Delta \mathcal{I}:=I\left(\boldsymbol{X}^{\prime} ; \boldsymbol{M}\right)-I(\boldsymbol{X} ; \boldsymbol{M}), \tag{D10}
\end{gather*}
$$

where $\sigma_{\text {sys }}^{\mathcal{X}}$ is the entropy change of system $\mathcal{X}, \sigma_{\text {bath }}^{\mathcal{X}}$ is the entropy change of the heat bath attached to system $\mathcal{X}$, and $\Delta \mathcal{I}$ is the mutual information change between system $\mathcal{X}$ and the memory $\mathcal{M}$. To show the relation

$$
\begin{equation*}
\sigma_{\text {feedback }}^{\mathcal{X}}=D\left(p_{S} \| q_{S}^{\mathcal{X}} \mathcal{M} *\right) \tag{D11}
\end{equation*}
$$

we obtain the result (D6). The second law of information thermodynamics under feedback control is given by the nonnegativity of $\sigma_{\text {feedback }}^{\mathcal{X}}$,

$$
\begin{equation*}
\sigma_{\text {sys }}^{\mathcal{X}}+\sigma_{\text {bath }}^{\mathcal{X}} \geqslant \Delta \mathcal{I} . \tag{D12}
\end{equation*}
$$

This inequality implies a trade-off relation between the entropy changes in system $\mathcal{X}$ and the information between system $\mathcal{X}$ and the memory $\mathcal{M}$.
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